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Abstract

Source-over-spread acquisition design is a recent development in marine seismic acquisi-

tion, aiming to improve imaging of the shallow subsurface. Contrary to conventional towed-

streamer acquisition, source-over-spread acquisition records the direct wave below the source.

We propose an inversion algorithm that takes advantage of the recordings of the direct wave

in source-over-spread acquired seismic data to estimate notional source signatures for each air

gun. The obtained notional source signatures from the inversion can be used to estimate direc-

tional far-field signatures, similar to the approach of notional source signatures estimated from

measurements in near-field hydrophones.

The forward modeling of the algorithm is based upon a physical modeling of the air bubble

created by each air gun in the source array. A damped Gauss-Newton approach is used as a

local search algorithm to minimize the difference between the recorded direct wave and the

modeled direct wave from the forward modeling. The inversion is first carried out for a low-

frequency part of the data, before higher frequencies are included in the inversion. Typical

inversion parameters are empirical damping factors for the bubble oscillations and firing time

delay for each air gun. Variations in streamer depth are taken into account and a constant sea

surface reflection coefficient is also estimated as a by-product of the inversion.

The algorithm is tested on shallow and deepwater data sets acquired with CGGs acquisi-

tion design called TopSeis. The notional source signatures are used in a designature flow and

compared with designature results with notional source signatures from near-field hydrophone

measurements. The results indicate that utilizing the direct wave in source-over-spread seismic

can provide more accurate estimation of the strongest part of the bubble for deepwater data

sets. To improve bubble estimation further, one may add more empirical factors to describe the

oscillations of the bubble in the forward operator. It was furthermore observed that for shallow

water data sets, subsurface reflections contaminated the bubble train of the direct wave. This

affected the stability of the inversion, even when the water bottom reflection was included in

the forward modeling.
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Sammendrag

Å plassere den seismiske kilden over lyttekablene i marin innsamling av seismikk er et nytt

konsept som er utviklet for å forbedre grunn avbildning av undergrunnen. I motsetning til tradis-

jonell tauet kabel-seismikk, vil man med dette nye innsamlingsoppsettet måle direktebølgen i

lyttekablene som er plassert under kilden. Vi foreslår en inversjonsalgoritme for å estimere den

effektive kildesignaturen fra hver luftkanon i kildekonfigurasjonen ved hjelp av målingene av

direktebølgen under kilden. De effektive kildesignaturene kan deretter bli brukt til å estimere

retningsavhengige fjernfeltssignaturer med tilsvarende tilnærming som blir brukt med effektive

kildesignaturer estimert fra målinger i nærfeltshydrofoner.

Framovermodelleringen i algoritmen er basert på fysisk modellering av luftboblene fra hver

luftkanon i den seismiske kilden. En dempet Gauss-Newton-tilnærming er brukt som en lokal

søksalgoritme for å minimiere forskjellen mellom den målte direktebølgen og den modellerte

direktebølgen fra vår framovermodellering. Vi utfører inversjonen først over en lav-frekvent del

av data-settet, før høyere frekvenser er inkludert i inversjonen. Typiske inversjonsparametre i

framovermodelleringen er empiriske dempningsfaktorer for boble-oscillasjonene og avfyrings-

forsinkelse for hver luftkanon. Variasjoner i kabel-dyp blir også tatt hensyn til og en konstant

refleksjonskoeffisient for havoverflaten blir også estimert fra inversjonen.

Algoritmen er testet på datasett innsamlet i grunt og dypt vann med CGGs innsamlingsde-

sign kalt TopSeis. De effektive kildesignaturene er brukt i en designatur-algoritme, hvor resul-

tatene er sammenlignet med designatur med effektive kildesignaturer fra nærfeltshydrofoner.

Resultatene viser at å bruke målingene av direktebølgen i denne type datasett kan forbedre es-

timeringen av den sterkeste delen av boblen for datasett samlet inn på dypt vann. For å forbedre

bobleestimeringen ytterligere, kan man inkludere flere empiriske faktorer for å beskrive os-

cillasjonene til boblene. Det ble videre observert at boblen fra direktebølgen var dekket til

av refleksjoner for datasett på grunt vann. Dette påvirket stabiliteten til inversjonen, selv når

havbunnsrefleksjonen ble inkludert i framovermodelleringen.
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Chapter 1

Introduction

Recent advances in marine seismic acquisition have been made in order to overcome the lack of

near-offset data in conventional towed-streamer seismic. Near-offset data from conventional

towed-streamer seismic have not been commercially available until September 2016, when

CGG launched TopSeis. TopSeis is a dual-vessel acquisition design that places a source vessel

over a towed receiver spread, providing near offsets and also increased fold in the seismic data.

Near-offset data are valuable in areas with shallow water depth and complex geology with high

velocities in the shallow subsurface, for example in the Barents Sea.

With the increasing need for improved imaging of the subsurface, source signature estima-

tion has become a key step in processing of marine seismic data. Accurate estimation of source

signatures are important for designaturing of the seismic data, whereby the source signature is

converted into a desired output wavelet. Beyond designature, accurate source signatures are

also decisive to obtain good results in FWI, time-lapse seismic and SRME, among others. In

conventional towed-streamer seismic, the source signature is usually estimated from near-field

measurements in hydrophones placed close to each air gun in the air gun array. However, this

approach can be inaccurate due to the complex and non-linear dynamics in the near-field. For

source-over-spread acquisition designs, where the streamers are towed below the source, an

alternative approach is to estimate the source signature from the measurements of the direct

wave in the streamers. This method can partly overcome the challenges of using near-field

measurements, and can therefore provide more accurate estimation of source signatures.

The content of this thesis is to develop and test an inversion algorithm for source signature

estimation based on the recordings of the direct wave in deep-towed streamers below the array.
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Chapter 1. Introduction

The forward modeling of the algorithm uses a physical modeling of the pressure output from

each air gun in an air gun array to model the direct wave. A local search algorithm is used to

find the model that minimizes the difference between the recorded and the modeled direct wave

in the streamers. The method is tested on data sets acquired with CGGs TopSeis design, both

in shallow and deep water. The obtained notional source signatures from the inversion are used

in a designature flow and compared with designature results with notional source signatures

estimated from measurements in near-field hydrophones.

The outline of the thesis is as follows: Chapter 2 serves as an introduction to marine seismic

data acquisition, and some of the improvements that have been made over the last 10 years.

The forward modeling, inversion scheme and designature theory is explained in Chapter 3. In

Chapter 4, the algorithm is tested on two data sets and the results are presented. The results are

further discussed in Chapter 5, before the thesis wraps up with a conclusion in Chapter 6.
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Chapter 2

Marine Seismic Data Acquisition

About one third of global production of hydrocarbons is produced offshore (PlaneteEnergies,

2015), and the increasing energy demand has challenged the oil industry to explore for hydro-

carbons in more challenging geological settings. The costs related to drilling offshore wells are

high compared to onshore wells, and therefore, subsurface investigation prior to drilling is key

to reduce exploration risks and maintain a sustainable exploration program. For this purpose,

marine seismic acquisition is the most important exploration tool in the offshore oil and gas

industry. A seismic source is emitting energy that is propagating down in the earth. Some of

the energy is reflected from the subsurface and is recorded in seismic sensors, most commonly

placed along streamers that are towed behind a vessel. The recorded data are processed to create

an image of the subsurface, which is used as a tool to identify drilling prospects. The acquisi-

tion design can be tailor-made for the project, in order to accommodate for the complexity of

the subsurface.

With exploration in more challenging geological settings, the need for improved imaging of

the subsurface has increased. There have been many significant advances in seismic acquisition

and imaging. The most recent advances aim to extend the frequency bandwidth of the seismic

pulse with innovative source and streamer designs. A new recent focus area is to overcome the

lack of near-offset data in towed-streamer seismic.
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Chapter 2. Marine Seismic Data Acquisition

2.1 Marine Seismic Sources

A seismic source is defined as any device which releases energy into the earth in the form of

seismic waves (Landrø and Amundsen, 2010). In marine seismic acquisition, air guns have been

the most commonly used source. An air gun is a chamber of compressed air which is released

into the water and creates an acoustic pulse. When the compressed air is released, an oscillating

bubble is formed (described e.g. by Parkes and Hatton (2013)), as shown in Figure 2.1 from

Langhammer (1994). The oscillations will be dampened because of frictional forces and will

stop when the bubble dissolves or breaks the sea surface.

Figure 2.1: Expansion of a bubble after an air gun is fired in water (Langhammer, 1994).

The ideal signature from a single air gun is the pressure emitted from the first expansion

of the bubble. However, the oscillations of the bubble create unwanted characteristics in the

source signature. In order to mitigate the bubble effect in the source signature, seismic sources

normally consist of several air guns with different chamber volume. The bubble effects from

the air guns partly cancel out, because the bubble time period depends on the volume of the

chamber.

Another unwanted effect in the source signature is the source ghost. Simultaneously as

a pressure pulse is traveling downwards, another pressure pulse is traveling upwards towards

the sea surface where it is reflected and inverted, before it travels downwards together with

the originally downward-traveling pressure pulse. This pulse is called the source ghost and is

considered to be a part of the source signature.

Figure 2.2 from Langhammer (1994) shows the source signature from a 40 cu.in. air gun,

without and with the source ghost. Figure 2.2a clearly shows the effect of the oscillations from

the bubble and Figure 2.2b shows the effect of the source ghost in the source signature. Modern

air gun arrays are typically designed to maximize the PBR (Peak-to-Bubble Ratio), which is the
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2.1 Marine Seismic Sources

(a) Air gun signature (b) Air gun signature including source ghost

Figure 2.2: Air gun signatures without (left) and with (right) source ghost effect (Langhammer, 1994).
τ is the bubble time period, P is the primary pressure, B is the bubble pressure, P-P is the Peak-to-Peak
amplitude and B-B is the Bubble-to-Bubble amplitude.

ratio between the P-P and B-B amplitudes, as denoted in Figure 2.2b. A high PBR will provide

a smooth signal spectrum which is preferred when the seismic data are processed.

The source ghost is a major challenge in marine seismic acquisition because it creates

notches and depressions in the frequency spectrum of the seismic pulse which hampers the

seismic resolution. In the frequency spectrum, the notches are given by,

fn = n
c

2zs cosθ
n = 0,1,2,3, ... (2.1)

where fn is the frequency of the nth notch, c is water velocity, zs is the source depth and

θ is the propagation direction relative to the vertical. The first ghost notch will always appear

at 0 Hz, whereas the other notches depend on the source depth, propagation direction and wa-

ter velocity. Figure 2.3 shows the ghost filter for source depths of 6 m and 9 m and θ = 0◦

(i.e. vertical propagation), where the notches occur at different frequencies. Because of the

depth-dependency of the source ghosts, air gun arrays can be customized for the target of the

acquisition. For example, if shallow imaging is main priority, the air gun arrays will fire at

shallow depth to keep the high frequencies in the signal. In recent years, seismic companies

have started to divide seismic sources into sub-sources (Parkes et al., 2011; Siliqi et al., 2013)

where the sub-sources fire at different depth, with the objective of diversifying the notches in

the frequency spectrum. Haavik and Landrø (2015) propose variable source depth acquisition

as an improved method to attenuate the effect of the source ghost. Both dual-level sources and

variable source depth acquisition aim to fill in the notches in the signal spectrum to improve the

resolution of the image of the subsurface.
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Chapter 2. Marine Seismic Data Acquisition

Figure 2.3: Vertical ghost filter for an air gun at 6 m (solid blue) and an air gun at 9 m (dashed red).
Firing at shallower depth pushes the first non-zero notch to higher frequencies.

2.2 Broadband Streamer Technology

The benefits of acquiring marine broadband seismic have been recognized for a long time,

but been difficult to achieve. Similar to the source ghost, there is a receiver ghost that is re-

flected off the sea-surface before it is recorded by the receivers. The receiver ghost will create

notches and depressions in the signal spectrum (depending on the depth of the receiver, wa-

ter velocity and propagation direction) and broadband streamer technology aims to reduce this

impact, so that more low- and high-frequency signal is recorded. Low frequencies provide bet-

ter penetration for deeper targets, reduce the sidelobes of the wavelet and improve inversion

results (Ten Kroode et al., 2013), whereas higher frequencies results in better resolution be-

cause the wavelet is sharper. Sønneland and Berg (1985) explain how the wave-field can be

separated into up- and down-going wave-fields with over/under acquisition (towing streamers

simultaneously at different depth), but early attempts were unsuccessful due to poor vertical

alignment control of the towed streamers. It was not before the mid 2000’s that seismic compa-

nies were able to achieve over/under acquisition; with improved streamer steering technology,

WesternGeco was able to successfully align the streamers (Hill et al., 2006). However, the true

break-through for broadband streamer technology is often credited Petroleum-Geo Services

with their GeoStreamer, launched in 2007.

2.2.1 Dual-Sensor Technology

GeoStreamer was presented at the EAGE meeting in London, 2007 (Tenghamn et al., 2007).

Geophysicists have known for long that by recording vertical particle velocity in addition to
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2.2 Broadband Streamer Technology

pressure, one could be able to separate the wave-field into up- and down-going wave-fields and

cancel out the receiver ghost (Schneider and Backus, 1964; Claerbout, 1986). Many attempts

had earlier been made to implement particle velocity sensors in the streamers, but the main

problem related to these attempts was that the readings from the particle velocity sensors were

contaminated by strum noise (mechanical vibrations propagating along the streamer). However,

with PGS’ modern particle motion sensors, the strum noise is restricted to the low-frequency

end of the particle velocity data. PGS found that after a low-cut filter to eliminate the part of

the spectrum that contained strum noise, they could recalculate this part of the velocity sensor’s

spectrum from the same portion of the hydrophone’s spectrum.

Tenghamn et al. (2007) show that the hydrophone signal (in the frequency-domain), H , can

be expressed as,

H = (1− zn)β (2.2)

where z = e−2π j f is a frequency-domain time-delay operator ( f is frequency and j the unit

imaginary number), n is the ghost reflection delay time and β is the up-going wave-field. In the

same manner, the velocity motion’s spectrum, V , can be expressed as,

V = (1+ zn)β (2.3)

Thus, the velocity motion’s spectrum can be calculated from the hydrophone’s spectrum by

combining Equation 2.2 and 2.3,

V = (1+ zn)

(1− zn)
H (2.4)

Notice that the particle velocity’s spectrum cannot be calculated from Equation 2.4 where

zn = 1, because this is where the ghost notches occur in the hydrophone spectrum. This puts a

constraint on how deep the streamers can be towed, as the calculation of the particle velocity

spectrum will be poor if the hydrophone spectrum has ghost notches in this frequency window.

CGG managed to overcome this challenge with their variable-depth streamer solution.
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Chapter 2. Marine Seismic Data Acquisition

2.2.2 Variable-Depth Streamer

Streamers have historically been towed at a constant depth behind the vessel, which results

in notches and depressions of nearly constant frequencies in the frequency spectrum of the

signal. CGG changed this rule of thinking, when they launched BroadSeis in 2010 (Soubaras

and Dowle, 2010; Amundsen and Landrø, 2016). Their variable-depth streamers exploit that

the ghost notches vary with receiver depth. This can be illustrated by considering vertically

traveling waves. The ghost operator in the frequency-domain can be described as,

G( f ) = 1−e−2π j f t (2.5)

where j is the unit imaginary number, f is the frequency and t is the receiver ghost delay.

If zero-offset data from N receivers are stacked, the residual receiver ghost filter will be given

by,

G( f ) = 1

N

N∑
i=1

1−e−2π j f ti (2.6)

where ti is the receiver ghost delay for receiver i . For streamers that are towed at constant

depth, the time delay will be the same at all receiver positions for zero-offset data. However,

for variable-depth streamers, the time delay will vary along the cable, and thus, the receiver

ghost will be stacked out. This is shown in Figure 2.4, where the receiver ghost filter for a

variable-depth streamer is compared to receiver ghost filters for streamers towed at a constant

depth of 7.5 and 15 m. An alternative to the variable-depth streamer profile in Figure 2.4 is to

tow the streamers slanted, also with the objective of varying the receiver ghost delays along the

streamer (Ray and Moore, 1982; Moldoveanu et al., 2012).

The figure illustrates the concept of variable-depth streamer acquisition; whereas conven-

tional streamers are towed at shallow depth, causing low- and high-frequency signal to be atten-

uated, variable-depth streamers improve the low- and high-end frequency content by diversify-

ing the notches. Combined with deghosting in the seismic processing, variable-depth streamer

data results high-quality final images with sharp and clean wavelets. However, as for con-

ventional streamer seismic (including broadband-solutions), variable-depth streamer solutions

suffer from lack of near-offset data.
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2.2 Broadband Streamer Technology

Figure 2.4: Streamer depth as a function of offset (top) for variable-depth streamer (solid blue), streamer
at 7.5 m (dashed red) and 15 m (dashdotted yellow) and corresponding frequency spectrum (bottom). The
variable-depth streamer profile diversifies the notches, so zero-amplitude notches are not present in the
frequency spectrum.
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Chapter 2. Marine Seismic Data Acquisition

2.3 Acquisition From Deep-Towed Streamers Below the Source

The most recent advance is to acquire seismic data from deep-towed streamers below the source,

with the objective to overcome the lack of near-offset data in conventional towed-streamer seis-

mic. Due to the drive for increased efficiency in acquisition of seismic data, the size of seismic

vessels and number of streamers towed behind the vessel have increased. As a result of this,

the gap between the source and first receivers has increased, and imaging of shallow reflec-

tors with traditional reflection seismology has not been able to meet industry’s expectations.

Alternative imaging technologies have been suggested to overcome this problem, for example

PGS’ SWIM technology (Lu et al., 2015). However, true near-offset data from conventional

towed-streamer seismic has not been commercially available until August 2016, when CGG

launched TopSeis (Vinje et al., 2017). TopSeis is a dual-vessel design, where a source is placed

above deep-towed streamers, as illustrated in Figure 2.5. Whereas broadband solutions have

designed surveys to extend the frequency bandwidth of the signal, source-over-spread-solutions

are designed to overcome the lack of near-offset data in conventional towed-streamer seismic.

The improvement in shallow imaging that TopSeis provides is evident in Figure 2.6, where the

yellow arrows highlight some of the geologic features that are not successfully imaged with

conventional seismic data.

The innovative acquisition design of TopSeis offers the opportunity to utilize the direct wave

recorded in the deep-towed streamers below the source (shown in Figure 2.7) for source signa-

ture estimation. Landrø (2000) discusses the need for accurate source signature estimation to

benefit recent developments in the industry; FWI, time-lapse surveys, OBS and SRME (among

others), which require detailed knowledge about the source signature. Today, a common method

for source signature estimation is to use near-field measurements, based on Ziolkowski et al.

(1982). The basic idea of Ziolkowski et al. (1982) is to remove the effect of the neighbour-

ing sources and their ghosts on each near-field measurement to obtain effective point sources.

However, Landrø et al. (1991) show that this approach can be unstable for dense air gun arrays,

mainly due to non-linear dynamics in the near-field. The reasons for the non-linear dynamics

have been widely discussed in recent years. Hampson (2017) suggest that linear models are not

likely to be valid on the source-side, where the strains are orders of magnitude higher than on

the receiver-side. Ghost cavitation, whereby the ghosted energy can produce absolute pressures

of zero or less, can also occur in the near-field (Landrø et al., 2011). Additionally, for example
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2.3 Acquisition From Deep-Towed Streamers Below the Source

Figure 2.5: Conventional acquisition (top) and source-over-spread (TopSeis) acquisition (bottom) to the
left, with corresponding rose plots to the right. Note the increased fold, near-offset and split-spread
TopSeis provides. Figure courtesy of CGG.

Figure 2.6: Migrated images in the shallow subsurface with conventional data (top) and TopSeis data
(bottom) from the Frigg-Gamma field in the North Sea. Vertical axis is time (s) and horizontal axis is
offset (m). TopSeis provides improvement in shallow imaging, especially evident where highlighted by
yellow arrows.
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Chapter 2. Marine Seismic Data Acquisition

leakage of air from the air gun chambers can complicate the physics further. The non-linear

dynamics in the near-field make it difficult to remove the effect of neighbouring sources and the

source ghosts from each near-field measurement. However, an alternative approach that partly

overcomes the challenges with near-field measurements is to use mid-field measurements where

the dynamics are more linear. Landrø and Sollie (1992) suggested to record the wave-field in

a mini-streamer below the source to determine the source signature more accurately and sim-

ilar methods has been proposed for OBS data. Source-over-spread acquisition design opens

the door for far-field signature estimation from mid-field measurements in the towed-streamers

below the source.

Figure 2.7: Conventional (left) and TopSeis (right) shot gathers from the same location plotted on the
same scale. Vertical axis is time (s) and horizontal axis is offset (m). The shot-gather from TopSeis is
split-spread with near-offset data, which is not acquired with the conventional acquisition design. The
measurements of the direct wave at near offsets in TopSeis data can be utilized for source signature
estimation. Figure courtesy of CGG.
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Chapter 3

Theory

3.1 Fundamentals of Geophysical Inverse Methods

Geophysicists have for long recognized the need for inverting their data; to find a model that

recreates the recorded geophysical data (see e.g. Backus and Gilbert (1967, 1968, 1970)). How-

ever, limited computational power has restricted the complexity of the models that can be re-

covered. With considerable advances in computational power, the usefulness of inversion in

geophysics has increased. The data that are acquired in a geophysical survey can be denoted

~d obs , and can be split into two parts; the true data, that arise from the unknown model, and

additive noise. This can be described by the equation,

~d obs = F [~m]+~n (3.1)

where ~m is the model, ~n is noise and F is the forward operator that incorporates details of

the survey design and the relevant physical equations. The goal of the inversion is to recover the

model that minimizes the difference between the observed data and the synthetic data computed

with the forward operator. The inversion algorithm can be split into two parts; the forward

problem; to model synthetic data from a known model, and the inverse problem; to recover the

model that best fits the observed data. The two following sections will explain the theory behind

the forward operator and the inversion scheme used in this thesis.
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Chapter 3. Theory

3.2 The Forward Operator: Modeling the Direct Wave

The forward operator is used to compute the synthetic data that arise from a set of sources and

receivers when a model is known. Oldenburg and Li (2005) illustrate this with an example,

shown in Figure 3.1. Here, the source is the earth’s main magnetic field ~B0, the model is the

3D distribution of magnetic susceptibility and the data are the total-field anomaly. The operator

F [~m] computes the data that will arise from the model.

Figure 3.1: Example of the forward operator. The earth’s main magnetic field ~B0 is the source, the
model is the 3D distribution of magnetic susceptibility (left) and the data are the total-field anomaly
(right) (Oldenburg and Li, 2005).

In our algorithm, the forward operator is the modeling of the far-field pressure at each re-

ceiver position as a function of time caused by the oscillating bubbles created by each air gun

in an air gun array. Many studies have tried to describe the collapse time of a spherical cavity

(Rayleigh, 1917; Herring, 1941; Kirkwood and Bethe, 1942; Gilmore, 1952; Keller and Kolod-

ner, 1956; Flynn, 1964), with different assumptions. Johnson (1994) shows that for a spherical

bubble in an infinite volume of water at hydrostatic pressure, p0, the bubble motion approxi-

mately obeys,

R̈ = p −p∞
Rρ

− 3

2R
Ṙ2 + 1

ρc
ṗ (3.2)

where R is the bubble radius as a function of time, dot denotes the time derivative of the

function, p is the acoustic pressure, p∞ the hydrostatic pressure at the depth of the bubble
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3.2 The Forward Operator: Modeling the Direct Wave

center, and ρ and c are the density and velocity of the water, respectively. In our forward

operator, we modify the Johnson-equation,

R̈ = p −p∞
Rρ

− 3

2R
Ṙ2 +γ 1

ρc
ṗ +α Ṙ

R
+β(t )

Ṙ2

R
(3.3)

where γ is a fixed constant, introduced by Johnson (1994) to fit measurements and α and

β(t ) are empirical factors that control the damping of the bubble and the bubble time period,

respectively, inspired by Landrø and Sollie (1992). To take into account that the bubble time

period between each oscillation can vary due to interaction between the bubbles, β(t ) is a time-

variant factor, given by β(t ) = β0 +β1t . A solution of the modified Johnson-equation describe

the radius of the bubble as a function of time. The pressure at the bubble wall can then be

described by,

p(R) = p0

(
R0

R

)3λ

(3.4)

where p0 and R0 are the initial pressure and radius of the air bubble, R is the radius of the

cavity as a function of time and λ is a gas constant. λ can for example be set to λ= 1, assuming

isothermal bubble expansion, or λ= 1.4 for adiabatic bubble expansion. We have set λ= 1.13,

similar to the value used e.g. by Ziolkowski (1970).

If the equations above are used to describe the air bubble created by an air gun, we need

to assume that the time it takes to empty the air chamber is infinitely short. This is not a

valid assumption, and the primary peak from the modeling will be too strong compared to the

amplitude from the bubble oscillations that follows. Landrø and Sollie (1992) describe the

actual transfer of air from the air chamber in their modeling. We solve this issue by scaling the

primary peak, so that the amplitude of the primary peak is reasonable compared to the amplitude

of the bubble oscillations.

The pressure field at a far-field point from the bubble center, created by a single oscillating

air bubble, was derived by Gilmore (1952), and can be written in the form,

p −p∞ = ρ∞
R

r
(H + Ṙ2

2
) (3.5)

where r is the distance between the bubble centre and the far-field point and H is the en-

thalpy at the bubble wall. Higher order terms of 1
r are neglected, because they will not be sig-

15



Chapter 3. Theory

nificant in the far-field. The enthalpy at the bubble wall is often evaluated by the Tait-equation

(Tait, 1888), but assuming that the density of the water is independent of pressure, H can be

approximated to be,

H ≈ p −p∞
ρ

(3.6)

The far-field pressure from a 150 cu.in air gun with 139 bar chamber pressure, fired at 6 m,

is shown in Figure 3.2 and illustrates the effect of the α and β-parameters. Increasing the value

of α corresponds to more damping of the bubble, while decreasing the value of β0 (β1 is set to

zero) corresponds to increasing the bubble time period.

Figure 3.2: Left: Increasing α from left to right. Higher values of α yields more damping of the bubble.
Right: Decreasing β0 from left to right. Lower values of β0 yields larger bubble time periods.

Ziolkowski et al. (1982) wrote a landmark paper on source signature estimation, where they

present theory to estimate source signatures based on near-field measurements. They define

the term notional source signature (notional), which is a hypothetical isotropic point source

signature representing an individual gun in the source array, but taking into account the bub-

ble interactions that occur when all of the individual air guns in the source array fire together

(Davidson and Poole, 2015). For our algorithm, the interaction effects are included by introduc-

ing the empirical factors α and β, which are meant to take the interaction between the bubbles

into account. This is similar to the approach of Landrø and Sollie (1992).
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3.2 The Forward Operator: Modeling the Direct Wave

As the notional source signatures include interaction effects, the acoustic pressure at a far-

field point can be found by superposing the notional source signatures and adding the effect of

the source ghost,

p(t ) =
N∑

i=1

[
1

ri
si (t −τi − ri

c
)+η 1

r g
i

si (t −τi −
r g

i

c
)

]
(3.7)

where N is the number of air guns, si and τi are the notional source signature and firing

time delay for air gun i , c is the water velocity, η the sea surface reflection coefficient, and ri

and r g
i the distance and ghost distance between air gun i and the far-field point, respectively.

A receiver that is used in seismic acquisition is an array of hydrophones, usually 12.5 m

long, where the registered pressure at the receiver is the average of the measured pressure at

each hydrophone. Because the hydrophones have slightly different positions on the streamer,

the recorded wavelet will be different than if the receiver was a point receiver. This effect is

called the receiver side array effect, and should be taken into account when source signatures

are estimated from the direct wave, as for example Davidson and Poole (2015) do. Then, the

recorded pressure from a hydrophone can be described by the equation,

p(t ) = 1

M

M∑
k=1

N∑
i=1

[
1

ri ,k
si (t −τi −

ri ,k

c
)+η 1

r g
i ,k

si (t −τi −
r g

i ,k

c
)

]
(3.8)

where M is the number of hydrophones for a receiver and ri ,k and r g
i ,k are the distance and

ghost distance between air gun i and hydrophone k.

There will be significant errors if the calculation of the pressure response in Equation 3.8

is calculated in the discrete time-domain. The reason for this is that the time delay from each

source to each sensor is unlikely to be equivalent to an integer number of samples. This problem

can be overcome by carrying the calculation out in the frequency-domain, where the phase shifts

due to the time delays will be calculated exactly. This can be described by the Fourier transform

of Equation 3.8,

p(ω) = 1

M

M∑
k=1

N∑
i=1

[
1

ri ,k
si (ω)e− jωti ,k +η 1

r g
i ,k

si (ω)e− jωt
g
i ,k

]
(3.9)

where ti ,k = ri ,k
c +τi andt g

i ,k = r
g
i ,k
c +τi , ω is the angular frequency and j is the unit imaginary

number. By using the described forward modeling in this section, we can model the pressure
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response at any receiver position for an arbitrary source configuration. As an example of the

forward modeling, the pressure response at a streamer 100 meter below a three-string Broad-

Source (a dual level CGG source configuration) is shown in Figure 3.3. The streamer is 200

meter long, with receiver spacing of 12.5 meters. Because of the nature of the dual-level source

configuration, the source ghost is de-focused in the near-offset traces.

Figure 3.3: Modeled direct wave at a streamer 100 m below the source. The source ghost (highlighted
by the upper arrow) is de-focused because a dual-level source has been used in the modeling. The bubble
from the direct wave is highlighted by the lower arrow.

3.2.1 Extending the Forward Operator to Include the Water Bottom Re-

flection

When data are acquired in deep water, the water bottom reflection does not interfer with the

direct wave to a significant degree. However, in shallow water, the water bottom reflection can

cause problems in algorithms that try to extract information from the direct wave. To mitigate

the impact of the water bottom reflection, many algorithms include this reflection in the forward

modeling. This has for example been suggested when notional source signatures are estimated

from near-field hydrophone measurements in shallow water (Hopperstad and Laws, 2006).

Similar to other algorithms that extract information from the direct wave, our inversion
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algorithm will be sensitive to reflections in shallow water. Therefore, we suggest to include the

water bottom reflection and its ghosts in the forward modeling in such cases. The goal of this

approach is not to model these events perfectly, as they will depend on several parameters, such

as an angle-dependent reflection coefficient for the water bottom and variations in sea depth

along the sail line, but to include a first-order, simplistic approximation of the water bottom

reflection and its ghosts. In the modeling of the reflections from water bottom, we therefore

assume that the reflection coefficient is not dependent on angle of incidence, and that the sea

depth is the same for the ray paths to each receiver (i.e. the water bottom is flat). In reality, also

reflections from the shallow subsurface will contaminate the bubble train of the direct wave, but

we assume that these reflections are negligible compared to the direct wave.

The forward modeling from Equation 3.9 can therefore be corrected to also model the water

bottom reflection (and the associated ghosts) by adding the four latter terms in Equation 3.10.

p(ω) = 1

M

M∑
k=1

N∑
i=1

[ 1

ri ,k
si (ω)e− jωti ,k +η 1

r g
i ,k

si (ω)e− jωt
g
i ,k +κ 1

r wb
i ,k

si (ω)e− jωt wb
i ,k

+κη 1

r
wbsg

i ,k

si (ω)e− jωt
wbsg
i ,k +κη 1

r
wbr g

i ,k

si (ω)e− jωt
wbr g
i ,k +κη2 1

r
wbsr g

i ,k

si (ω)e− jωt
wbsr g
i ,k

]
(3.10)

where κ is the angle-independent water bottom reflection coefficient, r wb , r wbsg , r wbr g ,

r wbsr g and t wb , t wbsg , t wbr g , t wbsr g are the travel distance and travel time (adjusted for firing

time delay) for the primary reflection, source ghost, receiver ghost and source receiver ghost

from the water bottom, respectively.

3.3 Inverse Problem: Recovering the Unknown Model

The goal of the inverse problem is to recover a model that explains the observed data. Oldenburg

and Li (2005) exemplify this with a model of the earth’s magnetic susceptibility, shown in

Figure 3.4. While the model was known in Figure 3.1, the problem is now to recover the

magnetic susceptibility model from the noise contaminated total field anomaly data measured

at the surface.

In our algorithm, we aim to find a set of notional source signatures that minimizes the

difference between the modeled direct wave from the forward modeling and the observed data.
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Figure 3.4: Illustration of the goal of an inverse problem. The objective is to recover the earth’s magnetic
susceptibility (left) from the noise contaminated total field anomaly data measured at the surface (right).
(Oldenburg and Li, 2005)

This can be formulated by minimizing a data misfit function, φd ,

φd =
Nr∑
i

Nt∑
j

(s(~xi , t j )− sobs(~xi , t j ))2 (3.11)

where s(xi , t j ) and sobs(xi , t j ) are the modeled and measured pressure at a time t j and

receiver position ~xi , respectively, Nr is the number of receivers and Nt is the number of time

samples.

The forward operator in our algorithm is non-linear, which means that the relationship in

Equation 3.12 does not hold.

F [c1m1 + c2m2] = c1F [m1]+ c2F [m2] (3.12)

where c1 and c2 are coefficients and m1 and m2 are models. Non-linear inversion prob-

lems can be solved iteratively with a local search algorithm. Local search algorithms are cost-

efficient, but they only find the global minimum if the error function is smooth or if the starting

model is sufficiently close to the global minimum. If the error function is complex, global

search algorithms (e.g. simulated annealing or Monte Carlo) can give better results because

they will not be trapped in local minima. However, global search algorithms are computation-

ally intensive as the number of numerical operations will increase.
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3.3 Inverse Problem: Recovering the Unknown Model

We use a damped Gauss-Newton approach, which is a local search algorithm, inspired by

Landrø and Sollie (1992). Objective functions for local search algorithms are typically general-

ized. This means that there are constraints on how well the observed data should be fit and how

prior information about the model should be used (discussed for example by Tarantola (2005)).

Then, the aim is to minimize the objective function,

φ=φd +βφm (3.13)

where β is a regularization parameter (Tikhonov et al., 1977). In our inversion scheme, we

aim to fit the recorded data as well as possible. Therefore, β is set to zero, and the objective

function is reduced to only include the data misfit function φd (Equation 3.11). The function’s

value at a perturbed value mn +δm can be found using Taylor Series,

φ(m(n) +δm) =φ(m(n))+ g Tδm + 1

2
δmT Hδm + . . . (3.14)

where g is the gradient and H is the Hessian evaluated in m(n). The components of the

gradient and Hessian are given as,

gi = δφ(m)

δmi
Hi j = δ2φ(m)

δmiδm j
(3.15)

We want to find a perturbation so that φ is minimized. Neglecting higher order terms and

taking the derivative of Equation 3.14 with respect to δm and setting the resultant equal to zero

yields,

H∆m =−g (3.16)

H can be approximated as H ≈ J T J and g = J T∆d , where ∆d is the residual data vector.

The Jacobian matrix is given by Ji j = δdi
δm j

where i runs over the data space and j over the

model space. J is calculated with a finite difference approximation. With these approximations,

Equation 3.16 can be written as,

J T J∆m =−J T∆d (3.17)

which is a form of the Gauss-Newton equation. Marquardt-Levenberg (Marquardt, 1963)
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replaced the Gauss-Newton equation with a damped version,

(J T J +λI )∆m =−J T∆d (3.18)

where λ restricts the size of a perturbation so that the quadratic Taylor expansion is valid.

λ can be scaled iteration-wise, where high values of λ result in steps in the steepest-descent

direction and low values of λ results in an algorithm closer to Gauss-Newton (Equation 3.17).

For the implemented inversion algorithm, λ is unchanged for the first iteration of the inversion

loop and for subsequent iterations scaled by the relative error between the real and modeled

data.

To avoid numerical instabilities related to the large magnitude differences between the

model parameters, the Hessian matrix and the gradient vector are scaled (similar to e.g. Helge-

sen and Landrø (1993)),

H̃i j =
Hi j√

Hi i H j j
(3.19)

g̃i = gip
Hi i

(3.20)

With the scaling introduced, the aim is to solve Equation 3.21 and 3.22 iteratively until a

convergence criterion is met.

∆m̃ = (H̃ +λI )−1g̃ (3.21)

mn+1 = mn +∆m (3.22)

where ∆m = ∆m̃p
Hi i

. A typical convergence criterion is that the change in relative error be-

tween two iterations is less than a pre-defined threshold.

The unknown model parameters in the inversion scheme are α, β0, β1 and firing time delay

for each air gun, parameters that describe the streamer depths, sea surface reflection coefficient

and a global scaling factor. In the case where the water bottom reflection (and the associated

ghosts) are included in the forward modeling, an angle-independent water bottom reflection

and the (assumed constant) water depth are also unknown model parameters. The depth of

the receivers are needed in the forward modeling, but they are not known exactly in practice.
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Therefore, we treat them as unknowns in the inversion scheme. The receivers are placed along a

streamer, so we describe the streamer depth and shape as a limited Fourier series with a gradient

term, as in Equation 3.23. This is more realistic and cost-efficient than treating the individual

receiver depths as unknown model parameters.

z(x) = zr + cx +
K∑

n=1

[
ancos

(2πnx

L

)
+bn si n

(2πnx

L

)]
(3.23)

where L is the streamer length, an and bn are Fourier coefficients, c is a gradient term and K

is the number of Fourier coefficients. This function will express the receiver depths reasonably

well, without using too many unknown model parameters to describe them. The sea surface

reflection coefficient is often assumed to be -1, even though it in reality is angle- and frequency-

dependent (Orji et al., 2013). We assume that the sea surface reflection coefficient is a constant,

but accept that it can deviate from the ideal value of −1, so it is therefore treated as an unknown

parameter.

When the inversion is carried out for the full bandwidth of the data, the model parameters

that control the primary pulse of the direct wave will dominate (e.g. firing time delay and

streamer depth). Therefore, the inversion is first carried out for a low-frequency part of the

data where only the α, β0, β1, the global scaling factor and sea surface reflection coefficient are

inverted for (and water depth and water bottom reflection coefficient if water bottom reflection is

included in the forward modeling). Then, the estimated parameters from the low-frequency part

of the data are used as initial parameters when the inversion is carried out for the full bandwidth

of the data, where also the streamer shape and firing time delays are inverted for. This approach

has similarities to what is done in full waveform inversion, where Bunks et al. (1995) propose

multiscale seismic waveform inversion because the objective function has less local minima for

long wavelengths.

3.4 Source Designature

The objective of the source designature process is to convert the raw seismic wavelet that is

recorded from a reflection into a desired wavelet, for example a zero-phase wavelet, as illus-

trated in Figure 3.5. To be able to shape the seismic wavelet successfully, the source signature

is assumed to be known. The source signature can either be modeled, or extrapolated from no-
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tional source signatures estimated from for example from NFH-measurements or the inversion

presented in this thesis. By adding the notional source signatures, adjusting for the difference

in travel time from each air gun and adding the effect of the source ghost, we can estimate the

directional far-field signature that is required in the designature process.

Figure 3.5: Conceptual illustration of designature. After a designature, the wavelet is shaped from the
far-field signature to a zero-phase wavelet.

If the estimated signature recorded from a reflection at a receiver is denoted by p(ω), where

ω is the angular frequency, there is a filter, f (ω), that can be applied to p(ω), so that p(ω) is

shaped into a desired zero-phase wavelet, G(ω),

f (ω)p(ω) =G(ω) (3.24)

This means that the filter is given by,

f (ω) = G(ω)

p(ω)
(3.25)

Then, the filter, f (ω), can be applied to the data to shape the reflections into the desired

zero-phase wavelets. This is straight forward as long as the directional far-field signature is

accurately estimated and we keep away from the notches in p(ω). To avoid instabilities in cases

where p(ω) has notches, the filter is often regularized.

f (ω) = G(ω)

p(ω)+ε (3.26)

where ε is a regularization parameter which limits the boosting of the frequencies in the

notch regions. Another assumption of this designature approach is that the departing angle is

known, which it in general is not. Recent work has been done to develop more robust designa-

ture algorithms to cope with these challenges. For example, CGGs designature tool is carried
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3.4 Source Designature

out in the τ-px-py domain, where an sparse inversion approach is applied to designature the

data. This designature tool also tries to deal with the challenge of not knowing the departing

angle (Poole et al., 2015).
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Results

By March 2017, CGG had performed two field trials with the TopSeis acquisition design. One

test offshore Gabon and one over the Frigg-Gamma field in the North Sea. The inversion algo-

rithm has been tested for both cases; on a shot in deep water from the Gabon field test and a

shot in shallow water from the Frigg-Gamma field test.

Section 4.1 provides general information about the source configuration and instrument filter

that were used during acquisition for the two tests. In Section 4.2, we explain why overloading

of the receivers occurs and discuss the problems that arise from it. In Section 4.3 and 4.4, we

present results from the deep and shallow water data sets, respectively. For both data sets, we

focus on three main points:

1. Data preparation: Which receivers that are used in the inversion and what corrections that

have been applied to the data before the inversion.

2. Inversion results: We focus on how the estimated model recreates the real data, present the

estimated model parameters, compare estimated notional source signatures from NFH-

measurements with the inversion approach and compare estimated far-field signatures

from the notional source signatures with far-field signatures from Nucleus.

3. Source designature results: We designature the shallow and deepwater data with notional

source signatures from the inversion and NFH-measurements and compare the results.

The estimated far-field signature will be given more attention for the deepwater case, where

there is a clean recording of the direct wave, uncontaminated by reflections. Notional source

signatures will further on partly be referred to as notionals.
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4.1 Data Acquisition

4.1.1 Source Configuration

A BroadSource source configuration (shown in Figure 4.1) was used in both field tests. This

is a dual-level source, designed to diversify the notches from the source ghost. As can be seen

from the figure, many of the air guns are put together in clusters of two air guns, which is a

popular way to improve the signal created by an air-gun array. Many studies have investigated

the effect of the interaction between the air bubbles when the air guns fired in close proximity

to each other (Strandenes and Vaage, 1992; Barker and Landrø, 2012) and it is clear that the air

bubbles created by each air gun do not behave as two single air bubbles.

In our algorithm, we treat clusters of two air guns as a single air gun with a volume that is

equal to the sum of the volume of the two air guns in the cluster. This is done for simplicity,

as it is complicated to model the physics of clustered air guns, and also to restrict the number

of unknown model parameters in the modeling. More accurate modeling of clustered air guns

might provide better inversion results (as suggested by Laws et al. (1998)).
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Chapter 4. Results

4.1.2 Instrument Filter

The instrument filter (the impulse response of the recording system) was a Seal LinP3 OUT

3-6 200-370 for both surveys. The impulse response of the filter (left) and the corresponding

frequency spectrum (right) are shown in Figure 4.2. The instrument filter is included in the

forward modeling of the synthetic data.

Figure 4.2: Impulse response (left) and frequency spectrum (right) of the instrument filter used in data
acquisition.

4.2 Overloading of Receiver System

The hydrophones recording seismic data have a dynamic range, which is the ratio between the

largest and smallest number that can be measured by the recording instrument. For conven-

tional towed-streamer seismic, the dynamic range is usually sufficient to record the maximum

amplitude of the direct wave. In TopSeis data, using industry standard Sentinel streamers, the

amplitude of the direct wave measured directly below the source exceeds the dynamic range of

the receiver system. Therefore, the receiver system is overloaded, and the direct wave is clipped

as a consequence. To identify clipped traces, we compare the measured and modeled primary

peak amplitude for shot 50 in the Gabon field test for receivers along the streamer closest to the

source. The comparison is shown in Figure 4.3 and clearly demonstrates that the measured data
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4.2 Overloading of Receiver System

is clipped between receiver number 6 and 12. Laws et al. (1998) experienced the same problem

when they tested methods for source signature estimation, although they used smaller sources.

Figure 4.3: Measured (solid blue line) and modeled (dashed red line) primary peak amplitudes of
streamer data for shot 50 in Gabon test. The measured primary peak is clearly clipped between receiver
number 6 and 12.

We observe that the peak amplitude is not stabilizing at a maximum value corresponding

to the upper limit of the dynamic range for the overloaded receivers, as one may expect. We

compare three traces from the same shot with different offset and angle relative to the source in

Figure 4.4 to illustrated how the measurements are damaged if they are clipped. The direct wave

measured in the receiver closest to the source (blue) is clearly clipped, while the direct wave

measured in the two other receivers are borderline clipped (red) and not clipped (yellow). It is

evident from the figure why the measured peak amplitude is not stabilizing around a maximum

amplitude for the overloaded receivers; the peak amplitude for the trace recorded closest to the

source is not only clipped, it is also shifted in the direction of negative amplitude.

CGG has modeled the primary peak amplitude of the direct wave in the in-line direction, as

shown in Figure 4.5. Clipping is expected to occur within the purple area, where the primary

peak amplitude exceeds the dynamic range of the receiver system. For a streamer depth of ∼35

m, receivers within offset of approximately 60 meters are expected to be overloaded. Due to

source directivity, the clipping area is also asymmetric.

Also note in Figure 4.4 the late effect of the overloading of the receiver system in the mea-

surements for the receiver closest to the source (blue). The receiver system is not recording ac-

curately for some time after the primary peak has been recorded by the receiver. What appears
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Figure 4.4: Plot with three different traces from shot 50 in Gabon test. The trace recorded at the receiver
closest to the source (solid blue) is clearly clipped, while the two other are borderline clipped (dashed
red) and not clipped (dashdotted yellow). The legend shows the offset between the source and each
receiver.

Figure 4.5: Plot of the primary peak amplitude of the direct wave in in-line direction. Clipping is
expected to occur within the purple area, where the primary peak amplitude of the direct wave exceeds
the dynamic range of the receiver system. For a streamer depth of 35 m, clipping will occur for offsets
up to about 60 m. Figure courtesy of Carl-Inge Nilsen, CGG.
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4.2 Overloading of Receiver System

Figure 4.6: Shot-gather from TopSeis test in Gabon, with zoom on the clipped traces. The strong
ringing at near-offset, highlighted by the black arrow, is most likely a late effect from the overloading of
the receiver system. Figure courtesy of CGG.

to be the bubble in this trace is significantly stronger for the clipped trace, which is also evident

in the near-offset traces in Figure 4.6, as highlighted by the black arrow. Additionally, there

is an abrupt change in the amplitude of the bubble between the clipped and non-clipped traces

in Figure 4.6. We have tested the inversion with the clipped traces included in the inversion

(where the first 200 ms of the clipped traces have been muted out), and the estimated vertical

far-field signature from the obtained notional source signatures has an unrealistically strong

bubble compared to vertical far-field signatures from Nucleus and NFH-notionals. Hence, the

strong ringing at near offsets is most likely a late effect of overloading of the receiver system,

and not the bubble of the direct wave. Therefore, we do not include clipped traces in the inver-

sion. It is not clear whether Laws et al. (1998) experienced similar ringing in the clipped traces

of their data.
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4.3 Deepwater Data: Offshore Gabon

In March 2016, CGG Marine acquired a 2D test line offshore Gabon, where the acquisition

parameters are provided in Table 4.1.

Acquisition parameter Value
Temporal sampling rate [ms] 2
Record length [ms] 5000
Number of streamers 10
Streamer separation [m] 100
Streamer length [km] 10
Receiver spacing [m] 12.5
Number of sources 2
Source separation [m] 50
Source volume [cu.in.] 3003
Shot point interval, flip-to-flip [m] 37.5
Water depth [m] ∼720

Table 4.1: Acquisition parameters for 2D test offshore Gabon.

In Figure 4.7 we display a shot-gather with the receivers along the streamer closest to the

source for the shot used in the inversion. The bubble of the direct wave is uncontaminated by

reflections, due to the water depth of ∼720 m.

Figure 4.7: Shot-gather from streamer closest to source for shot 50 in Gabon test. Note that we have a
clean recording of the direct wave up to about 1 second, even for relatively long offsets, due to the deep
water.
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4.3.1 Data Preparation

Due to the late effect of the overloading of the receivers at near offsets, these traces cannot be

used in the inversion algorithm. As mentioned in Section 4.2, CGG has found that as a rule of

thumb, receivers within offset of 60 m have been overloaded. We use receivers with a minimum

offset of 70 meters in the inversion, where we have a margin of error because the clipping area

might vary with acquisition geometry and in inline/crossline direction. The maximum offset is

set to 125 meters. Offsets between 70 and 125 m correspond to departing angles for the direct

wave of ∼66-76◦ relative to the vertical. Figure 4.8 shows the receivers with offset between

70 to 125 meters and the position of all the air guns in the source array. As can be seen from

the figure, receivers from three of the streamers are used in the inversion. The receivers are

numbered as indicated in the figure for later in this section.

Figure 4.8: Coordinates for air guns (blue crosses) and receivers used in inversion (red triangles) from
the Gabon test. The black circle shows the approximate boundary between overloaded and not over-
loaded receivers. The receivers are numbered as indicated for later plots in this section. Note that only
18 air guns are plotted here, because we assume that a cluster of two air guns can be described as one
single air gun.

Prior to running the inversion algorithm, we also corrected for a rotation of the source array

relative to the streamers. The source rotation is due to that the sail line direction of the source

vessel was slightly different from the sail line direction of the streamer vessel, but this was not

corrected for in the provided source position in the header of the seismic data. If we consider

two consecutive shots, the sail line direction of the source and streamer vessel can be calculated,
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φs = tan−1 ( ys2 − ys1

xs2 −xs1

)
(4.1)

φr = tan−1 ( yr 2 − yr 1

xr 2 −xr 1

)
(4.2)

where φs and φr are the sail line direction of the source and streamer vessel, xs1, ys1, xs2

and ys2 are the source center coordinates for each shot and xr 1, yr 1, xr 2 and yr 2 are the receiver

coordinates for a given receiver for each shot. The rotation of the source relative to the streamer

vessel’s sail line is φdi f f =φr −φs , and the source can then be rotated accordingly.

4.3.2 Inversion Results

The inversion was carried out for one shot in the Gabon data set with the receivers shown in

Figure 4.8. Some of the details about the inversion are provided in Table 4.2.

Parameter Value
Initial error [%] 47.2
Final error [%] 34.2
Iterations for first frequency window 7
Total number of iterations 13

Table 4.2: General information about inversion for deepwater data set.

The water depth of ∼720 m means that we have a clean recording of the direct wave in

the traces that were used in the inversion. This can be seen in Figure 4.9, where the real data

in a shot-gather are shown at the top. Also shown in Figure 4.9 are the estimated data in a

shot-gather after the inversion (middle) and the residuals (bottom). The gathers are divided

into three boxes, corresponding to the three streamers that were included in the inversion. The

traces are gained (multiplied by t) to make the bubble more visible. The errors in the primary

peak and source ghost appears to contribute to most of the error between the real and modeled

data, whereas the bubble seems to be well estimated up to about 300 ms, especially for the

bubble time period. The large dissimilarities in primary peak and source ghost are most likely

due to the complexity of the wavelet of the dual-level three-string source configuration in the

crossline-direction, as evident from the real data in Figure 4.9. Therefore, the inversion will

be very sensitive to errors in the source and receiver positions in these directions. This is also
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4.3 Deepwater Data: Offshore Gabon

apparent from Figure 4.10, where the initial and final error - trace by trace - is shown. The error

is largest in the receivers at high departing angles in the outer streamers.
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Figure 4.9: Top: Real data. Middle: Modeled direct wave after inversion. Bottom: Difference. A t-gain
is applied to the data to make the bubble more visible. The relative error between the real data and the
modeled direct wave from the initial model was 47.2%, while the error was 34.2% after the inversion.
Each box correspond to receivers from one streamer. Notice that there are large differences between the
real and modeled peak/source ghost at the outer streamers.
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Figure 4.10: Initial (red) and final (blue) error, trace by trace. Most of the minimization occurs at
receivers at high departing angles, due to the complexity of the wavelet from the dual-level source at
these angles. Each box correspond to receivers from one streamer.

In Figure 4.11, we show the initial (red) and estimated (blue) model parameters for each air

gun; α (top left), β0 (top right), β1 (bottom left) and firing time delay (bottom right). The sea

surface reflection coefficient was estimated to −0.9504, while the initial value was −1. We also

show the initial (red) and final (blue) streamer depths in Figure 4.12. The largest discrepancies

are observed in the outer streamers, which again highlights the sensitivity of the inversion with

regards to errors in the receiver positions in the outer streamers.

Figure 4.11: Initial (dashed red) and estimated (solid blue) model parameters after inversion. Top left:
α, top right: β0, bottom left: β1 and bottom right: firing time delay.
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Figure 4.12: Initial (dashed red) and estimated (solid blue) streamer depth for each streamer. Receiver
number 10-19 were not included in inversion due to clipping. Note that the receivers are here numbered
differently than in the other figures in this section.

From the estimated α, β0 and β1-values, we can calculate the notional source signatures

for each air gun in the air gun array, based on the physical modeling of a bubble, explained

in Section 3.2. In Figure 4.13, we show the estimated notional source signatures from NFH-

measurements (top) and from the inversion (bottom). The notional source signatures from the

two methods are different, but they also describe the same physics, especially with regards to

the bubble time period. The notional source signatures from NFH-measurements have residual

source ghosts, e.g. where highlighted by the blue arrow. This is because the notional source

signatures are estimated from actual measurements in the near-field, where non-linear dynamics

make it challenging to remove the contribution from neighbouring air guns and ghosts from the

measurements in each near-field hydrophone. Contrary, the notional source signatures from the

inversion will not include residual source ghosts, because they are based on physical modeling

of the bubbles from the air guns. Also note that there are dissimilarities in the amplitude of

the primary peak for some of the estimated notional source signatures. An example of this is

notional number 6, where the grey circles highlight the large differences in estimated primary

peak amplitude from the two methods.
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Figure 4.13: Top: Notional source signatures from near-field hydrophone measurements. Bottom: No-
tional source signatures estimated from the direct wave. Note that there are residual ghosts in the notional
source signatures from near-field hydrophones (highlighted by the blue arrow). There are also large dif-
ferences in the amplitude of the primary peak for the two methods, see e.g. the amplitude difference for
notional 6 (see the grey circles).
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Based on the notional source signatures from the inversion and from near-field hydrophone

measurements, we can estimate the direct wave recorded at the streamers and compare it with

the recorded direct wave. Here, we extrapolate the notionals to the initial receiver positions, not

the estimated receiver positions from the inversion, as was done for the modeled data from the

inversion (Figure 4.9). In Figure 4.14, we show: Top left: Real data for trace number 11 (left),

modeled direct wave from inversion (middle) and modeled direct wave from NFH-notionals

(right). Top right: Real data for trace number 11 (left), difference between real and estimated

direct wave from inversion (middle) and difference between real and estimated direct wave

from NFH-notionals (right). At the bottom, we show the similar, but for trace number 20. The

traces are gained (multiplied by t) to make the bubble more visible. The bubble of the direct

wave appears to be better estimated with the notional source signatures from the inversion up

to about 200-250 ms for both traces, while it is better estimated from the NFH-notionals after

250 ms. The estimated bubble from the inversion has the wrong polarity from around 400 ms

for both traces.

To illustrate the error in the estimated bubble for all the traces, we compare the cumulative

error between the real data and the estimated direct wave from the two sets of notional source

signatures in Figure 4.15, where we disregard the first 100 ms because we are interested in

the differences in the estimated bubble. It is evident from the figure that the notional source

signatures from the inversion estimate the bubble of the direct wave more accurately up to

about 250 ms, as the black arrow at 200 ms highlight. Also evident from the figure, is that the

later part of the bubble is better estimated with the NFH-notionals. The increase in cumulative

error around 0.45 s for the notionals from the inversion, highlighted by the second black arrow,

correspond to where the estimated direct wave has the wrong phase and amplitude for the traces

in Figure 4.14.

The notional source signatures from the inversion and from the NFH-measurements can also

be used to estimate vertical far-field signatures below the source. We compare the estimated

vertical far-field signatures with a vertical far-field signature from Nucleus in Figure 4.16, in

time- (top) and frequency-domain (bottom). The sea surface reflection coefficient is set to −1 in

all cases, and firing time delays are the same. The primary peak and source ghost in the far-field

signature from the inversion matches the Nucleus-signature well, whereas the primary peak and

source ghost estimated from near-field hydrophones are very different. This is especially evident
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4.3 Deepwater Data: Offshore Gabon

Figure 4.14: Top left: Real data, trace 11 (left), estimated direct wave for trace 11 from inversion
(middle) and estimated direct wave for trace 11 from notional source signatures from NFH-measurements
(right). Top right: Real data, trace 11 (left), difference between real data and estimated direct wave from
inversion (middle) and difference between real data and estimated direct wave from notional source
signatures from NFH-measurements (right). Bottom: Similar, but for trace 20. The receiver positions
relative to the source are circled in in the two maps. For both traces, the bubble appear to be better
estimated up to ∼300 ms with the notional source signatures from the inversion. The traces are plotted
with a t-gain to make the bubble more visible.
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Figure 4.15: Cumulative error (for all traces) for estimated direct wave from inversion (blue) and no-
tional source signatures from NFH-measurements (dashed red). The notional source signatures from the
inversion estimate the bubble better between 0.1 and 0.25 s. We disregard the relative error for the first
0.1 s because we want to observe the differences in estimated bubble, not primary peak/source ghost here.
The arrow at 0.2 s shows the large differences in accuracy for the estimated bubble from NFH-notionals
and from inversion up to 0.25 s, whereas the black arrow at 0.45 s show the increase in cumulative error
for the notionals from inversion due to estimation of wrong polarity of the direct wave.

in the frequency spectrum, where the notches from the source ghost occur in different frequency

regions for the far-field estimated from NFH-notionals. The residual ghost in the NFH-notionals

will create a tuning effect when the source ghost is added to the far-field signature, and this is

most likely what is observed here.

With regards to the bubble, there are large differences between the three estimated vertical

far-field signatures, highlighted by the zoom in the time- and frequency plots. Note that the

modeling of the direct wave with the notional source signatures from the inversion was more

accurate than the NFH-approach up to about 150 ms after the direct wave, as evident from the

cumulative error in Figure 4.15. Hence, the estimated bubble from the inversion should be

relatively accurate within this time window, given that the notional source signatures from the

inversion can be used to extrapolate vertical far-field signatures accurately.
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Chapter 4. Results

4.3.3 Source Designature Results

The estimated notional source signatures from the inversion and from NFH-measurements can

be used as input in a standard designature flow (where the theory is explained in Section 3.4).

The designature flow is specially designated for the water bottom reflection, as the departing

angle can be directly calculated if the source and receiver positions and water depth is known,

assuming that the water bottom is flat (i.e. the income angle is equal to the reflection angle

relative to vertical) and that the velocity in the water layer is constant (i.e. there is no ray

bending in the water layer). We have here used the estimated sea surface reflection coefficient

of −0.9504 when the source ghost is added to the far-field signature. The desired output wavelet

is shown in Figure 4.17, in time- (left) and frequency-domain (right). The corner frequencies in

the spectrum are 4,7, 80 and 120 Hz.

Figure 4.17: Desired wavelet for designature in time (left) and frequency domain (right). The corner
frequencies of the spectrum are 4, 7, 80 and 120 Hz.

The designature was applied to 150 traces along the streamer closest to the source, as shown

in Figure 4.18. The traces where clipping was most severe, colored black in Figure 4.18, were

muted before the designature because the ringing after the direct wave affected the stability of

the designature algorithm.

Figure 4.19 shows common shot-gathers before designature (left) and the data after designa-

ture with the notional source signatures from the inversion (middle) and from NFH-measurements
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4.3 Deepwater Data: Offshore Gabon

Figure 4.18: Map showing position of receivers (red triangles) included in designature flow relative to
positions of air guns (blue crosses). The receivers colored black were muted prior to designature.

(right). The water bottom reflection is expected to be zero-phase after the designature, because

the shallow geology is dipping, so there is little tuning and interference with other reflections.

The designature with both sets of notional source signatures appear to zero-phase the water

bottom reflection and the associated receiver ghost, but the zero-phasing seems to be more suc-

cessful with the notional source signatures from the inversion.

The debubbling, i.e. the zero-phasing of the bubble, is more difficult to assess. Residual

bubble energy from the water bottom reflection will appear as low-frequency signal in the gath-

ers with the same move-out as the water bottom reflection. To compare the residual bubble

energy in the two gathers after designature, we align the data so the water bottom reflection is

horizontal. Because residual bubble energy will have the same move-out as the water bottom

reflection, it will also appear as horizontal events after the alignment. The gathers after the

alignment are shown in Figure 4.20, input data (left), after designature with notional source

signatures from the inversion (middle) and from NFH-measurements (right). The black arrow

in the gather to the right highlights a low-frequency event with horizontal move-out that is not

apparent in the gather from designature with the notional source signatures from the inversion.

We can also observe that the receiver ghost does not appear as a horizontal event due to the

variable-depth streamer profile CGG has used during acquisition.

While the reflection from the water bottom will appear horizontally after the alignment,
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other events will have upwards move-out, due to higher apparent velocity. Therefore, we can

stack the traces in the aligned gathers to enhance the residual bubble from the water bottom

reflection. In Figure 4.21, we show the stack of the traces designatured with notional source

signatures from the inversion (left), notional source signatures from NFH-measurements (mid-

dle) and the difference (right). The water bottom reflection, highlighted by the black arrow in

the trace to the left, is better zero-phased with the notional source signatures from the inver-

sion. This is due to the better estimated primary peak and source ghost, as discussed previously.

The receiver ghost appear as a smeared event in both traces, because it stacks out due to the

variable-depth streamer profile.

With regards to the bubble, the designature with notional source signatures from NFH-

measurements has residual low-frequency signal, especially evident where we have highlighted

with circles. The residual low-frequency energy in the circle at 1000-1050 ms correspond to the

low-frequency event highlighted by the black arrow in Figure 4.20. The low-frequency energy

in the second circle also appear to be residual bubble energy, but this is more difficult to explain

as the NFH-notionals modeled the direct wave at the streamers relatively accurate in this time

window. The low-frequency energy is also apparent in the trace of the difference between the

two. The time period appears to be ∼90 ms, which is typical for the bubble time period for

modern air gun arrays.
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4.3 Deepwater Data: Offshore Gabon

Figure 4.21: Left: Stack of the designatured traces with notional source signatures from inversion. Mid-
dle: Stack of the designatured traces with notional source signatures from NFH-measurements. Right:
Difference. The designature with notional source signatures from NFH-measurements have more low-
frequency energy, especially where highlighted with red circles. The water bottom reflection (highlighted
by the black arrow) is better zero-phased with the notional source signatures from the inversion due to
better estimation of the primary peak and source ghost in the far-field signature. The receiver ghost stacks
out due to the variable-depth streamer profile used during acquisition.
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4.4 Shallow Water Data: Frigg-Gamma Field

In June 2016, the first 3D test using TopSeis was conducted over the Frigg-Gamma structure in

the central Northern North Sea using seismic vessels acquiring data for CGG’s Multi-Client &

New Ventures group. A small, rectangular full-fold area of 15x3 km extending south-to-north

was selected, as the map in Figure 4.22 illustrates.

Figure 4.22: TopSeis 15x3 km 3D test area over Frigg-Gamma in the North Sea.
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4.4 Shallow Water Data: Frigg-Gamma Field

The acquisition parameters are provided in Table 4.3 and a shot-gather for the streamer

closest to the source is shown in Figure 4.23. The bubble of the direct wave is now contaminated

by reflections from the subsurface, due to the shallow water depth of ∼120 m.

Acquisition parameter Value
Temporal sampling rate [ms] 2
Record length [ms] 6000
Number of streamers 12
Streamer separation [m] 75
Streamer length [km] 8.8
Receiver spacing [m] 12.5
Number of sources 2
Source separation [m] 112.5
Source volume [cu.in.] 3003
Shot point interval, flip-to-flip [m] 25
Water depth [m] ∼120

Table 4.3: Acquisition parameters for 3D test over Frigg-Gamma.

Figure 4.23: Shot-gather from streamer closest to source for shot 2544 in Frigg-Gamma test. The bubble
of the direct wave is contaminated by reflections. A DC shift is observed at near-offsets, as highlighted
by the black arrow.
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4.4.1 Data Preparation

A DC shift was observed in the raw data from the acquisition over the Frigg-Gamma field (see

near-offsets in Figure 4.23, highlighted by the black arrow.). The DC shift is energy at 0 Hz in

the frequency-domain, and can therefore be removed with a low-cut filter with a steep slope.

This is evident in Figure 4.24, where a trace is shown before and after a 2.5 Hz low-cut filter is

applied.

Figure 4.24: Example trace before (blue) and after (red) 2.5 Hz low-cut filter to eliminate DC shift.

Similarly to the Gabon test, clipped traces are not included in the inversion. Here, we

have used receivers that are with offsets between 65 and 120 m, which correspond to departing

angles for the direct wave of ∼66-76◦ relative to vertical. The coordinates of the air guns and

receivers that were used in the inversion are plotted in Figure 4.25, and the black circle shows

the approximate area where receivers are overloaded within. The receivers will be numbered as

indicated by the numbering in Figure 4.25 later in this section.
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4.4 Shallow Water Data: Frigg-Gamma Field

Figure 4.25: Coordinates for air guns (blue crosses) and receivers used in inversion (red triangles) from
the Frigg-Gamma test. The minimum offset of 65 m is highlighted by the circle. The receivers are
numbered as indicated for later plots in this section. Note that only 18 air guns are plotted here, because
we assume that a cluster of two air guns can be described as one single air gun.
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4.4.2 Inversion Results

The inversion was carried out for one shot with the receivers shown in Figure 4.25. Some of the

details about the inversion are provided in Table 4.4.

Parameter Value
Initial error [%] 60.1
Final error [%] 31.7
Iterations for first frequency window 10
Total number of iterations 18

Table 4.4: General information about inversion for shallow water data set.

We show the data from these receivers in Figure 4.26 (top), divided into three boxes corre-

sponding to the three streamers included in the inversion. Also shown in Figure 4.26 are the

estimated data after the inversion (middle) and residuals (bottom). The data in all three plots are

multiplied by t to make the bubble and reflections more visible. Due to the shallow water, the

water bottom reflection is recorded after about 150 ms. The receiver ghost is recorded about 50

ms later, which corresponds well with a streamer depth of about 35 meters. The water bottom

reflection and the associated ghosts appear in the estimated data, because they are included in

the forward operator as an attempt to make the algorithm more robust with respect to the re-

flections (as explained in Subsection 3.2.1). We can observe from the residuals that most of the

energy that contribute to the residual error of 31.7% are high-frequency reflections and errors

in the modeling of the primary peak and source ghost of the direct wave. For example, the first

order multiple from the water bottom reflection, recorded at about 290 ms and highlighted by

the blue arrow, is preserved in the residuals because the forward modeling does not attempt to

model this event. Also evident from the residuals is that the water bottom reflection and the

associated ghosts are not modeled accurately. For example, for trace number 1-7, the modeled

water bottom reflection has higher amplitude than the recorded water bottom reflection. This

can be due to the assumption of that the water bottom reflection is constant, while it in reality

decreases with angle of incidence.
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4.4 Shallow Water Data: Frigg-Gamma Field

Figure 4.26: Top: Real data. Middle: Modeled data after inversion. Bottom: Difference. A t-gain is
applied to the data to make the reflections and the bubble more visible. The relative error between the
real data and the modeled direct wave from the initial model was 60.1%, while the error was 31.7% after
the inversion. Each box correspond to receivers from one streamer. The blue arrows highlight the first
order multiple of the water bottom reflection which is preserved in the residuals.
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The relative error, trace by trace, is shown in Figure 4.27. Most of the minimization occurs

for the traces 1-7. In Figure 4.28, we show the initial (red) and estimated (blue) model parame-

ters for each air gun; α (top left), β0 (top right), β1 (bottom left) and firing time delay (bottom

right). The initial values of the water depth and water bottom reflection coefficient were 119 m

and 0.3, respectively, while the estimated values were 117.3 m and 0.46 after the inversion. The

sea surface reflection coefficient was estimated to −0.9374. The initial and final streamer depth

for the three streamers are shown in Figure 4.29. The streamer to the left in the figure show

the largest deviations, where the largest error between the real and modeled primary peak and

source ghost also is observed in Figure 4.26 and 4.27.

Figure 4.27: Initial (red) and final (blue) error, trace by trace. Most of the minimization occurs at
receivers at high departing angles, due to the complexity of the wavelet from the dual-level source at
these angles. Each box correspond to receivers from one streamer.

With the same approach as for the deepwater test, we model notional source signatures with

the estimated α, β0 and β1-values. The notional source signatures are shown in Figure 4.30

(bottom), and compared with notional source signatures estimated from NFH-measurements

(top). The residual ghost in the NFH-notionals is clearly present, as highlighted by the blue ar-

row. For notional number 11-13, the amplitude of the second bubble oscillation is significantly

larger for the notional source signatures estimated from the inversion, highlighted by the red

circle. We observe that the bubble time period for these air guns is 90-100 ms, which corre-

sponds with the travel time difference between the direct wave and the water bottom reflection

in the data in Figure 4.26.
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4.4 Shallow Water Data: Frigg-Gamma Field

Figure 4.28: Initial (dashed red) and estimated (solid blue) model parameters after inversion. Top left:
α, top right: β0, bottom left: β1 and bottom right: firing time delay.

Figure 4.29: Initial (dashed red) and estimated (solid blue) streamer depth for each streamer. Receiver
number 10-18 were not included in inversion. Note that the receivers are here numbered differently than
in the other figures in this section.
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Figure 4.30: Top: Notional source signatures from near-field hydrophone measurements. Bottom: No-
tional source signatures estimated from the direct wave. Note that there are residual ghosts in the no-
tionals from near-field hydrophones (highlighted by the blue arrow). We also observe that the amplitude
of the second bubble oscillation is significantly larger for notional number 11-13 for the notional source
signatures from the inversion, highlighted by the red circle.
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4.4 Shallow Water Data: Frigg-Gamma Field

The vertical far-field signatures from the notional source signatures from the inversion and

from NFH-measurements are compared with a vertical far-field signature from the Nucleus

software in Figure 4.31. The sea surface reflection coefficient is set to -1 for all the far-field

signatures and the firing time delays are the same. The far-field signature from the inversion-

method matches Nucleus well, whereas the far-field signature from the NFH-method is different

due to the same reasons as in the deepwater test. With regards to the bubble, there are also

significant dissimilarities, especially where highlighted by blue arrows. The estimated bubble

with the notional source signatures from the inversion is very different around 0.1-0.15 s after

the primary peak, which correspond to the travel time difference between the direct wave and

the water bottom reflection and its ghosts in the real data. Clearly, the inversion is influenced by

the strong reflections from the water bottom in the data, even if they are included in the forward

modeling of the algorithm.
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4.4.3 Source Designature Results

We use the estimated notional source signatures from the inversion and NFH-measurements in a

designature flow, where the theory is explained in Section 3.4. The same assumptions as for the

deepwater test are made when we estimate the departing angle for the water bottom reflection at

each receiver, i.e. we assume that the water bottom is flat and that the velocity in the water layer

is constant. The estimated sea surface reflection coefficient of −0.9374 is used when the source

ghost is added to the far-field signature. The desired output wavelet is shown in Figure 4.32, in

time- (left) and frequency-domain (right). The designature was unstable for frequencies above

∼75 Hz, so the corner frequencies of the spectrum are 4,7, 70 and 100 Hz.

Figure 4.32: Desired wavelet for designature in time (left) and frequency domain (right). The corner
frequencies of the spectrum are 4, 7, 70 and 100 Hz.

The designature was applied to 29 traces, along the streamer that was second closest to

the source (there is no ringing in the traces from this streamer), as shown in Figure 4.33. The

maximum offset for the traces that designature was applied to was 225 m, which corresponds

to an incident angle of ∼45◦ when the water depth is ∼120 m. Assuming acoustic velocities

of 1500 m/s in the water layer and 2000 m/s in the first layer below the water bottom, the

critical angle is ∼49◦, so the water bottom reflection should be below critical angle for the

traces included in the designature algorithm.

Figure 4.34 shows the input data in a common shot-gather (left) and the data after designa-
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Figure 4.33: Map showing position of receivers (red triangles) included in designature flow relative to
the air guns (blue crosses).

ture with the notional source signatures from the inversion (middle) and from NFH-measurements

(right). The water bottom reflection is expected to be zero-phase after designature because

the impedance difference between water and the muddy water bottom is typically significantly

larger than impedance differences in the very shallow subsurface. This should yield a clear

reflection from the water bottom, where tuning and interference with events from just below the

water bottom is not significant.

The water bottom reflection appears to be relatively zero-phased after designature with both

sets of notional source signatures. However, it seems to be more successful after designature

with the notional source signatures from the inversion. The first order multiple of the water bot-

tom (highlighted by the black arrow in the gather to the left) is also zero-phased, even though the

departing angle of this event is different than for the primary reflection from the water bottom.

Figure 4.35 shows the same gathers after aligning the water bottom; input (left), designature

with notional source signatures from inversion (middle) and from NFH-measurements (right).

It is difficult to see any clear difference between the designatured gathers with regards to the

bubble. The receiver ghost is not a horizontal event for the same reason as in the deepwater

test. Figure 4.36 shows a stack of the designatured traces with notional source signatures from

the inversion (left), from NFH-measurements (middle) and the difference (right), where deeper

reflections will stack out due to non-horizontal move-out after aligning the water bottom reflec-
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4.4 Shallow Water Data: Frigg-Gamma Field

tion. Hence, mostly energy from the water bottom reflection should appear in the stacked traces.

The zero-phasing of the water bottom reflection, highlighted by the black arrow in the trace to

the left, is successful with the notional source signatures from the inversion. The zero-phasing

with NFH-notionals is inaccurate, due to the same reasons as for the deepwater test. With re-

gards to the bubble, it is difficult to see large differences between the designature with the two

sets of notional source signatures. However, we observe relatively high-frequency events (high-

lighted by the red circle) in the designature with the notional source signatures from the inver-

sion between 250 and 350 ms, that are not present in the designature with NFH-notionals. This

is possibly caused by the inaccurately estimated far-field signature from the notional source sig-

natures from the inversion because of the influence of the water bottom reflection and its ghost,

as seen in the vertical far-field signatures in Figure 4.31.

Based on the results, the designature with the notional source signatures from NFH-measurements

appear to be more stable with regards to the debubbling when the notional source signatures are

estimated from shallow water data sets.
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4.4 Shallow Water Data: Frigg-Gamma Field
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Chapter 4. Results

Figure 4.36: Left: Stack of the designatured traces with notional source signatures from inversion. Mid-
dle: Stack of the designatured traces with notional source signatures from NFH-measurements. Right:
Difference. The red circle highlight high-frequency events that appear in the designature with notional
source signatures from the inversion. The water bottom reflection, highlighted by the black arrow, is
better zero-phased with the notional source signatures from the inversion due to better estimation of
the primary peak and source ghost in the far-field signature. The receiver ghost stacks out due to the
variable-depth streamer profile used during acquisition.

68



Chapter 5

Discussion

We have in this thesis presented an inversion algorithm that takes advantage of the recordings

of the direct wave in source-over-spread acquired seismic data to estimate source signatures. A

common method for source signature estimation today is to use near-field hydrophones. How-

ever, as discussed earlier, this approach can be unstable for dense air gun arrays, which is clearly

evident from the residual ghosts in the notional source signatures from NFH-measurements pre-

sented in this thesis. The alternative approach of using mid-field measurements can overcome

this challenge, but has other limitations, as apparent from the results presented in the thesis.

For the test on the deepwater data set, the estimated direct wave from the inversion ap-

peared to be more accurate than from notional source signatures from NFH-measurements for

the first part of the bubble, when compared with the real direct wave recorded at the streamers.

However, for the later part, where the bubble is weaker, the estimated direct wave from the

NFH-measurements was more accurate. We see four possible reasons for this:

1. The optimization of the inversion algorithm will focus more on minimizing the difference

between the real and modeled direct wave where the amplitude is strongest, i.e. for the

first part of the bubble.

2. We expect less non-linear interaction between the bubbles when they are weaker, which

makes it easier to remove the effect of the neighbouring bubbles from the NFH-measurements.

3. The inversion relies on an accurate forward modeling. The modeling of the bubbles will

be increasingly inaccurate with time, and therefore, the modeling is not able to recreate

the source signature for the weaker part of the bubble.
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4. The search algorithm can be trapped in a local minimum, which restricts the modeling of

the later part of the bubble.

One approach to cope with the third problem can be to include more model parameters

(more degrees of freedom) to model the air bubbles. When the notional source signatures were

tested in a designature flow, the inversion method appeared to zero-phase the bubble better.

Based on the results, the inversion approach seems to estimate the strongest part of the bubble

more accurately, while the NFH-approach is better for the weaker part. Hence, a hybrid between

the two methods can be appropriate to exploit the complimentary advantages which can provide

more precise estimation of the full bubble pulse than what is achievable today.

For the test on the shallow water data set, the water bottom reflection and its receiver ghost

influenced the stability of the inversion, even when included in the forward modeling of the

inversion algorithm as an attempt to avoid this problem. One of the advantages of near-field

hydrophones is that the recorded direct wave will have a significantly stronger amplitude than

the water bottom reflection, even in shallow water depths. For mid-field measurements, the

reflections will be less negligible in shallow water. To illustrate this, we consider an example

where an air gun is placed at 6 m depth, and the direct wave is recorded in a NFH placed 1

m above the air gun and in a streamer towed 30 m below the air gun. Given a water depth of

100 m and a water bottom reflection coefficient of 0.3, we expect the direct wave recorded in

the near-field hydrophones to be ∼630 times stronger than the water bottom reflection and ∼18

times stronger in the deep-towed streamer at zero-offset. With a PBR of 20 (which is low for

modern air gun arrays), the bubble of the direct wave will be ∼30 and ∼1 times stronger than the

water bottom reflection. However, the departing angle of the direct wave and the water bottom

reflection will be different for non-zero offset. Hence, the amplitude difference between the

two will decrease with offset because of source ghost tuning and source directivity. Therefore,

the water bottom reflection will not be negligible for larger offsets in the inversion algorithm,

as evident in the test on the shallow water data set. Most of the near-offset traces could not be

included in the inversion, as the overloading of the receiver system damaged the recordings of

the bubble of the direct wave in these traces. Landrø et al. (1994) did not have clipped traces in

the acquired data, and the inversion was robust with respect to the water bottom reflection (in

similar water depths as for the shallow data set tested in this thesis, but the mini-streamer was

towed closer to the source than in source-over-spread acquisition and the PBR was probably
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lower than in modern air gun arrays). Hence, the inversion algorithm presented here is likely

to perform better in shallow water if there is no late effect because of the overloading of the

receiver system. We also observe that the inversion is robust with respect to the first order

multiple of the water bottom reflection (recorded at about 300 ms, corresponding to a water

depth of approximately 220 m given the offset between the source and the receiver), even if

it is not included in the forward modeling of the algorithm. This indicates that the algorithm

can perform well in water depths of this level, even if clipped traces cannot be included in the

inversion.

The estimated primary peak and source ghost of the far-field was very different for the two

methods. This affects the zero-phasing of the water bottom reflection when the notional source

signatures were used in the designature flow. The notional source signatures from the inversion

performed significantly better, because the primary peak and source ghost of the estimated far-

field signature with notional source signatures from NFH-measurements were inaccurate due

to the residual ghost in the notional source signatures. However, the zero-phasing is expected

to be more successful when notional source signatures from NFH-measurements are used in

more robust designature algorithms, so we do not regard this as a significant advantage of the

inversion approach. When the far-field is estimated from the two methods, we also assume

that the far-field is a shifted and scaled version of the primary peak, even though this is not

likely to be accurate. Hampson (2017) suggest to estimate both notionals and ghost notionals

to take into account that the reflection of the sea-surface on the source-side is more complex

than what we typically assume. We can describe the physics of the source-side reflection more

accurately by e.g. taking into account that the sea-surface reflection coefficient is frequency-

and angle-dependent (Orji et al., 2013).

Already mentioned as one of the disadvantages of estimating source signatures from mid-

field measurements is that the receivers are placed further away from the source array and closer

to the water bottom, which makes the approach more prone to interference with subsurface

reflections. Additionally, the receiver positions are needed in the forward modeling, but they are

not accurately known in practice. This affected the optimization of the inversion with regards to

the primary peak and source ghost of the receivers, but it is not expected to affect the estimation

of the bubble significantly, due to its low-frequency content. In the proposed algorithm here,

we treat the depth of the streamers as unknown parameters. However, lateral positions of the
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receivers in source-over-spread acquisition are not expected to be known accurately either, and

could therefore be included as unknown model parameters in the inversion. The inaccuracy of

the receiver positions also influenced the stability of the firing time delay as unknown model

parameters. The intention of including the firing time delays as unknown model parameters is

to correct for the errors in the triggering time of each air gun relative to the others. However, as

the receiver positions are inaccurate, the firing time delays attempt to correct for the difference

in real and modeled travel time between the source and each receiver. Typically, the uncertainty

in firing time can be up to approximately 1 ms, which corresponds to an error in source-receiver

distance of 1.5 m (assuming water velocity of 1500 m/s). If the error in source-receiver distance

is significantly larger than this, the firing time delay will be more sensitive to errors in source-

receiver distance than the relative difference in firing time between the air guns.

With regards to the forward modeling of the algorithm, there are also disadvantages, be-

cause inversion algorithms rely on an accurate forward operator to achieve good results. As

Ziolkowski and Johnston (1997) write about Landrø and Sollie (1992) (where they present their

inversion approach to estimate source signatures from mini-streamer data);

"The method is entitled "Source-signature estimation by inversion", but it is re-

ally source-signature estimation by iterative forward modeling: the accuracy of the

solution is limited not only by the the precision with which the geometry and hy-

drophone sensitivities are known, it is also constrained by the precision with which

the forward model is able to generate the true wavefield."

In other words, the results from the inversion are restricted by the source signature modeling.

This is evident from the deepwater data set, where the forward operator can be improved to

model the direct wave more accurately. By adding more model parameters (i.e. degrees of

freedom), we might be able to model the bubble more precisely. In theory, we can include so

many model parameters to describe the air bubbles from each gun that the inversion algorithm

acts more like a curve fitting algorithm. However, this can affect the accuracy when source

signatures are extrapolated to directions that are not constrained by the data, for example to

vertical far-field signatures. Additionally, by including many unknown model parameters, we

will make the algorithm more prone to noise.

Due to the late effect of the overloading of the receivers at near offsets, we only use receivers

where the departing angle of the direct wave is ∼65-75◦ relative to vertical. Hence, we assume
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that the notional source signatures we estimate from the direct wave at relatively high departing

angles are representative the far-field signature around vertical direction. This thesis has not

provided an in-depth study on this matter, but this can be done by e.g. comparing the angle-

directivity of difference between the estimated far-field signature from Nucleus with far-field

signatures from the notional source signatures from the inversion. If the difference is very large

around the vertical compared to at higher angles, this might indicate that the notional source

signatures from the inversion do not describe the far-field signature in the vertical direction very

accurately. However, the designature results imply that the extrapolation of source signatures to

low departing angles is successful.

The algorithm also rely on modeling of the release of air from the air gun chamber to obtain

reasonable PBR-ratios. We have solved this by scaling the primary peak of each notional source

signature, but this approach does not model the shape of the primary pulse correctly. Landrø

et al. (1994) model the actual transfer of air from the air gun chamber, which is a more accurate

approach. The shape of the primary pulse is expected to be well determined for notional source

signatures from NFH-measurements because the near-field hydrophones measure the actual

primary peak and this part of the measurement is not contaminated by contributions from the

other air guns (and their ghosts). We did not experience any problems with our approach of

scaling the primary peaks in the designature flow, but other designature algorithms might be

more sensitive to this.

In this thesis, we have only studied the value of source signature estimation for the designa-

ture step in seismic processing. The designature was designated for the water bottom reflection,

where the departing angle can be calculated given a few assumptions. However, for deeper

reflections, more assumptions are needed to estimate the departing angle, and it is therefore

significant uncertainty related to how precisely the departing angle can be calculated. Hence,

the quality of the designature may be limited by the assumptions that are needed for desig-

nature of deeper reflections, not the accuracy of the source signature itself. Accurate source

signatures are of importance in SRME, time-lapse, AVO and FWI, among others. The low-

frequency part of the source signature is especially important for FWI, and therefore, better

bubble estimation can yield uplift in results within this area. Finally, it is important to stress

that the recorded direct wave in source-over-spread seismic data does not only provide knowl-

edge about the source signature, but can also be utilized to for example estimate an angle- and
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frequency-dependent sea surface reflection coefficient and correct source and receiver positions,

as has earlier been done from near-field hydrophone measurements (Kryvohuz and Campman,

2016) or dual-sensor technology (Orji et al., 2013).
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Conclusions

We have presented an inversion algorithm to estimate source signatures based on the recordings

of the direct wave in deep-towed streamers below the source. The thesis can provide a founda-

tion for further work with regards to new possibilities for source signature estimation that arise

from source-over-spread acquired seismic data. A few key conclusions can be stated:

• The proposed algorithm performs well for data sets acquired in deep water and can pro-

vide more accurate estimation of source signatures, especially for the strongest part of the

bubble.

• The algorithm can be further improved to estimate the bubble better by including more

model parameters to describe the bubbles from each air gun.

• For shallow water data sets, the algorithm is sensitive to reflections from the water bottom,

mainly because near-offset traces were damaged. Accurate recordings of the bubble of

the direct wave at near-offsets will yield a more robust inversion in shallow water.

• Measurements of the direct wave in source-over-spread seismic data do not only provide

value for source signature estimation, but should also be utilized to estimate sea surface

reflection coefficients and correct source and receiver geometries.
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