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Abstract 

The transition of fracture mode from ductile to brittle (DBT) is a crucial phenomenon 

of structural materials, e.g. body centered cubic (BCC) metals, which are normally brittle at 

low temperatures or high loading rates, become ductile at high temperatures or low loading 

rates. The DBT has aroused great concerns in science and engineering in the past years. The 

prediction of DBT will benefit for the application of materials in arctic engineering, particularly 

where avoiding the occurrence of catastrophic brittle fracture is one of the major concerns for 

the material or structures working at the low temperature. To this end, some important aspects 

pertaining to the DBT will be addressed in the present PhD thesis: (i) revealing the intrinsic 

mechanisms of DBT and searching a physically-motivated variable to capture the temperature 

dependent fracture toughness in the transition regime, (ii) exploring a framework for the 

modelling of DBT by implementing the micromechanical approach with this physically-based 

variable, (iii) studying the DBT of material or components under an important circumstance, 

e.g., residual stresses, through applying this framework.  

The mechanism of DBT can be fundamentally discovered by studying its reverse 

process, e.g., brittle-to-ductile transition (BDT), in which an intrinsically brittle material 

fractures in a ductile manner. The BDT is not an intrinsic phenomenon of material, and depends 

not only on the strain rate but also on the constraint at crack tip. However, few work has been 

performed on studying the effect of constraint on BDT. A dislocation mobility based 

continuum model is employed to model the BDT behavior of single-crystal iron under different 

loading rates. Two scenarios of T-stress implementation in the model have been adopted to 

study the constraint effect on the BDT. It is found that the change of the stress distribution 

ahead of crack tip due to the T-stress dictates the fracture toughness in the BDT transition 

region. Lower constraint leads to a higher fracture toughness in the transition region, a 

smoother transition curve and a lower critical BDT temperature, and also a higher fracture 

toughness at the critical BDT temperature. A quantitative relation between fracture toughness 

and T-stress has been established such that the BDT curve with constraint can be estimated 

from a reference BDT curve. A solution to build a temperature-dependent effective surface 

energy law has been proposed, which could facilitate the understanding of the change of the 

fracture toughness in the transition region.  

It is still a challenge to numerically achieve the interactive competition between ductile 

damage and brittle fracture in transition region. In addition, since two types of fracture occur 
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at two independent material length scales, it is difficult to process them with the same mesh 

size by using finite element method. A framework of modelling DBT of a thermal mechanical 

controlled-rolling (TMCR) steel is explored by using the cellular automata finite element 

(CAFE) method. The statistical feature of material's microstructure is incorporated in the 

modelling. It is found that DBT curve cannot be reproduced with only one temperature 

dependent flow property, for which another temperature dependent variable must be considered. 

A temperature dependent effective surface energy based on typical cleavage fracture stage is 

proposed and obtained through a continuum approach. The DBT of TMCR steel is simulated 

by using CAFE method implemented with a temperature dependent effective surface energy. 

It is found that numerical simulation is able to produce a full transition curve, especially with 

scattered absorbed energies in the transition region represented. It is also observed that 

simulation results can reproduce a comparable DBT curve contrasting to the experimental 

results. 

The effect of residual stresses on fracture of materials or structures has been widely 

studied. However, its influence on DBT has rarely been investigated so far. Employing the 

eigenstrain method residual stresses are introduced into a bi-material specimen, where two 

configurations of crack and interface, e.g., one with interface perpendicular and one parallel to 

the crack extension, are designed to study the influence of residual stress. The DBT of the bi-

material specimen in the presence of residual stresses is numerically studied by using the CAFE 

method where temperature dependent surface energy is implemented. It is found that residual 

stresses generated in the two configurations affect the DBT with a similar manner. The DBT 

curves generally shift to higher temperature due to the decrease of absorbed energy with the 

increase of residual stress. Residual stress induces a significant change of the DBT curve at 

higher temperature, e.g., the upper-shelf, however its influence decays with the decrease of 

temperature. It is found that the decrease of absorbed energy in both configurations is caused 

by the additional constraint on the notch root induced by the residual stress, which can 

facilitates the fracture.  
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Chapter 1 Introduction 

 

 

 

 

 

 

 

 

 

1.1 Motivation 

It is expected that worldwide energy demand will increase slowly and become virtually flat 

after 2030, because of slower growth in productivity and global population, and continuous 

increases in energy efficiency. Although the mix and contribution of renewables will increase, 

driven by strong growth in solar and wind, the gas followed by oil will still be the two largest 

energy sources by the end of 2050, see Fig. 1.1 [1]. Consequently, continued investments on 

the exploring and developing of oil and gas will be needed over this time to maintain production 

at levels required to meet demand. As stated in Norwegian national technology strategy, OG21 

[2], most of the "easily" recoverable hydrocarbon (HC) resources on the Norwegian continental 

shelf (NCS) have been produced. The exploring activity has to move into new areas with new 

challenges, e.g., arctic conditions. It has been assessed by the United States Geological Survey 

that about 30% of the world’s undiscovered gas and 13% of the world’s undiscovered oil may 

be found in the area north of the Arctic Circle [3]. It also can be estimated that the undiscovered 

oil and gas in NCS is 12% in the total undiscovered oil and gas in arctic region [4], see Fig. 

1.2. Exploring and producing the resources in arctic region undoubtedly require further 

technology advancement. A very strong expanded industry consortium, built on the previously 

run KMB Arctic Materials project [5], shows a great industrial need on the topic. Therefore, a 

project SMACC (Fundamental Studies of MAterials' behavior for future Cold Climate 

applications), so-called Arctic Material II, see Fig. 1.3, had been launched by SINTEF in 2013 

to establish a knowledge basis for robust material design and fabrication in future applications 
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in cold climate, which will be an essential contributor in the development of special arctic 

exploration technology [6]. 

 

Figure 1.1 the primary energy supply by source in the world [1].  

In arctic conditions, the main challenge for the application of materials and components is 

related to the brittle fracture possibly resulted by low temperature, which often lead to a 

catastrophic consequences in the engineering practice. The AM project has provided the to-

date most systematic study of fracture behavior of steels in the temperature range of interest 

for arctic applications [7-10]. To prevent the materials or structures failed by brittle fracture, 

the most direct way is to explore the accurate ductile-to-brittle transition (DBT) temperature of 

the material, and then to ensure its DBT temperature lower than the service temperature. The 

transition of fracture mode from ductile to brittle is a crucial phenomenon of structural 

materials, e.g., body centered cubic (BCC) metals with strong interatomic forces which are 

normally brittle at low temperatures or high loading rates, become ductile at high temperatures 

or low loading rates. As such, the DBT turns to be a very important topic worthy of being 

studied for the materials potentially applied in arctic engineering, particularly the most widely 

used material, e.g., steel.  

Welding process  is  widely  utilized  in  fabrication  because  of  simple procedure  and  

minimum  preparation  of equipment, and furthermore the cost of welding is also economical 

if compared with other processes [11]. Residual stresses in engineering components are 

intrinsically induced by incompatible internal permanent strains due to inhomogeneous 

inelastic deformation, temperature gradients, or phase transformations during manufacturing 

and processing of the components. Residual stress produced in the welding process is a critical 

issue covering the whole life-cycle of welded structure. It is widely accepted that the presence 

of the welding residual stresses can have a significant effect on the subsequent failure 
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characteristics of engineering materials and components [12], for example, plastic collapse, 

fracture, creep, fatigue, stress corrosion, assessment of structural integrity etc. In service, the 

associated residual stresses may combine with applied stresses to cause unexpected failure or 

to shorten the component lifetime [13]. However, it has been demonstrated that the current 

procedures can significantly overestimate the residual stress effects in most cases [14]. In this 

regard, residual stresses associated with welding are an unavoidable topic and play an 

important role in the fracture of materials and structures applied in arctic environment. 

 

Figure 1.2 distribution of undiscovered oil and gas in arctic region and the fraction of Norway [4]. 

The topic of the DBT or residual stress is generally a conventional issue but quite important 

for the application of materials and components in arctic engineering. Although DBT or 

residual stress has been well-studied individually in the past decades, there are still some 

challenges or uncertainty need to be resolved. However, the coupling of both, namely the effect 

of residual stress on DBT, has rarely been studied in the literature. In this perspective, the study 

focused on the influence of residual stress on the DBT is not only a practical issue to arctic 

engineering but also a scientific topic in the fracture mechanics. 

1.2 objectives and technical route 

The present PhD thesis written as a part of SMAAC project, was motivated by the developing 

a framework on the modelling of the DBT of steel, and further applying this framework in the  

study of the effect of residual stress on the DBT. Particularly, in order to distinguish with the 

work in the literature, a certain of physically-based variable and solutions have to be addressed 

and explored. To this end, several critical tasks are brought into the focus in present PhD study:  
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• The mechanism of the DBT needs to be intrinsically understood, by which a physically-

based variable is found so that the temperature dependent fracture toughness in fracture 

transition region can be captured.  

• A framework of modelling of the DBT of a TMCR steel is to be established when 

numerical approaches is adopted.  

• The effect of residual stresses on DBT of a weld TMCR steel, in which the possible 

configurations of the crack and interface formed by the mismatch of CTE are 

considered for the common welding practice and subsequent fracture toughness test.  

 

Figure 1.3 the schematic of the project of SMACC [6]. 

To achieve the objectives, a technical route has been designed to perform the PhD work, 

presented in Fig. 1.4, in which all the important steps in each task are also included. In task 1, 

following the theory of the shielding effect of dislocation dynamics on crack tip,  a fundamental 

work of studying the BDT of single-crystal iron is conducted to reveal the mechanism of DBT 

by using a continuum approach, in which a method to estimate the effective surface energy, 

e.g., 𝛾𝑒𝑓𝑓 , in the transition region is established. In task 2, a new continuum approach is 

developed to calculate the effective surface energy of unstable cleavage formation in a TMCR 

steel, e.g., 𝛾𝑝𝑚 , based on the continuum model developed in task 1. In order to describe the 

essence of the competition between particle size and grain size-controlled propagation of 

unstable cleavage, a more robust variable, 𝛾𝑚𝑚 e.g., the effective surface energy for unstable 

cleavage propagation, is proposed on the basis of 𝛾𝑝𝑚 . Finally, a framework for the modelling 

of DBT is explored through implementing the 𝛾𝑚𝑚  into the CAFE method. In task 3, the 

developed modelling framework of the DBT is applied to investigate the influence of residual 

stresses on DBT of the weld joint of TMCR steel. It is known that an additional driving force 
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on crack can be produced due to the inhomogeneity of material. The residual stress is 

essentially caused by the inhomogeneity of material at the interface in a weld joint, e.g., the 

mismatch of CTE. 2 configurations of crack and interface are designed corresponding to the 

common welding practice and subsequent fracture toughness test, e.g., Charpy tests on the 

repair weld and girth weld. The influence of residual stresses on the DBT of a weld joint is 

studied with these 2 configurations.  

It should be noted that the continuum approach and the variable 𝛾𝑝𝑚  in task 2 are very similar 

to the continuum model and effective surface energy 𝛾𝑒𝑓𝑓  in task 1. To explain this, the hidden 

logic between task 1 and task 2 has to be introduced. The necessity of exploring a physically- 

based variable, e.g., effective surface energy of unstable cleavage formation, e.g., 𝛾𝑝𝑚 , to 

capture the temperature dependence fracture toughness in the transition region is actually 

motivated by the modelling of the DBT of steel with CAFE method. However, it is too difficult 

to directly obtain this variable with a continuum model. To circumvent the complexity induced 

by grain boundary, pre-existing dislocations and particles, we have to start from a simpler body 

centered cubic (BCC) material, e.g., single-crystal iron. In addition, the theory of the shielding 

effect of dislocation dynamics on crack tip is rigorously only applicable to single crystal 

material. On the basis of the continuum model for single crystal material, the new continuum 

approach can be developed to calculate the effective surface energy of steel. 

 

Figure 1.4 technical route of the work in PhD thesis 

1.3 Thesis outline 

The thesis consists of two main parts, namely a general introduction and a collection of 3 peer-

reviewed journal papers. The introduction of PhD thesis is divided into four chapters. The 
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motivation, project background and research objectives are presented in Chapter 1. Then, the 

literatures relevant to this PhD work are reviewed in Chapter 2. In Chapter 3, the theories, 

continuum model and micromechanical approach, numerical procedures adopted in this work 

are introduced, the designed configurations for residual stress generation and the method for 

the constraint on crack tip due to residual stress and are presented as well. The main findings 

of this PhD study are summarized in Chapter 4. Finally, recommendations of further work are 

provided in Chapter5.  
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Chapter 2 Literature Review 

 

 

 

 

 

 

 

 

 

Fracture of materials and components has been studied for almost one hundred years. To assess 

the integrity of structures with flaws, methodologies with a single parameter, such as 𝐺 [15, 16] 

and 𝐾 [17, 18] based on linear elastic fracture mechanics (LEFM), 𝐽 [19] and 𝐶𝑇𝑂𝐷 [20] based 

on elastic-plastic fracture mechanics (EPFM), have been developed to deal with problem under 

small-scale yielding (SSY). Further, two-parameter approaches have been proposed to 

characterize constraint effect on crack tip by geometries J–T [21, 22], J–Q [23-25] , J–A2 [26], 

mismatch J-M [27], residual stress J-R [28] and pre-strain J-P [29], through extending the HRR 

solution with higher-order terms. These approaches, so-called ‘global approach’, are extremely 

useful and definitely necessary, but also they have some limitations [30]: (i) these approaches 

have dramatic  dependence of geometry and  are not the intrinsic properties of material, (ii) the 

mechanism of failure of material are not adequately disclosed, e.g., ductile damage and 

cleavage. In this chapter, a review on the research relevant to the PhD work in the literature is 

presented, especially regarding the micro-mechanistically based approaches applied for the 

numerical simulation.  

2.1 Ductile fracture 

Polycrystalline metal alloys, e.g., carbon steel and aluminum alloy, may fail in a ductile, most 

often transgranular manner, involving extensive plasticity and rough fracture surfaces. The 

ductile fracture can be usually physically-described as a three stages process [31]. Voids 

nucleate at material defects, e.g., inclusions and second-phase particles, by either interface 

decohesion or particle cracking. Growth of voids around the particles due to the plastic strain 
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and stress triaxiality. Coalescence of growing voids with adjacent voids forms a microcrack 

finally leads to a macroscopic failure. This classic description of ductile damage process mostly 

prevails at high stress triaxiality, in which the coalescence of the enlarged coarser voids 

initiated from large inclusions occurs by a mechanism of internal necking of voids. For example, 

in a notched round tensile bar failed by the void coalescence, the fracture path is normally flat 

or zigzagged. However, ductile failure often occurs due to the plastic instability of the specimen. 

Accordingly, the fracture surface exhibits total or partial slanting, or tensile bars in plane strain 

and thin sheets present a cup-cone fracture in the shear lips, which is normally referred as shear 

failure. Shear failure is associated with the formation of shear bands [32], particularly, in the 

absence of a shear component in the remote loading. The schematic illustration of these two 

mechanisms of ductile failure is presented in Fig. 2.1. 

 

Figure 2.1 The two generic modes of ductile failure [33]: (a) by plastic instability; and (b) by void coalescence. 

2.1.1 Micromechanics of ductile damage 

Void nucleation. The void nucleates at the second phase particles commonly by means of 

particle decohesion and particle cracking. It is observed by means of X-ray tomography [34], 

nucleation predominately occurs by particle decohesion in a soft matrix, e.g., pure Al, see Fig. 

2.2 (a). On the contrary, in a hard matrix, e.g., structural Al alloy, particle cracking is typically 

favored, see Fig. 2.2 (b). Other parameters except for the matrix hardness also play a role in 

particle induced void nucleation [33], e.g., matrix yield stress, matrix hardening exponent, 

particle stiffness, stress triaxiality and load orientation etc. Under shear dominated loading, 

void nucleation occurs by decohesion at a hard particle of a alumina [35], however  in the end 

void distortion takes place since that the lack of hydrostatic tension does not provide a driving 

force for growth.  
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Since second phase particles are often considered to be purely elastic and brittle, the condition 

of void nucleation is usually similar to the criterion of brittle fracture in terms of the Griffith 

theory, e.g., the energy release rate must exceed or equal the surface energy required to create 

a new surface. As such, cracking occurs when local stresses at particle-matrix interface are 

higher than a material dependent critical stress, e.g., 𝜎𝑐, which leads to a critical nucleation 

strain expressed as a function of the particle radius, the particle volume fraction and 

macroscopic mean stress [36, 37]. Beremin research group applied Argon et al. [37] criterion 

to experimental data for a C-Mn steel has proposed an analytical method to predict the void 

nucleation, 

𝜎𝑐 = 𝜎1 + 𝛽𝜅(𝜎𝑒𝑞 − 𝜎0)                                                                              (2 − 1) 

where 𝜎1 is the macroscopic maximal principal stress, 𝜎𝑒𝑞 is the macroscopic von Mises stress 

and 𝜎0 the yield stress, 𝜅 is a geometrical factor depending on the inclusion shape and 𝛽 is a 

numerical factor which accounts for local matrix hardening. Some FE simulations have been 

performed to study the particle cracking and interface decohesion by using cohesive zone 

models (CZM) [38-40].  

 

Figure 2.2 Mechanisms of void nucleation in simple tension of model Al metal matrix composites [34]: (a) 

Particle-matrix decohesion in a soft matrix, (b) Particle cracking in a hard matrix. 

Void growth. The growth of artificially inserted voids has been observed in situ by means of 

tomography by Weck et al. [41], in which the void enlargement occurs in copper subjected to 

simple tension. Since the stress concentrates on the void, the voids elongate at a relatively 

larger rate along the tensile direction, and also grow laterally to an extent commensurate with 

the increase of triaxiality induced by necking. With the increase of load, the kinetics of void 

growth dramatically changes due to plastic flow localization in the elongated ligaments. In 

contrast to above cases where large voids are artificially embedded in the material, engineering 

alloys also have populations of second phase particles as the potential void nucleation sites, 
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where nucleation simultaneously occurs at multiple separate scales except for the large voids 

growth. This brings a certain of challenges for modeling with the conventional continuum 

framework, e.g., analytical model proposed by Rice and Tracy [42]. In particular, the 

nucleation at fine precipitates can affect the plastic flow behavior (strength and hardening). In 

most cases the critical voids enlarge while the fine particles remain intact e.g., carbides in steels, 

see Fig. 2.3.  

 

Figure 2.3 Void growth in low carbon steel [33]. Voids nucleate at large inclusions while carbides remain 

intact. 

The first micromechanical models to describe the void growth were developed for an isolated 

cylindrical [43] or spherical void [42] in a rigid plastic matrix, which are related to the stress 

triaxiality and plastic strain. It has been found by Rice and Tracy [42]  that for a spherical void 

in a variety of stress states, the void growth rate could be approximated by an analytical 

relationship 

�̇�

𝑅
= 𝛼𝑒𝑥𝑝 (

3

2

𝜎𝑚

𝜎0
) 𝜀�̇�𝑞                                                               (2 − 2) 

where 𝑅 is the radius of the void, �̇� is the growth rate of void, 𝛼 is a numerical factor, 𝜎𝑚 is 

mean stress, 𝜀�̇�𝑞  is the equivalent plastic strain rate. The Rice and Tracy model does not 

consider the interaction between voids and the effect of void growth on material behavior, e.g., 

softening. To solve this problem, Gurson [44] proposed a model for a finite sphere containing 

a spherical void in a rigid perfectly plastic matrix, in which a variable 𝑓, e.g., void volume 

fraction, is used to describe the damage. Later, Tvergaard [45, 46] modified the Gurson model 

by analyzing the plastic flow in a porous medium by assuming that the material behaves as a 

continuum, so-called GT model. This modification to conventional plasticity theory has the 

effect of introducing a strain-softening term. In contrast to the Rice and Tracy model, GT model 

contains a failure criterion. Ductile fracture is assumed to occur as the result of a plastic 

instability that produces a band of localized deformation. Such an instability occurs more 



 
 

11 
 

readily in a GT material since the strain softening induced by hydrostatic stress [47]. A plastic 

yield function taking into account the porosity can be described by 

𝜎𝑒𝑞
2

�̅�2
+ 2𝑞1𝑓𝑐𝑜𝑠ℎ (

3𝑞2

2

𝜎𝑚

𝜎0
) − (1 + 𝑞3𝑓2 ) = 0            (2 − 3) 

where �̅� is the flow stress for the matrix material, 𝑞1, 𝑞2 and 𝑞3 are constant. Further,  Foleskog 

et al. [48] have addressed that 𝑞1, 𝑞2 and 𝑞3 are relevant to the strain hardening and yield stress 

of matrix material when studying the void growth by using unit cell method. The void growth 

rate is obtained by following form 

𝑓̇ = (1 − 𝑓)𝜀�̇�𝑘
𝑝

                                                                 (2 − 4) 

where 𝜀�̇�𝑘
𝑝

 is the trace of the rate of plastic strain tensor. These models introduced above only 

deal with the spherical void in the matrix material. Lately, Gologanu et al. [49] proposed a 

model incorporating the effect of void shape on ductile damage with a shape factor S. Further, 

on the basis of GT model a model coupling the void shape and plastic anisotropy was proposed 

by Benzaga et al. [50] and Monchiet et al. [51].  

 

Figure 2.4 Modes of void coalescence: (a) internal necking [52], (b) internal sheering [52], (c) ‘necklace’ 

formation [33]. 

Void coalescence. The coalescence of voids is a stage where a stable diffuse plastic 

deformation prompting the voids growth transits to a localized mode of plastic deformation 

within the ligament separating two voids or a row of voids. Void coalescence may generally 

be categorized into 3 modes [33]: (i) internal necking, where the ligament between the two 

voids shrinks with a typical necking process [52], see Fig. 2.4 (a); (ii)  internal shearing of the 

intervoid ligament, see Fig. 2.4 (b), in which localized shear causes distant voids to coalesce 
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by void rotation from an initial orientation at 45 degree from the loading axis. The micrograph 

normally shows inside the shear localization band with the presence of secondary small voids, 

so-called void sheeting [31, 32]. This mode of coalescence is often found in high strength 

material with low or moderate strain hardening capacity. Due to the particle locking on voids 

at equators, internal necking is not possible despite of the close packing, and finally 

coalescence by localized shear might occur [33]; (iii) “necklace” coalescence [33], see Fig. 2.4 

(c), where linking-up of the voids takes place in rows of closely spaced voids gathering within 

elongated clusters. This coalescence mode is less common in practice.  

A model proposed by Thomason [53, 54] assumes that void coalescence occurs when the 

intervoid ligament reaches its plastic limit load. This model derives from an axisymmetric unit 

cell for a periodic array of ellipsoidal voids in an elastic-perfectly plastic matrix, see Fig. 2.5. 

The internal necking is assumed to take place in the plane normal to the principal tensile stress, 

e.g., 𝜎𝐼. The Thomason’s coalescence can be written: 

𝜙𝑇(𝜎, 𝜒, 𝑤) = 𝜎𝐼 − 𝜎𝑇 = 0                                                          (2 − 5)  

𝜎𝑇(𝜒, 𝑤) ≡ 𝜎0(1 − 𝜒2) [𝛼𝑇 (
𝜒−1 − 1

𝑤
)

2

+ 𝛽𝑇√𝜒−1]          (2 − 6) 

where 𝜎0  is the yield stress of matrix, 𝜎𝑇 is the critical net section stress between voids, 

𝛼𝑇and 𝛽𝑇 are constant equal to 0.1 and 1.2 respectively. Zhang et al. [55] firstly compared the 

prediction of coalescence of an initially spherical void against to the numerical results of cell 

model analysis by Koplik and Needleman [56]. The comparison showed that the Thomason 

model is surprisingly accurate in describing the coalescence. later, Pardoen and Hutchinson 

[57] extend this model through incorporating the effect of strain hardening by treating 

𝛼𝑇(𝑛) and 𝛽𝑇(𝑛) as functions of the strain hardening exponent 𝑛. Recently, the Thomason’s 

model is revised by considering a circular cylindrical geometry of the void [58]. In addition, 

an extension of the condition (2-6) to the presence of a second population of voids has been 

proposed  by Fabregue and Pardoen [59]. These models are basically applicable to the 

coalescence under predominate tensile load and predict no effect of shear on coalescence. 

However, Torki et al. [60] extends the theory to the void coalescence under combined tension 

and shear by explicitly considering the microscopic deformation field around the void in fully 

analytical form. Tvergaard and Needleman [61] have attempted to model void coalescence by 

artificially replacing 𝑓 in Eq. (2-3) with an effective void volume fraction 𝑓∗in the following 

way: 
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𝑓∗ = {

𝑓                                                      𝑓𝑜𝑟  𝑓 ≤ 𝑓𝑐

𝑓𝑐 −
𝑓𝑢

∗ − 𝑓𝑐

𝑓𝐹 − 𝑓𝑐

(𝑓 − 𝑓𝑐)                 𝑓𝑜𝑟  𝑓 > 𝑓𝑐
                       (2 − 7) 

where 𝑓𝑐  is the void volume fraction at the onset of coalescence, 𝑓𝑐 , 𝑓𝑢
∗ and 𝑓𝐹  can be fitted 

through cell computation parameters. The effect of hydrostatic stress is amplified when 𝑓 > 𝑓𝑐 ,  

which accelerates the onset of a plastic instability.  

 

Figure 2.5 Geometry of Thomason coalescence model [30]. Here, 𝜒 =
𝑅𝑥

𝐿𝑥
, 𝑤 =

𝑅𝑧

𝑅𝑥
. 

Additionally, quantitatively study on the void coalescence has been performed by finite 

element unit cell calculations [48, 56, 62], in which the material is often idealized by a periodic 

packing of simple unit cells containing spheroidal voids of volume fraction 𝑓0, aspect ratio, and 

spacing parameter.  

Ductile failure by instability. Ductility can also be limited by mechanical instability of the 

test piece or component. The key difference between failure by void coalescence and plastic 

instability is that damage by void nucleation, distortion and coalescence is essential in the 

former, however, damage may or may not be important in the latter depending on what drives 

the plastic instability. Failure by instability normally involves the formation of shear bands and 

failure along the most intense shear band, which is often induced by strain localization at a 

length scale greater than the mean spacing between voids [33]. The aspects triggering shear 

band have been widely studied in the literature by both analytical and computational methods, 

which have been summarized in the Ref. [33]. For precracked specimens, the failure 

mechanism in thin sheet of high strength Al alloy and steel presents a slant mode [63, 64], 

which develops soon after crack initiation with the occurrence of shear bands near the crack 

tip. In general, the following conditions is going to favor the slant fracture [33]: (i) a low strain 

hardening capacity; (ii) plastic anisotropy; (iii) void nucleation at second population of voids; 

(iv) decrease the thickness of specimen with a plane strain condition; (v) no side grooves.  



 
 

14 
 

Classical metal plasticity theory assumes that the flow stress is independent of the third 

deviatoric stress invariant (or Lode angle parameter). However, recent experiments on metals 

have shown that both the pressure effect and the effect of the third deviatoric stress invariant 

should be included in the constitutive description of the material [65]. Zhang et al. [66] and 

Gao and Kim [62] observed that ductile damage are strongly related to both the stress triaxiality 

and the degree of shear loading defined by the Lode parameter. The influence of lode parameter 

on the shear failure has been intensively studied [67-71]. Under the shear dominated load, an 

initially spherical void would be elongated, and rotate, eventually close into a penny shaped 

crack, unless localization in the ligament takes place before closure [33]. This could be 

illustrated in Fig. 2.6, where void drastically distorts by the void rotation in a shear field and 

results in a strain localization as a wide shear band. Recently, Xue [72] introduced a Lode-

dependent shear damage parameter based upon the solution of McClintock et al. [73] for 

coalescence in a shear band. Nahshon and Hutchinson [74] extended the GT model to account 

for shear-induced softening by directly incorporating the third stress invariant into the void 

evolution model.  

 

Figure 2.6 simulated void distortion in a shear field [69]. 

2.1.2 Predictive models for ductile fracture 

GTN model. On the basis of GT model, see Eq. (2-3) and (2-4),  Chu and Needleman [75] 

modified the void growth with the contribution of new void nucleation as 

𝑓̇ = (1 − 𝑓)𝜀�̇�𝑘
𝑝

+ Λ𝜀�̇�𝑞
𝑝

                                                             (2 − 8) 

where the first term defines the growth rate of the preexisting voids, and the second term 

quantifies the contribution of new voids are nucleated with plastic strain, e.g., nucleation at 

small second-phase particles. The scaling coefficient Λ was given by 

Λ =
𝑓𝑁

𝑆𝑁√2𝜋
𝑒𝑥𝑝 [−

1

2
(

𝜀𝑒𝑞
𝑝

− 𝜀𝑁

𝑆𝑁
)

2

]                                       (2 − 9) 
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It assumes that the plastic strain range at nucleation of new voids follows a normal distribution 

with a mean value 𝜀𝑁 , a standard deviation 𝑆𝑁 , and a volume fraction of void nucleating 

particles 𝑓𝑁 .   Later, Tvergaard and Needleman [61] have introduced a void coalescence 

criterion 𝑓𝑐 , see Eq. (2-7), and replace the void volume fraction 𝑓 with an effective void volume 

fraction 𝑓∗ in Eq. (2-3) of GT model. Then, the micromechanical model, so-called Guron-

Tvergaard-Needleman (GTN) model, are formed, which is widely used to predict the ductile 

fracture with a damage process of void nucleation, growth and coalescence.  

However, in GTN model the void coalescence criterion 𝑓𝑐  is an empirical variable selected 

beforehand or numerically fitted from tension tests. Moreover, there was no experimental and 

numerical evidence to support the stress state independence of 𝑓𝑐  [76]. There actually are two 

modes of plastic deformation, e.g., diffuse plasticity described by GT model and localized 

plasticity during calescence represented by Thomason’s model. This implies that the yield 

surface of voided material is given by the intersection of two surfaces correspondence to each 

deformation mechanism [30], see Fig. 2.7. Recall the Thomason model [53, 54] (Eq. (2-5) and 

(2-6)), it neglects the damage growth and overestimate the localized deformation. As such, 

Zhang [76] modified the GT model by coupling the Thomason model [53, 54] to deal with the 

void coalescence, so-called the complete Gurson model (CGM).   

 

Figure 2.7 yield surface as the intersection of the GTN yield surface (thick line) and Thomason yield surface [30]. 𝜎∗ is the 

effective stress of matrix. 

Rousselier model. Based on the thermodynamics framework proposed in Lemaitre and 

Chaboche [77], Rousselier [78, 79]  has developed a model, in which the damage originated 

from second phase particles under external load is described with a damage variable. The yield 

surface is expressed as 

𝜎𝑒𝑞

𝜌
+ 𝐵(𝛽)𝐷𝑒𝑥𝑝 (

𝜎𝑚

𝜌𝜎1
) − 𝐻(𝜀𝑒𝑞) = 0                                       (2 − 10) 

where 𝐻(𝜀𝑒𝑞) is the hardening property of material; 𝜎1 and 𝐷 are material constants that need 

to be tuned; 𝜎𝑒𝑞 , 𝜎𝑚  and 𝜀𝑒𝑞  are equivalent stress, mean stress and equivalent strain; 𝛽 is a 
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scalar damage variable; 𝜌 is relative density obtained by dividing the density of the damaged 

material by that of the undamaged material, which can be described by  

𝜌 =
1

1 − 𝑓0 + 𝑓0𝑒𝑥𝑝𝛽
                                                                     (2 − 11) 

𝐵(𝛽) is the function of damage variable 𝛽, which can be written as  

𝐵(𝛽) =
𝜎1𝑓0𝑒𝑥𝑝𝛽

1 − 𝑓0 + 𝑓0𝑒𝑥𝑝𝛽
                                                               (2 − 12) 

where 𝑓0 is initial void volume fraction. 𝛽 is related to plastic deformation and damage which 

can be described as 

�̇� = �̇�𝐷𝑒𝑥𝑝 (
𝜎𝑚

𝜌𝜎1
)                                                                            (2 − 13) 

Where �̇� is the increment of the plastic multiplier. The von Mises yield surface and the yield 

surface modified by the Rousselier Eq. (2-10) is presented in Fig. 2.8. Samal [80] has developed 

a nonlocal damage law for the Rousselier model, so-called non-local Rousselier model, trying 

to solve the mesh dependence problem in numerical simulation, where the damage growth law 

is defined in terms of the local void volume fraction but keeping a local definition for strain.  

 

Figure 2.8 Yield surface [81]: (a) von Mises, (a) Rousselier. 

 

Figure 2.9 Cohesive zone model approach with three typical traction-separation laws used in the literature [33]. 
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CZM. The cohesive zone model (CZM) is a phenomenological approach to treat fracture as a 

gradual phenomenon in which the separation takes place across an extended crack tip or 

cohesive zone, and is resisted by cohesive tractions. Cohesive zone elements do not denote any 

physical material, but describe the cohesive forces of material elements under external load, 

e.g., tensile. CZM has been developed firstly for the brittle fracture and also widely adopted to 

simulate the fracture in ductile materials [82-85] through a traction-separation law (TSL), see 

Fig. 2.9. In these TSLs, the failure in cohesive elements is all determined by the critical 

parameters, such as the work of separation, e.g., cohesive energy Γ0, cohesive stress 𝜎𝑐 and 

critical separation length 𝛿𝑐, in which the critical separation length 𝛿𝑐 can be calculated from 

the former two parameters in terms of the TSL.  

 

Figure 2.10 River patterns in an A 508 Class 3 steel [47]. 

2.2 Brittle fracture 

A brittle fracture is an unstable failure process, where rapid crack propagation occurs with low 

energy releasing and without significant plastic deformation. Brittle fracture in polycrystalline 

metals can be generally categorized into two types: transgranular fracture e.g., cleavage, and 

intergranular fracture. The crack of cleavage fracture always propagates along a particular 

crystallographic plane with the lowest packing density, where fewer bonds is to be broken and 

the spacing between planes is greater, e.g., {100} plane of body centered cubic (BCC) metals. 

The propagating crack changes direction when it crosses a grain boundary, sub-grain boundary 

or twin boundaries, which leads to various cleavage facet with different orientation. However, 

on a macroscopic scale, the nominal orientation of the cleavage crack is always perpendicular 

to the maximum principal stress, e.g., mode I fracture. The cleavage fracture normally shows 

a ‘river patterns’ on its fracture surface, see Fig. 2.10. The intergranular fracture is usually 

caused by the aspects, such as, the segregation of impurities or precipitation of brittle particles 

at the grain boundary, intergranular corrosion, grain boundary cavitation and cracking at high 
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temperature etc. In this section, it is emphasized on the cleavage fracture since it is more 

commonly observed on the structural materials.  

2.2.1 Mechanism of cleavage 

Theoretically, the normal stress, 𝜎𝑐, needed to fracture a crystal, e.g., a single-crystal iron at 0 

𝐾, by cleavage, can easily be determined provided that the bonding energy, 𝑈, between the 

atoms located across the cleavage plane is known. For single-crystal iron The 𝜎𝑐  can be 

calculated as [33]  

𝜎𝑐 = (𝐸𝛾𝑠 𝑏⁄ )0.5                                                                          (2 − 14)  

where 𝐸 = 200 𝐺𝑃𝑎,  𝑏 burger’s vector equals 0.3 nm, surface energy 𝛾𝑠 = 1 𝐽 𝑚2⁄ . Then, the 

𝜎𝑐 is estimated to be 𝐸 10⁄ . This theoretical value of 𝜎𝑐 is much higher than the experimental 

values found for classical metallic samples. The reasons for the large difference between the 

observed and the calculated values for 𝜎𝑐 ascribes to the local stress concentration due to the 

inherent defects in the polycrystalline materials, e.g., micro-cracks or second phase particles. 

In this case, the fracture stress is given by the Griffith theory 𝜎𝑐
𝐺  under the condition of plane 

stress [47]: 

𝜎𝑐
𝐺 = (𝐸𝛾𝑠 𝜋𝑎⁄ )0.5                                                                      (2 − 15) 

where a is the size of defect.       

It has been observed that in ferritic steel cleavage is formed with three elementary steps: (i) 

particle cracking induced by dislocation piled up, so-called cleavage nucleation; (ii) microcrack 

propagation across the interface between particle and matrix; (iii) crack propagation across the 

grain boundary. The first event is governed by a critical stress described in Eq. (2-1), which is 

normally applies when the particle size is larger than 0.1-1.0𝜇𝑚 [33]. Otherwise, a dislocation-

based theory should be used [36]. The mechanisms of the latter two steps of cleavage fracture 

can be described in terms of local values of the fracture toughness [33], 𝐾𝐼𝑎
𝑐/𝑓

(carbide/ferrite) 

and 𝐾𝐼𝑎
𝑓/𝑓

(ferrite/ferrite), or 𝛾𝑐/𝑓 and 𝛾𝑓/𝑓in terms of surface energy, that must be satisfied for 

the crack propagation across the first barrier (particle/matrix) and the second barrier (grain 

boundary), as schematically shown in Fig. 2.11. Accordingly, the critical values of the particle 

and grain size in this figure, C* and D* are simply related to the local value of the maximum 

principal stress, 𝜎𝐼, in terms of the Griffith theory [47].  

𝐶∗ = (
𝛿𝐾𝐼𝑎

𝑐/𝑓

𝜎𝐼

)

2

 𝑎𝑛𝑑 𝐷∗ = (
𝛿𝐾𝐼𝑎

𝑓/𝑓

𝜎𝐼

)

2

                        (2 − 16)  
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where 𝛿 is a numerical factor related to the shape of the microcrack and close to 1. Once the 

crack arrests at the interface of particle and matrix, the broken particle could be the source of 

void initiation as mentioned in section 2.1.1. Crack arresting at boundaries with large 

misorientation has been found in ferritic steel [86-88], and crack arresting at boundaries with a 

large twist angle has been also reported [89-91]. It is reported that the local values of the 

calculated fracture toughness 𝐾𝐼𝑎
𝑐/𝑓

 and 𝐾𝐼𝑎
𝑓/𝑓

 are much lower than the macroscopic fracture 

toughness, 𝐾𝐼𝐶  [33]. One of the reasons for this is related to possible dynamic effects, not 

accounted for in cleavage propagation. As such, a similar theory about the cleavage fracture 

has been proposed by Lin et al. [92], in which the dynamic strain energy release rate (effective 

fracture energy), 𝐺𝑐𝑓 and 𝐺𝑓𝑓 for crack propagation across the interface and grain boundary to 

capture the dynamic response on the cleavage fracture, as a schematically shown in Fig. 2.12. 

Accordingly the fracture stress for crack propagating across the interface and grain boundary 

can be calculated by 

𝜎𝑐𝑓 = √
𝜋𝐸𝐺𝑐𝑓

(1−𝜈2)𝐶
 𝑎𝑛𝑑  𝜎𝑓𝑓 = √

𝜋𝐸𝐺𝑓𝑓

(1−𝜈2)𝐷
                     (2 − 17)  

where 𝐶 and 𝐷 are particle and grain size corresponding to the C* and D* in Eq. 2-16. The 

dynamic behaviour of cleavage crack nucleation has been studied by Kroon and Faleskog [93] 

via the unit cell dynamic FEM calculation. It indicates that the microscopic stress for cleavage 

initiation within a dynamic process could be overestimated in terms of the Griffith criterion, 

see Fig. 2.13. Actually Eq. 2-15 and Eq. 2-16 are essentially identical since both 𝐺𝑐𝑓 and 𝐺𝑓𝑓 

are unlikely to obtained from experimental work. In practice, 𝐺𝑐𝑓 and 𝐺𝑓𝑓 are substituted by 

𝛾𝑐/𝑓 and 𝛾𝑓/𝑓, so-called effective surface energy in two critical steps of cleavage fracture, to 

estimate the fracture stress. If cleavage fracture is local stress dominated, then it implies that 

the unstable cleavage propagation depends on the competition of these two criteria, see Eq. (2-

16) and (2-17). At very low temperature, cleavage can be controlled by the microcrack 

propagating across the interface, while at increasing temperature cleavage is controlled by the 

propagation of microcracks across the grain boundaries. This competition and the role of grain 

boundaries on the cleavage have been discussed in detail in paper 2 [94]. Few experimental 

results have been published in the literature to validate these models. However, these models 

have been adopted to estimate the effective surface energy for crack of cleavage fracture to 

overcome the barrier of grain boundaries, e.g., 𝛾𝑓/𝑓 , based on the competition between two 

criteria [94-96]. The results shown that 𝛾𝑓/𝑓  is much larger than 𝛾𝑐/𝑓 and is strongly 

temperature dependent, in which a constant value of 𝛾𝑐/𝑓 = 7𝐽/𝑚2 tested by Bowen et al. [97] 
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at 77K is widely used. However, the effective surface energy for cleavage initiation from a 

particle is essentially temperature dependent as well, which has been studied by authors by 

using a dislocation dynamics based approach [94, 98]. Moreover, a more complex criteria of 

cleavage fracture have been proposed by Chen et al. [99, 100] based on their experimental 

work, which are related to the critical plastic strain at crack tip to let particle cracking, critical 

stress triaxiality to prevent crack blunting and the principal tensile stress to make crack 

propagation. 

 

Figure 2.11 Initiation of a cleavage microcrack from a carbide, e.g., M-A [33]. The crack may eventually be arrested at the 

interface carbide-ferrite; then propagates through the matrix and is arrested at the grain boundary. 

 

Figure 2.12 Schematic representation of the variation in the dynamic strain energy release rate with crack velocity �̇� for the 

propagation of a cleavage crack extension of either a microcrack in the particle interface or a grain-size microcrack [92]. 

2.2.2 Weakest-link model 

A simple model proposed by Ritchie, Knott and Rice [101], so called RKR model, assumes 

that cleavage failure occurs when the maximum principle stress ahead of the crack tip exceeds 
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the fracture stress 𝜎𝑓 over a characteristic distance. In order to describe the statistical nature of 

micro-cracks in the stress field, micromechanical models following the weakest-link 

philosophy [102] have been reformulated based on RKR model by Beremin [103], Wallin [104, 

105], and Evans [106], which provide a promising local approach to understand cleavage 

fracture. One of the most widely used approaches is Beremin model [103].  

 

Figure 2.13 Global stress level vs. critical carbide size for four levels of triaxiality [93]. Here, Σ𝑍 is macroscopic stress for 

cleavage initation, 𝜎0 is yield stress of matrix, c is particle size, 𝜓 is stress triaxiality in the unit cell model. 

It is assumed that the probability of finding a microcrack of critical length is a function of the 

volume of material involved. Moreover, fracture will take place at the longest microcrack. 

Therefore the knowledge of the microcrack distribution is required only for the longest cracks. 

Further, it is assume that the stressed volume can be divided into smaller volumes 𝑉0, so-called 

reference volume, and 𝑉0 must include a certain number of grains so that hat the probability of 

finding a microcrack of reasonable length will not be vanishingly small. In each volume 𝑉0, 

the probability of finding a microcrack of length between 𝐶 and 𝐶 + 𝑑𝐶 accords with a power 

law, which can be taken as 

𝑝(𝐶)𝑑𝐶 = 𝛾𝐶−𝛽𝑑𝐶                                                     (2 − 18) 

where  𝛾 and 𝛽 are material constants, then in a given volume 𝑉0 where stress level is 𝜎, the 

probability of failure is  

𝑃(𝜎) = ∫ 𝑝(𝐶)𝑑𝑐
∞

𝐶∗
                                                      (2 − 19) 

where 𝐶∗ is given by Griffith theory for a through thickness defect, i.e., 

𝐶∗ = 2𝐸𝛾𝑠/(1 − 𝜈2)𝜎2                                                (2 − 20) 

Thus, 𝑃(𝜎) can be written as 
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𝑃(𝜎) = (
𝜎

𝜎𝑢
)

𝑚

                                                              (2 − 21) 

where 𝑚 = 2𝛽 − 2 and 𝜎𝑢 is a material constant independent with the temperature if assumed 

𝛾𝑠 does not change with temperature. 

In a volume 𝑉, which is uniformly loaded and contains a number of statistically independent 

elements like 𝑉0, according to the weakest link theory the cumulative probability to failure can 

thus be expressed as, 

𝑃𝑅 = 1 − 𝑒𝑥𝑝 [− (
𝜎𝑤

𝜎𝑢
)

𝑚

]                                           (2 − 22)  

𝜎𝑤 = [
1

𝑉0

∫ 𝜎1
𝑚

𝑉

]

1 𝑚⁄

                                                  (2 − 23) 

Where 𝜎𝑤 is Weibull stress, 𝜎1 is the maximum principal stress in the volume. In a pre-cracked 

specimen with a pre-crack or notch, the volume V always denotes the interest region in the 

fracture process zone. More detailed derivation has been presented in the Ref. [103]. An 

exponential law of 𝑝(𝐶) has also been reported and accordingly another expression of 𝑃𝑅 has 

been derived as well [107, 108]. A threshold stress 𝜎𝑡ℎ has also been introduced into Eq. 2-21 

by some studies [109-113], in which a modified form of Eq. (2-22) is given by 

𝑃𝑅 = 1 − 𝑒𝑥𝑝 [− (
𝜎𝑤−𝜎𝑤𝑚𝑖𝑛

𝜎𝑢−𝜎𝑢𝑚𝑖𝑛

)
𝑚

]                             (2 − 24)  

where 𝜎𝑤𝑚𝑖𝑛
 represents the minimum value of 𝜎𝑤 at which cleavage fracture becomes possible. 

A number of studies have reported that m is close to 20 when no threshold is introduced [103, 

114]. Lower values for m have found when a threshold is introduced [113, 115, 116].  

It is noted that the Beremin theory does not assign a completely clear meaning to the defects 

distributions given by Eq. (2-18), since it only consider the defect originated form particles, 

e.g., carbides, and not consider the role of grain boundary on cleavage fracture. It should be 

realized that the nature of the defects introduced in Eq. (2-18) may change with test temperature. 

As we already discussed in section 2.2.2, at low temperature cleavage fracture is always 

dominated by the crack penetration into interface of particle and matrix depending on the 

particle size. However, at high temperature and in the DBT regime the critical defects are grain-

sized microcracks. The distribution laws for these two types of defects are expected to be 

different. This variation in the nature of the defects with temperature or with loading and 

constraint may induce variations in the values of the parameter 𝜎𝑢 (and eventually m) in Eq. 

(2-21). Several attempts to develop such expressions have been made in the literature. One of 

the most advanced attempts based on a physical description of cleavage fracture was made by 
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Chen [99, 117]. However this author has not been able to derive an explicit expression as simple 

as Eq. (2-18) to determine the probability of failure.   

 

Figure 2.14 schematically illustration of the modified Beremin model with a term related to plastic strain [118]:  (a) Near-tip 

fracture process zone ahead a macroscopic crack containing randomly distributed flaws. (b) Schematic of power-law type 

microcrack size distribution. 

The probabilistic approach, e.g., Beremin model, strongly relies upon the assumption that 

Griffith-like microcracks form immediately at the onset of yielding and thus the associated 

statistical distribution of microcrack size remains unchanged with increased loading and 

deformation. It has been observed that plastic strain has a strong effect on cleavage fracture in 

ferritic steels at varying temperatures by Kaechele and Tetelman [119] and Gurland [120], 

particularly on the density of Griffith like microcracks, which can directly connect to the 

material fracture behaviour at the microscale. Since all cleavage fracture models based on the 

weakest link philosophy involve a local Griffith instability of the most favourably microcrack, 

it becomes clear that increased plastic strains correlate directly with increased likelihood of 

cleavage failure. To incorporate the effect of plastic strain on cleavage fracture, Ruggieri et al. 

[118] has modified the original Beremin model by introducing a term related to the plastic 

strain, e.g., Ψ𝑐(𝜀𝑝), see Fig. 2.14, then Eq.(2-22) can be expressed as 

𝑃𝑅 = 1 − 𝑒𝑥𝑝 [−
1

𝑉0
∫ Ψ𝑐(𝜀𝑝)

𝑉
(

𝜎1

𝜎𝑢
)

𝑚

𝑑𝑉]                    (2 − 25)  

accordingly Eq.(2-23) can be expressed as 

�̃�𝑤 = [
1

𝑉0

∫ Ψ𝑐(𝜀𝑝)𝜎1
𝑚

𝑉

]

1 𝑚⁄

                                            (2 − 26) 

where, four cases of interest for defining the function Ψ𝑐(𝜀𝑝) are considered, which have a 

direct bearing on the connection between the Weibull stress and macroscale fracture toughness: 

(i) exponential dependence of eligible microcracks on 𝜀𝑝; (ii) limiting distribution of fracture 
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stress using particle distribution; (iii) the modified Beremin model incorporating plastic strain 

and (iv) the influence of plastic strain on microcrack density.  

Bordet et al. [121-123] and Bernauer et al. [124] have also modified the Beremin model by 

incorporating the effect of plastic strain in cleavage fracture. The difference between the 

concepts of Ruggieri [118] is that they just considered the fact that the number of microcracks 

nucleated from carbides increases with plastic strain. 

2.3 Ductile-to-brittle transition (DBT) 

The transition of fracture mode from ductile to brittle is a crucial phenomenon of structural 

materials, e.g. body centered cubic (BCC) metals with strong interatomic forces which are 

normally brittle at low temperatures or high loading rates, become ductile at high temperatures 

or low loading rates. Although the general concern in engineering practice is ductile-to-brittle 

transition, the mechanism can be fundamentally revealed by studying the reverse process in 

which an intrinsically brittle material fractures in a ductile manner [125]. It has been indicated 

that brittle-to-ductile transition (BDT) always involves a thermally-activated process of 

dislocations emission followed by their motion and multiplication near the crack tip [125]. To 

circumvent the complexity of problem, e.g. pre-existing dislocations, grain boundary or 

impurity in the material which affect dislocation activity near crack tip, single crystalline 

metals has been always selected for the study of BDT. In this section, the essence of BDT will 

be firstly introduced, then the DBT in polycrystalline materials will be introduced next.  

2.3.1 BDT in single crystal metals 

Materials normally present two kinds of brittle-to-ductile transition nature [126], gradual and 

sharp, e.g. BCC metals, intermetallics, MgO etc., which exhibit increasing fracture stress over 

a long temperature range with the order of 100K or more, while in some cases, e.g. for Si and 

Al2O3 single crystals whose transition is very sharp occurring over a temperature range of 

lower than 10K.  In past decades, single crystalline metals, e.g. Si [127-131], Tungsten [132-

134], iron [135-137], etc. have been widely experimentally studied for the fundamental 

mechanisms of BDT. Many models have been developed to investigate the BDT behavior, and 

most of them address the intimate connection between the dislocation activity near the crack 

tip and fracture toughness. These models can be generally classified into two groups, e.g. 

dislocation nucleation controlled [138-141] and dislocation motion controlled [128, 130, 142, 

143]. 
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Models in the first category suggest that the competition between dislocation emission and 

atomic decohesion at crack tip is the controlling factor in the ductile versus brittle behavior of 

a material. Rice and Thomason [138] has firstly proposed a theoretical criterion to distinguish 

which materials are intrinsically ductile or brittle in terms of the spontaneous emission of 

dislocations from an atomically sharp cleavage. Through analyzing dislocation nucleation from 

crack tip based on the Peierls concept, Rice et al. [139] has suggested that the ratio of 𝛾𝑠/𝛾𝑢𝑠 

could be used to evaluate brittle vs. ductile response in metals through the competition between 

dislocation nucleation and Griffith cleavage at a crack tip, see Fig. 2.15. The criterion for crack 

tip blunting by dislocation nucleation under the load of mode I can be expressed as  

𝛾𝑢𝑠

𝛾𝑠
= 4

1 + (1 − 𝜈) tan 𝜙

(1 + cos 𝜃) sin2 𝜃
                                    (2 − 27) 

where, 𝛾𝑠 is surface energy, 𝛾𝑢𝑠 is unstable stacking energy, 𝜃 is the inclination angle between 

crack plane and dislocation slip plane, 𝜙 is the angle between the dislocation slip direction and 

the normal direction of crack tip.  

 

Figure 2.15 Schematic illustration of the configuration of the crack of cleavage fracture and dislocation in the K field. 

Further study carried by Rice et al. [144] has extended his previous work to the nucleation of 

dislocation from stressed crack tip in which the energy required to thermally activate a stable 

and incipient dislocation has been taken into account. Xu et al. [140] have investigated the 

nucleation of dislocation at the sharp crack under mixed loading mode and establish a relation 

between the critical BDT temperature and the activation energy of dislocation nucleation at 

crack tip. These dislocation nucleation dominated BDT models can intrinsically distinguish the 

materials to be brittle or ductile, but fail to predict the temperature and loading rate dependence 

of the BDT behavior.  

It has been found that the toughness of the material against crack propagation depends on the 

shielding of dislocations on the crack from the external stress [145]. A local K-field of the 

crack tip can be expressed with the shielding contribution of the dislocations [146] 

𝐾𝐼
𝑡 = 𝐾𝐼

𝑎 − 𝐾𝐷                                                           (2 − 28) 



 
 

26 
 

Where, 𝐾𝐼
𝑡 is the stress intensity factor at crack tip; 𝐾𝐼

𝑎 is the applied stress intensity factor; 𝐾𝐷 

is the shielding effect of dislocations [145, 146], for mode I and II fracture and in 2D plane 

strain, which can be expressed as 

𝐾𝐷 = ∑
𝜇𝑏𝑔(𝜃)

(1 − 𝜈)√2𝜋𝜉𝑖

                                         (2 − 29)

𝑖

 

where 𝑔(𝜃) is a function depending on 𝜃; 𝜃 is inclination angle of dislocation slip plane to the 

crack plane; 𝜇 and 𝜈 are shear modulus and Poisson’s ratio respectively; 𝑏 the modulus of 

Burger’s vector; 𝜉𝑖 is position of the ith dislocation. It has to be mentioned that the blunting 

effect of dislocation on crack tip is neglected since that the analysis by Thomason et al. [145, 

146] addresses only sharp cracks. According to the formulation for the forces on the defect, e.g. 

dislocations, derived by Thomason et al. [145, 146], the shear stress on a dislocation with a 

position 𝜉 = 𝜉𝑖  in the presence of a crack and embedded in a cloud of other dislocations can be 

expressed as: 

𝜏𝜉𝑖
=

𝐾

√2𝜋𝜉𝑖

𝑔′(𝜃) − 𝛼
𝜇𝑏

𝜉𝑖
+

𝜇𝑏

2𝜋
∑ √

𝜉𝑗

𝜉𝑖

1

𝜉𝑖 − 𝜉𝑗
𝑖𝑗

                (2 − 30) 

where 𝐾  is stress intensity factor of external loading; 𝜉𝑖  or 𝜉𝑗  is position of the ith or jth 

dislocation; 𝑔′(𝜃) is the coefficient related to 𝜃; 𝛼 is image stress parameter. The first term is 

the direct shear stress by the crack on the dislocation in a K dominated elastic field, the second 

term is the image stress that is always attractive toward the crack and the third term is the stress 

caused by interactions between dislocations. 

 

Figure 2.16 schematic illustration of crack of cleavage fracture under load of mode I in dislocation clouds induced by 

dislocation motion. 𝐾𝐼
𝑎 is applied stress intensity factor, 𝜉0 is the distance of dislocation source away from the crack tip, 𝜃 is 

the inclination angle between crack plane and dislocation slip plane. 

The dynamics of dislocation emission and motion in the crack tip stress field is the essence of 

the formation of dislocation clouds that result in the shielding effect on crack tip[143], see the 

schematic illustration in Fig. 2.16. The dislocation velocity 𝑣 can be described as function of 

resolved shear stress 𝜏 and temperature Θ by an empirical Arrhenius type law 
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𝑣 = 𝑣0𝑒𝑥𝑝 (−
𝑄

𝑘𝐵Θ
) (

𝜏

𝜏0
)

𝑚

                                            (2 − 31) 

where 𝑄 is the activation energy for dislocation velocity; 𝑘𝐵 is the Boltzmann constant; 𝑚 is 

temperature dependent stress exponent; 𝑣0 is material specific reference dislocation velocity; 

𝜏0 is normalization shear stress; Θ is the absolute temperature in Kelvin. For a given material, 

the value of 𝑚 can be measured through the relationship of dislocation velocity and applied 

stress (e.g. Fig. 3.11 [147]). The activation energy 𝑄, for dislocation motion can be obtained 

from the relationship of loading rate and temperature [135, 136]. At a specific temperature, Eq. 

(2-31) can be written as 𝑣 = 𝑣0
′ (

𝜏

𝜏0
)

𝑚

. If write 𝑣 =
𝑑𝜉

𝑑𝑡
= �̇�

𝑑𝜉

𝑑𝐾
, then the resolved shear stress 

on the dislocation can be expressed as [126]: 

𝜏 = 𝜏0 (
�̇�

𝑣0
′ )

1/𝑚

(
𝑑𝜉𝑖

𝑑𝐾
)

1/𝑚

                                             (2 − 32) 

where �̇� is the loading rate of applied stress intensity factor, 𝑣0
′  is a constant. Substituting 𝜏 in 

(2-32) for 𝜏𝜉𝑖
 in (2-30), then 

𝜏0 (
�̇�

𝑣0
′ )

1/𝑚

(
𝑑𝜉𝑖

𝑑𝐾
)

1/𝑚

=
𝐾

√2𝜋𝜉𝑖

𝑔′(𝜑) − 𝛼
𝜇𝑏

𝜉𝑖
+

𝜇𝑏

2𝜋
∑ (

𝜉𝑗

𝜉𝑖
)

1
2 1

𝜉𝑖 − 𝜉𝑗
𝑖𝑗

              (2 − 33) 

For a constant loading rate �̇�, the position of the dislocations 𝜉𝑖 is a function of 𝐾. The initial 

condition for this function is that a dislocation emission occurs when 𝜏𝜉0
= 𝜏𝑓 , 𝜏𝜉0

 is the 

resolved shear stress for dislocation nucleation with a distance 𝜉0 from the crack tip, 𝜏𝑓 is the 

lattice friction stress. At each time step, under a given �̇� and temperature incorporated in the 

term of 𝑣0
′ , the positions 𝜉𝑖  of the dislocations can be determined with the applied K. 

Accordingly, the shielding effect of dislocation on crack tip 𝐾𝐷 and the local stress intensity 

factor at crack tip can be solved when the position of dislocations is determined. Here, it is 

assumed that emission of a dislocation occurs once that crack tip stress on a dislocation at a 

critical distance, e.g. 𝜉0, exceeds 𝜏𝑓, and also that dislocations emission from a source at or 

near the crack plane have to move a certain distance before they can shield the crack [143]. 

Gradual and sharp BDT transition of single-crystal solids has been successfully predicted with 

detailed configurations of dislocation near the crack tip [126, 128, 130, 143, 148] based on 

dislocation mobility models. Fig. 2.17 shows the predicted BDT results of single-crystal Si by 

Xin and Hisa [148]. Further, a continuum model on the basis of dislocation mobility proposed 

by Nitzsche et al. [149] has been adopted to simulate the BDT of single-crystal Si [149] and 

single-crystal Tungsten by Hartmaier et al. [133]. The BDT of single-crystal iron has also been 
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studied by authors [98] by using this continuum model based on the experimental results by 

Tanaka et al. [135]. 

2.3.2 DBT in polycrystalline materials 

Ductile-to-brittle transition (DBT) is normally found in the BCC materials, e.g., steel, due to 

temperature decreasing and loading rate elevation. Ductile fracture usually occurs at higher 

temperature, e.g. the upper-shelf. Unstable cleavage fracture initiated by second-phase particle 

cracking due to dislocation pile-up commonly occurs at lower temperature, e.g., the lower-

shelf. In the DBT transition regime, the competition between ductile tearing and cleavage 

fracture controls the macroscopic fracture behavior of steel. Ductile crack growth can enable 

the structure withstanding a significant amount of stable ductile crack propagation without 

substantial loss of load-bearing capacity. On the other hand, unstable cleavage fracture leads 

to catastrophic failure, and the initiation of cleavage is limiting the load-bearing capacity of the 

structure.  

 

Figure 2.17 Simulation results of BDT of single-crystal Si, as a function of temperature T [148]. Here, 𝐾𝐼𝑚 is fracture 

toughness, 𝐾𝐼𝐶 is critical stress intensity factor of Si, �̇�𝐼
∞ is loading rate. 

An apparent reason for the existence of the transition of fracture mode lies in the fact that the 

stress–strain curve increases with decreasing temperature, which leads to an increase of the 

normal stress ahead of the crack tip with decreasing temperature. This results in the increase of 

the possibility of the occurrence of cleavage when the maximum normal stress ahead of the 

propagating crack requires the attainment of the cleavage stress. However, this simple 

explanation can hardly reflect the change in failure mechanism from ductile to cleavage 

fracture. A combination of additional causes exists. Possible causes for this change are [150]: 

• Ductile crack growth leads to a higher stress at crack tip than the stress ahead of a static 

crack, which has been reported by Xia et al. [151]. 
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• The volume of material sampled during ductile crack propagation increases with crack 

extension, e.g., the plastic zone ahead of the crack increases with the crack extension. 

According to the weakest link theory, this results in an increasing probability of 

cleavage fracture. 

• The number of cleavage initiation sites may decrease due to the elimination of eligible 

particles for brittle fracture, which is induced by the formation of voids from inclusions 

or second phase particles. However the voids formed from nucleation sites may also 

produce stress concentrations, as illustrated in Fig. 2.18 where cleavage fracture is 

initiated from ductile voids. 

 

Figure 2.18 Cleavage fracture observed in a notched specimen of A 508 steel tested at −150℃ [150]. Cleavage is initiated 

from ductile dimples containing MnS inclusions. 

 

Figure 2.19 The evaluation of the probabilities to initiate cleavage fracture of  10% and 90% after some ductile crack growth 

at different temperatures based on the experimental J–R curve of pressure vessel steel (A 508) [150]. 

There is one simple approach to predict cleavage fracture after some ductile crack extension 

on the basis of the experimental J–R curve or 𝐽 𝜎0⁄ − 𝑅 curve to account for the temperature 

dependence. The probability to the failure for various stationary crack lengths can be calculated 
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by using the Beremin theory [103]. This simple approach is easy to apply using a post 

processing routine, which has been adopted for the theoretical failure prediction in A 508 RPV 

steel [152], see Fig. 2.19. However, this simplified approach involves strong limitations since 

it does not account for the changes in the stress field ahead of a propagating crack, and does 

not account for a possible change in the nature of cleavage initiating sites during crack 

propagation [150].  

Xia and shih [151, 153, 154] have numerically simulated the ductile fracture by using GTN 

model and pointed out that the maximum tensile stress, e.g., 𝜎22, ahead of a growing crack 

increases with crack extension. This elevation of the tensile stress ahead of the propagating 

crack tip can thus increase the probability of cleavage fracture. However, the stress elevation 

during crack growth is less pronounced in specimen geometry in which the constraint effect is 

less dependent on crack length, such as tensile bars with one single edge crack, as shown by 

Xia and Cheng [109]. The effect of a growing crack on stress profiles has also been further 

studied by Dodds et al. [155] and Tanguy et al. [156]. These studies suggest that the DBT 

behavior is strongly dependent on the specimen geometry. In addition, the softening effect 

brought by the ductile damage law on the reduction of local stress, i.e., GTN model, and its 

influence on the calculation of the Weibull stress have been quantified by Busso et al. [157]. 

 

Figure 2.20 Schematic illustration of the change of plastic zones ahead of a propagating crack [150]. 

It has been mentioned that the volume of material sampled for cleavage initiation during ductile 

crack propagation increases with crack extension, see Fig. 2.20. The plastic zone ahead of the 

crack as shown in zone A, experienced severe stress and strain fields without triggering 

cleavage fracture, will increase to a zone C as a result of the ductile crack extension, where 

elevated stresses involve the creation of new cleavage initiation sites. In this zone both the 

stress elevation as discussed above and the increasing probability to contain more microdefects, 

which were not sampled during the earlier crack extension, can favor the cleavage initiation. 

When calculate the probability to failure, the volume of material hatched in Fig. 2-20 must be 
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considered [105, 158, 159]. Thus, Wallin [105, 159] has proposed a simplified expression for 

the ductile crack growth correction which can be used without knowing the J−R curve: 

√𝑙𝑛 (
1

1 − 𝑃𝑅
)

4

=
𝐾𝑖

𝐾0
(1 +

2∆𝑎𝜎𝑐
2

𝐾𝑖
2𝛽

)                         (2 − 34) 

where 𝐾𝑖  is the initial value of the stress intensity factor at ductile crack initiation, 𝐾0 is a 

normalizing value for the stress intensity factor, 𝜎𝑐  is the cleavage stress, 𝛽 ≅ 𝑥 (𝐾𝑖 𝜎𝑐⁄ )2⁄  

defines the cleavage fracture process zone size. However, this prediction can be usually 

achieved in a numerical way. 

Modelling of the DBT of steel has aroused great interest in the past decades. Ductile damage 

models (e.g., GTN, Rousselier) combined with RKR criterion model [101] or local approach 

(e.g. Beremen model) have been widely applied to model the DBT of steel under quasi-static 

load [160, 161] or dynamic loading [162-167]. Cohesive zone method (CZM) has also been 

used to model the DBT independently (the so-called unified cohesive zone approach [168]) or 

together with a  Non-local Gurson model [169], in which cleavage occurs when the maximum 

principle stress exceeds the cohesive strength. Although ductile fracture model combined with 

RKR model or local approach has been widely applied to predict the DBT of steel, it is basically 

a post-processing solution to evaluate the occurrence of cleavage after stress field ahead of 

crack tip obtained from the constitutive equation of ductile model. The competition between 

two failure mechanisms (characterized by the two different failure criteria, e.g., 𝑓𝑐  for ductile 

damage and fracture stress 𝜎𝑓 or Weibull stress 𝜎𝑤 for cleavage fracture), and the interaction 

between two failure modes in the transition region are not involved indeed. Furthermore, the 

fracture in the transition region occurs on two independent scales of microstructure size, ductile 

fracture related to the spacing of the dominant voids initiated from particles, while the brittle 

fracture related to the grain or cleavage facet size. It is difficult to handle two fracture modes 

with only one mesh size using the finite element method. Although attempts have been 

conducted to overcome this problem by using non-local approaches [160, 161, 169], it is still 

a challenge to represent the competition between two failure mechanisms and the interaction 

between two failure modes in the transition region. However, one approach coupled cellular 

automata (CA) and finite element (FE), so-called CAFE method, provides a practical solution 

to solve these two challenges simultaneously [170]. In addition, the statistical feature of 

microstructure of material can also be represented in this method, e.g. initial void distribution, 

grain size distribution, misoriention of grain boundaries etc., such that the scatter of toughness 



 
 

32 
 

in the transition region can be captured. The principle and implementation of CAFE method 

have been thoroughly described in the ref. [170-175].  

 

Figure 2.21 Prediction of DBT of Charpy test on a A508 steel [167]: (a) with a constant 𝜎𝑢, (b) with a temperature-

dependent 𝜎𝑢. 

As reported by Rossoll et al. [165], Tanguy et al. [167] and Shterenlikht et al. [170], only 

temperature-dependent flow stress is not enough to predict the transition behavior of materials. 

Many efforts have been made to describe temperature dependence of fracture toughness in the 

DBT transition region. A global approach, the so-called Master curve method has been adopted 

in ASTM E1921 [176], in which the variation of fracture toughness with temperature in DBT 

region can be described with a reference temperature 𝑇0. A temperature-dependent 𝜎𝑢 has been 

utilized by Tanguy et al. [167] for the simulation of the DBT Charpy impact test on a A508 

steel when using Rousselier model [78] combined with Beremin model [103]. The numerical 

simulation results agree well with the experimental results, see Fig. 2.21. The temperature 

dependent 𝜎𝑢 of Beremin model [103] has been greatly studied in the past years on the fracture 

in transition region by Petti et al. [115], Wasiluk et al. [177], Cao et al. [178] and Qian et al. 

[179]. Gao et al. [180] has found that 𝜎𝑢 increased with temperature reflecting the combined 

effects of temperature on material flow properties and toughness. Moattari et al. [181] 

accurately predicted the fracture toughness in DBT transition region by introducing a 

temperature-dependent 𝜎𝑢  described with a summation of athermal and thermally activated 

stress contribution. Moreover, a temperature dependent misorientation of grain boundary 

proposed by Shterenlikht et al. [170] has been implemented into the CAFE method to model 

the DBT of Charpy test of TMCR steel. It has to be noticed that either the temperature 

dependent 𝜎𝑢 or misorientation proposed in the literature is just a phenomenological parameter 

for DBT modelling. Therefore, exploring a physically-based variable to disclose the nature of 

temperature dependent fracture toughness in the transition region is not only significant but 
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also necessary. In our work of paper 2, a second temperature dependent variable, e.g., effective 

surface energy, to characterize the temperature dependent fracture toughness in the transition 

region of a TMCR steel, has been explored. The DBT of Charpy test has been successfully 

predicted comparing to experimental results by using CAFE method implemented with such a 

temperature dependent surface energy [94].  

2.4 Residual stress 

Residual stresses are those stresses which retained within a body when no external forces are 

acting [12], and are stationary and at equilibrium with their surroundings [182]. Residual 

stresses are caused by incompatible internal permanent strains induced by inelastic deformation, 

temperature gradients, or phase transformations during manufacturing and processing of the 

components. For example, residual stresses generated in the welding process, a common 

practice of the assembly of components in the industry, are always at a remarkable level, whose 

effect would exist in the whole life-cycle of the structure. Thus, the role of residual stresses on 

failure of materials or structures becomes an important issue, for instance, for plastic collapse, 

fracture, fatigue, creep, stress corrosion, assessment of structural integrity etc. Before the 

assessment of the influence of residual stresses on failure of structure, a quantitative 

measurement on the residual stresses is necessary. During the past years many different 

methods for the measurement of residual stresses in different types of components have been 

developed. They can be classified as either mechanical method or non-destructive method 

[183]. The mechanical methods rely on the measurement of deformations due to the release of 

residual stresses upon removal of material from the specimen, such as sectioning, contour, 

hole-drilling, ring-core and deep-hole etc. Non-destructive methods are techniques usually 

measuring some parameter related to the stress, which include X-ray or neutron diffraction, 

ultrasonic methods and magnetic methods. In this section, it is emphasized on the effect of 

residual stresses on the fracture behavior of materials or structures. After that, the residual 

stresses involving with the material inhomogeneity, e.g., mismatch of thermal expansion, will 

be introduced shortly. 

2.4.1 The influence of residual stresses on fracture 

Numerical approach is an effective method and usually applied to study the influence of 

residual stress on fracture. To study and understand the effect of residual stresses on fracture 

behavior, it is necessary to introduce well characterized and reproducible residual stresses 

firstly. There are generally three approaches to introduce the residual stresses into the 
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numerical model: (i) reconstructing the residual stresses field measured from a component in 

the numerical model by using SIGINI subroutine implemented in Abaqus [184, 185]; (ii) 

eigenstrain approach [13, 185-187], where eigenstrain (𝜀∗) is a non-uniform inelastic strain 

which  causes  elastic  strains  and  hence  stresses. If the residual stresses are known throughout 

the whole component, then 𝜀∗  can be determined from the relation directly, e.g., 𝜀∗ =

−𝐶𝑖𝑗𝑘𝑙
−1 𝜎𝑘𝑙

𝑟𝑒𝑠 , where C is the elastic constants tensor and 𝜎𝑟𝑒𝑠are the measured residual stresses. 

The eigenstrain method is schematically shown in Fig. 2.22; (iii) numerically reproducing the 

residual stresses generated in the laboratory fracture specimens, e.g., the local out-of-plane 

compression (LOPC) on a CT specimen by Mohmoudi et al. [188] and Coules et al.[189] , in-

plane compression on a SEN(B) specimen by Mirzaee-Sisan et al. [190], and bending and 

unloading of the specimen by Yazdani Nezhad and O'Dowd [191] etc. 

 

Figure 2.22 illustration of the concept of eigenstrain method [13]. 

Several aspects regarding the influence of residual stresses on fracture have been investigated, 

e.g., effect of residual stress on crack driving force [192-194], crack tip constraint [28, 195, 

196], ductile fracture [188, 189, 196-200], brittle fracture [190, 196, 201-203], hydrogen 

embrittlement [204, 205] etc. Panontin and Hill [196] have predicted the brittle and ductile 

fracture initiation by micromechanical models and showed that the effect of residual stress on 

the ductile fracture initiation toughness is negligible. Sherry et al. [200] have demonstrated that 

a high strength low toughness aluminum alloy AL2024-T351 showed a marked reduction in 

initiation and tearing toughness for specimens containing a mechanically induced residual 

stress field. Mahmoudi et al. [188] have reported that the ductile tearing resistance of A12024 

alloys decreases when tensile residual stresses are presented. Coules et al.[189] have also found 

that the crack resistance curve of aluminum alloy 7475-T7351 obviously decreases when the 

residual stresses are introduced, see Fig. 2.23. However, the experiments performed by 

Mirzaee-Sisan et al. [198] on the AISI Type 361H stainless steel indicates a negligible impact 

on ductile tearing toughness at load ratio 𝐿𝑟 close to 1, i.e. close to the plastic collapse of the 

specimen. To date, the fundamental understanding of the effect of the residual stresses on 
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ductile fracture resistance remains a challenge. The cleavage fracture toughness exhibits 

sensitivity to the local stress and deformation fields due to its highly localized character of the 

failure mechanism [206]. Understanding how residual stresses influence the cleavage fracture 

behavior becomes more and more important when high strength steels are increasingly utilized 

in structural engineering. Experimental work undertaken by Mirzaee-Sisan et al. [190] has 

indicated an apparent reduction in mean cleavage fracture toughness of an A553-B ferritic steel 

of 50% from conventional fracture toughness data. Panontin and Hill [196] have adopted the 

RKR model  [101] to predict the effect of residual stresses on brittle fracture initiation and 

found that the constraint generated by the residual stress decreases the initiation toughness of 

brittle fracture. 

The transition of fracture from ductile to brittle, so-called DBT, is a crucial phenomenon of 

structural materials, e.g., steel, which has been aroused great concerns in engineering practice. 

However, few work has been performed to study the effect of residual stresses on the DBT so 

far. Satoh et al. [207] showed that the hot straining embrittlement of material as well as residual 

stresses due to welding elevates brittle fracture initiation temperature in comparison with the 

base metal. The residual stresses on DBT of a welded TMCR steel has been numerically studied 

by using CAFE method by the author in paper 3, in which the transition curve can be 

dramatically changed by the residual stress. 

 

Figure 2.23 the influence of residual stresses on the crack resistance curve [189]. 

2.4.2 Inhomogeneity of materials 

In a 2D body containing a crack and sharp interface (perpendicular to the crack propagation), 

when the material properties exhibit a jump at the interface, the configuration forces at the 

interface could induce a contribution to the crack driving force [208], see Fig. 2.24. This 

contribution, namely additional driving force, induced by the material heterogeneity can be 

described with a material inhomogeneity term [209, 210], e.g., 𝐶𝑖𝑛ℎ. Then, the effective crack-
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driving force at crack tip, represented by the J-integral around the crack tip, 𝐽𝑡𝑖𝑝 , is depicted by 

the sum of the far-field J-integral, 𝐽𝑓𝑎𝑟, and the material inhomogeneity term [209, 210]: 

𝐽𝑡𝑖𝑝 = 𝐽𝑓𝑎𝑟 + 𝐶𝑖𝑛ℎ                                                                (2 − 35) 

𝐶𝑖𝑛ℎ = −𝑒 ∙ ∫ ([[𝜙]]𝐼 − [[𝐹𝑇]] ∙ 〈𝑆〉)𝑛𝑑𝑙
Σ

                  (2 − 36) 

where 𝜙  is the strain energy density, 𝐼  is the identity tensor, 𝐹𝑇  is the transpose of the 

deformation gradient, 𝑆 is the 1st Piola–Kirchhoff stress, the vector 𝑛 is the unit normal to the 

interface Σ, 𝑒 is the unit vector in the direction of crack growth. In this regard, a shielding/anti-

shielding effect can be brought onto the crack, which depends on the magnitude of 𝐶𝑖𝑛ℎ, in a 

negative or positive manner. 

 

Figure 2.24 A two-dimensional bimaterial body containing a crack and a sharp interface [208]. 

The effect of material inhomogeneities has been explored for linear-elastic and elastic-plastic 

bimaterial with sharp and graded interfaces [209-211]. The mismatch in elastic modulus, yield 

stress and strain hardening exponent at the interface have been investigated [209-212]. Residual 

stresses are inherently found in materials or structures with a mismatch of CTE when cooling 

from an elevated temperature, for example welded joints, composite, structure with coatings 

etc. Like the mismatch of material properties, e.g., elastic modulus, yield stress, strain 

hardening, the variation of CTE is also an origin of the heterogeneity of graded materials or 

layered structures. The pronounced anti-shielding effect or shielding effect resulted by residual 

stresses on crack in the bimaterial with mismatch of CTE has also been investigated [213-215]. 

Inspired by these studies on the effect of material inhomogeneity on crack, the influence of 

residual stresses on DBT of welded TMCR steel is investigated in paper 3 based on two 

configurations of crack pertaining to the interface of bimaterial with the mismatch of CTE. 
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2.5 The effective surface energy 

The Griffith criterion, 𝐺𝑐 = 2𝛾𝑠, has been broadly applied to study brittle fracture, where 𝐺𝑐  is 

the critical strain energy release rate and 𝛾𝑠 is the surface energy. To account for the work of  

plastic deformation in the vicinity of crack tip in the advance of brittle fracture, Irwin [216] 

and Orowan [217] independently modified the Griffith theory, accordingly the modified 

Griffith criterion of cleavage can be written as  𝐺𝑐 = 2(𝛾𝑠 + 𝛾𝑝) , in which a material’s 

resistance to crack extension is determined by the sum of 𝛾𝑠 and the plastic work 𝛾𝑝 (both per 

unit crack surface area). However, how to quantitatively estimate plastic work 𝛾𝑝  during 

fracture of material is a challenge. McMahon and Vitek [218] and Jokl et al. [219] derived an 

exponential dependence of 𝛾𝑝 on 𝛾𝑠 so that a relatively small change in 𝛾𝑠 may lead to a large 

change in 𝛾𝑝. Wallin et al. [104] proposed a simple equation to calculate plastic work related 

to temperature and the Peierls-Nabarro force. Since the modified Griffith theory can also be 

written as 𝐺𝑐 = 2𝛾𝑒𝑓𝑓  (𝛾𝑒𝑓𝑓  is the effective surface energy), the estimation of the 𝛾𝑒𝑓𝑓  can be 

an alternative solution for evaluation of plastic work during fracture. In terms of modified 

Griffith theory,  the measured the fracture stress of specimen tested at various temperature has 

been converted to the effective surface energy by Linaza et al. [95] and San Martin et al. [96]. 

However, the measured 𝛾𝑒𝑓𝑓is apparently geometry dependent and cannot be generally applied 

in practice. An explicit function for the estimation of effective surface energy of LiF single-

crystal was derived by Burns et al. [220] based on the dynamic fracture in a double cantilever 

specimen, which depends on the temperature, geometry, crack speed, dislocation density at 

crack tip etc. However, since it cannot explicitly predict the dislocation multiplication in the 

process of cleavage fracture, real-time measurement on dislocation density at propagating 

crack tip is necessary when using such law. Consequently, it is still a challenge to theoretically 

estimate the effective surface energy to assess the cleavage fracture.  
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Charpter 3 Modelling approaches 

 

 

 

 

 

 

 

 

 

3.1 Continuum model for the studying of BDT of single-crystal iron 

A dislocation mobility based theory for the prediction of BDT of single-crystal metals has been 

presented in the section 2.3.1. Many studies on BDT of single-crystal metals have been carried 

out through a numerical solution based on the similar theory presented in section 2.3.1 [128, 

143, 148]. On the other hand, it can be inferred from section 2.3.1 that the shielding effect of 

dislocation dynamics on crack tip stress field is equivalent to that of rate-dependent plasticity 

in a finite region around the crack tip due to dislocation emission and motion. In this manner, 

the shielding effect of dislocation mobility on crack tip and the local stress intensity factor at 

crack tip can be resolved with a continuum method, which will be an alternative solution to 

replace the numerical solution.  

To this end, a modified boundary layer (MBL) model is adopted, in which the crack-tip region 

consists of an elastic zone surrounding the crack tip and an elastic-viscoplastic material outside 

of the elastic zone. The applied K with a constant loading rate �̇� is implemented in this model 

through the nodal displacement on the outer boundary layer. The model used here was 

developed by Nitzsche et al. [149] to investigate the sharp BDT of single-crystal silicon, which 

was also adopted by Hartmaier et al. [133] to study the BDT of single-crystal Tunston. The 

configuration of this model is inspired by the concept proposed by Suo et al. [221], which states 

the fracture process can be divided into two elements in the transition region, atomic 

decohesion and background dislocation motion. The crack tip elastic zone is a dislocation free 

zone at a length scale (comparable to dislocation spacing) so that atomic decohesion dominates 

the fracture process. In order to describe the dislocation motion, two assumptions are made: 
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the material is assumed to be isotropic even though single-crystals are usually anisotropic. The 

rate-dependent plastic deformation is only a result of dislocation motion.  

To describe the plasticity generated by dislocation motion, according to Orowan law, the shear 

strain rate, �̇�𝑝, can be written  

�̇�𝑝 = 𝛽𝜌𝐷𝑏𝑣                                                                        (3 − 1) 

where 𝛽 is a proportionality constant; 𝜌𝐷  is the dislocation density. The resolved shear stress 𝜏 

in Eq. (2-31) and plastic shear strain rate �̇�𝑝 in Eq. (3-1) can be replaced by the von Mises 

equivalent stress 𝜎𝑀𝑖𝑠 and the equivalent plastic strain rate 𝜀̇𝑝 since the isotropic material has 

no preferred slip plane. Therefore, insert the dislocation velocity according to Eq. (2-31) into 

Eq. (3-1), the viscoplastic response of the material can then be described as 

𝜀̇ = 𝜀0̇ exp (−
𝑄

𝑘𝐵Θ
) (

𝜎𝑀𝑖𝑠

𝜎0
)

𝑚

                                         (3 − 2) 

where 𝜀̇ is equivalent plastic strain rate; 𝜀0̇ is a reference strain rate, which incorporates the 

𝑣0, 𝛽, 𝜌𝐷  and 𝑏, e.g. 𝜀0̇ = 𝑣0𝛽𝜌𝐷𝑏; 𝜎0 is a normalization stress.  

Since the shielding effect of dislocation mobility is localized in a finite region around crack tip, 

only the elastic zone and viscoplasctic zone near crack tip have been incorporated in this 

continuum model. For a semi-infinite crack the long range stress field in this model is still 

dominated at infinity by the K-field, because viscoplastic zone is restricted to a finite distances 

from the crack, i.e., small scale yielding approximation. Consistency simulation results have 

been achieved from the investigation of BDT of single-crystal Tungsten by such a continuum 

elastic-vicoplastic model and discrete dislocation dynamics method by Hartmaier et al.[133]. 

Although such a continuum model has a certain of limitation that is the dislocation motion in 

various slip systems is not considered since the isotropic material is assumed,  it still can be 

used to qualitatively study how BDT is affected by the parameters, for instance, temperature, 

loading rate and constraint effect etc.  

Only upper-half of the model is illustrated in Fig. 3.1 due to symmetry. The radius of model 

(R) is 20 times larger than the crack tip elastic zone size 𝑟𝑒𝑙, which is assumed to be a circle 

around the crack tip with a radius of 1µm. A crack with an initial radius of 1.15 × 10−4𝑅 is 

located in the center of model. Abaqus 6.14 is employed, and 4-node and plane strain elements 

(CPE4) are used in all simulation. The meshes are refined in the elastic region where the size 

of smallest elements is 10 nm. Following the work of Williams, the first two terms in the 

expansion of linear elastic crack-tip stress field can be written as [222]  

𝜎𝑖𝑗 =
𝐾𝐼

√2𝜋𝑟
𝑓𝑖𝑗(𝜃) + 𝑇𝛿1𝑖𝛿1𝑗                                                      (3 − 3) 
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where 𝑓𝑖𝑗(𝜃) are dimensionless functions of 𝜃, 𝑇 is regarded as a stress parallel to the crack 

flanks. Larsson and Carlsson [223] have demonstrated that the second term in the series has a 

significant effect on the shape and size of the plastic zone which develops at the crack tip. 

Therefore, 𝑇-stress has been widely used to describe the crack tip stress field in real flawed 

structures. A linear elastic 𝐾𝐼 field is applied to the outer boundary of the model with nodal 

displacements controlled by the elastic asymptotic stress field of a crack  

𝑢(𝑟, 𝜃) = 𝐾𝐼

(1 + 𝜈)

𝐸
√

𝑟

2𝜋
 𝑐𝑜𝑠 (

𝜃

2
) (3 − 4𝜈 − 𝑐𝑜𝑠𝜃) + 𝑇

1 − 𝜈2

𝐸
𝑟𝑐𝑜𝑠𝜃          (3 − 4𝑎) 

𝑣(𝑟, 𝜃) = 𝐾𝐼

(1 + 𝜈)

𝐸
√

𝑟

2𝜋
 𝑠𝑖𝑛 (

𝜃

2
) (3 − 4𝜈 − 𝑐𝑜𝑠𝜃) − 𝑇

𝜈(1 + 𝜈)

𝐸
𝑟𝑠𝑖𝑛𝜃       (3 − 4𝑏) 

where 𝐾𝐼  is applied mode 𝐼 stress intensity factor; 𝐸 is Young’s modulus, 𝑟 and 𝜃 are polar 

coordinates centered at the crack tip. In the present study, only a stationary crack is investigated.  

For a sharp crack tip, cleavage fracture is assumed to occur when the crack tip stress intensity 

factor reaches the critical value of material, i.e. 𝐾Ι
𝑡 = 𝐾Ι𝐶 . According to the Griffith criterion, 

𝐾Ι𝐶  depends only on the material’s surface energy 𝛾𝑠. The crack tip stress intensity factor is 

calculated from the J-integral through,  

𝐾𝐼
𝑡 = √𝐸𝐽 (1 − 𝜈2)⁄                                                             (3 − 5) 

 

Figure 3.1 MBL model to describe BDT dominated by dislocation motion with a rate-dependent plasticity. The viscoplastic 

zone is white, the elastic zone dark gray [98]. 

3.2 The estimation of effective surface energy 

Due to the shielding effect of plastic deformation on the crack tip stress field, the local stress 

intensity factor 𝐾𝐼
𝑡  at crack tip is always lower than the applied stress intensity factor 𝐾𝐼

𝑎 , 

particularly at higher temperature. The applied stress intensity factor 𝐾Ι
𝑎  at the moment of 

failure, e.g. 𝐾Ι
𝑡 = 𝐾Ι𝐶  is regarded as the fracture toughness of material. Since the modified 

Griffith theory can be expressed as 𝐺𝑐 =  2𝛾𝑒𝑓𝑓 , where 𝛾𝑒𝑓𝑓 = 𝛾𝑠 + 𝛾𝑝 , then the effective 

surface energy used for the description of cleavage fracture can be calculated by 
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𝛾𝑒𝑓𝑓 =
(1 − 𝜈2)

2𝐸
𝐾2                                                      (3 − 6) 

where 𝐾 is the applied stress intensity factor, e.g., 𝐾𝐼
𝑎, see Fig. 3.1 in section 3.1. Therefore, 

once the fracture toughness 𝐾𝐼
𝑎 at the occurrence of cleavage is obtained in section 3-1, the 

effective surface energy 𝛾𝑒𝑓𝑓  can be estimated by the Eq. (3-6). 

It has to be noticed that the Eq. (3-6) to calculate the effective surface energy is only applicable 

for the single-crystal metals, e.g., iron. It is known that DBT normally occurs in body centered 

cubic (BCC) metals, e.g., single-crystal iron, Fe alloys and steel, due to the thermal-activated 

dislocation emission and motion [125]. The difference between single-crystal iron and steel is 

the presence of impurities (e.g., particles), grain boundary and preexisting dislocations in the 

latter, which affect the dislocation behavior, for instance, nucleation, motion, multiplication 

etc. If their effect on the fracture of the latter can be described by the change of dislocation 

density near crack tip comparing with that of former, see Eq. (3-1), the model developed for 

single-crystal iron is possible to be applied to the steel according to the theory of the shielding 

effect of dislocation mobility on crack tip. To do this, several assumptions have to be made. 

Firstly, a micro-crack is assumed to be initiated within a grain boundary particle, e.g., carbide 

or inclusion, at a position 𝑥𝑐 ahead of the notch/crack tip where the local tensile stress equals 

to the maximum principal stress, see Fig. 3.2(a). Then, the nucleated micro-crack will penetrate 

the interface between particle and matrix once that local tensile stress at the interface exceeds 

the fracture stress. Secondly, we postulate that the penetration of the micro-crack into the 

interface leads to the final unstable cleavage fracture, namely the crack resistance of grain 

boundary is not taken into account. Further, it is assumed that the crack penetration from 

particle into matrix is dominated by a local K-field.  

               

Figure 3.2 the continuum model [94]: (a) the schematic illustration of the micro-crack initiation and propagation across the 

interface and grain boundary, c is the particle diameter, and d is grain size; (b) MBL model to calculate the effective surface 

energy for cleavage extension across the interface between particle and matrix. c is particle size. 
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The elastic zone (dislocation free zone) in the continuum model for single-crystal material [98] 

is replaced with an elastic particle, and the viscoplasitic material outside the elastic region is 

defined as the ferrite, e.g., a time-dependent plastic matrix. Thus, a new continuum model can 

be adopted to estimate the fracture toughness of steel in the transition region, see Fig. 3.2 (b), 

where only the upper-half of model is presented due to symmetry. Similar with the single-

crystal iron, the fracture toughness 𝐾𝐼
𝑎 in the transition region of steel can be predicted with 

the continuum method introduced in section 3.1 and the model illustrated in Fig. 3.2. 

Accordingly, the effective surface energy for the cleavage of steel can be calculated in terms 

of the Eq. (3-6).   

3.3 Identification of parameters for the continuum approach 

For the prediction of BDT and the estimation of effective surface energy of either single-crystal 

iron or steel, the parameters utilized in the continuum approach have to be identified based on 

the experimental results in the literature. 

3.3.1 single-crystal iron 

Through experiments on single-crystal metals, a relation between loading rate �̇� and  Θ𝑐 has 

been found [130] 

𝑙𝑛�̇� = − 𝐸𝑎 𝑘𝐵Θ𝑐⁄ + 𝑐𝑜𝑛𝑠𝑡.                                                 (3 − 7) 

where 𝐸𝑎  is the activation energy for the BDT, which has been found to be equal to the 

activation energy 𝑄 for dislocation velocity. For the BDT of single-crystal metals, there is 

always a critical transition temperature Θ𝑐, at or beyond which failure mode becomes ductile 

fracture. This means that crack tip stress intensity factor, e.g., 𝐾𝐼
𝑡, will never exceed 𝐾𝐼𝐶  when 

temperature is higher than the critical temperature Θ𝑐. The BDT occurs at this circumstance 

and the temperature is called critical BDT temperature, and the method to determine the Θ𝑐 has 

been introduced in the paper 1. 

Tanaka et al. [135] have performed 4-point bend tests to measure the BDT temperature of 

single-crystal iron, in which different outer-fiber strain rates have been applied in their tests. 

The outer-fiber strain rate can be calculated by [224] 

𝜀�̇� =
4𝐵

𝑆1
2 �̇�                                                                                (3 − 8) 

where 𝜀�̇�  is the outer-fiber strain rate and �̇�  is the cross head speed, 𝐵  is the thickness of 

specimen and 𝑆1  is the outer span of specimen. For a 4-point bend test, the applied stress 

intensity factor can be calculated by using the following equation [225],  
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𝐾𝐼 =
3𝐹(𝑆1 − 𝑆2)

2𝐵𝑊2 √𝑎𝑌                                                        (3 − 9) 

where 𝑌 =
1.1215√𝜋

(1−𝑎/𝑊)3/2 [
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+
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𝑎

𝑊−𝑎
)] , 𝐹  is 

loading force, 𝑆2  is inner span, 𝑊  is width of specimen and 𝑎  is notch depth. Three-

dimensional modelling of the four-point bend tests of single-crystal iron have been carried out 

in present work, in which the cross head speed applied for modelling is converted from outer-

fiber strain rates utilized by Tanaka et al. [135] according to Eq. (3-8) and only a stationary 

crack is studied. The Young’s modulus 𝐸 and poison’s ratio 𝜈 of iron are 206GPa and 0.29 

respectively [135]. Then, the rates of stress intensity factor applied on the four-point bend 

specimen can be calculated by Eq. (3-9). The outer-fiber strain rates and corresponding applied 

rates of stress intensity factor are listed in table 3.1. To obtain the BDT temperatures for each 

loading rate in Table 3-1, several groups of parameters have been tried. By doing this, one 

group of parameters is chosen, which are 𝑟𝑒𝑙 = 1𝜇𝑚, 𝜀0̇ = 13044𝑠−1, 𝑚 = 3.5, 𝜎0 = 1MPa 

and  𝑄 = 0.33𝑒𝑣. The computed BDT temperatures under different loading rates has been 

compared with experimental results by Tanaka et al. [135] in Fig. 3.3. It is shown that the 

computational results of single-crystal iron agree well with experimental results, which 

indicates that this group of parameters employed is reliable. Therefore, the verified parameters 

will be adopted in the prediction of BDT and the estimation of the 𝛾𝑒𝑓𝑓  of single-crystal iron.  

Table 3.1 The calculated applied rates of stress intensity factor from the outer-fiber strain rates of the four point bend tests for 

single-crystal iron [135]. 

�̇�, 𝒔−𝟏 �̇�𝑰
𝒂, MPam0.5𝒔−𝟏 

4.46e-5 0.2579 

4.46e-4 2.579 

4.46e-3 25.79 
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Figure 3.3 comparison of computed and experimental critical BDT temperature of single-crystal iron [98]. The parameters 

in the model are rel = 1μm, ε̇0 = 13044s−1, m = 3.5, σ0 = 1MPa, Q = 0.33ev. 



 
 

45 
 

3.3.2 TMCR steel 

It is found that the variation of activation energy of BDT among single-crystal iron, poly-crystal 

iron and Fe-alloys is relatively minor [226, 227], e.g., in the range of 0.2-0.5. This implies that 

the minor difference between parameters calibrated from the activation energies of BDT of 

different steels can be expected. In addition, there are still some resemblances between low 

carbon steel studied by Tanaka et al. [227] and the TMCR steel investigated in the present work, 

e.g., the ferritic type of microstructure and controlled-rolling process of production. Since the 

absence of the test results of activation energy of BDT of the TMCR steel, the activation energy 

of a low carbon steel experimentally obtained by Tanaka et al. [227] is utilized to approximately 

identify the parameters for the calculation of the effective surface energy of the TMCR steel. 

In order to explore a solution to estimate the effective surface energy in transition region, the 

gap between two materials, e.g., low carbon steel and the TMCR steel can be ignored.  

The critical transition temperature, e.g., Θ𝑐, of low-carbon steel has been measured by Tanka 

et al. [227] via 4-point bend test, in which specimens have the identical geometry with these 

used for measuring the Θ𝑐  of the single-crystal iron. Because of this, the procedure of the 

identification of parameters used in the continuum method for the low carbon steel is similar 

with that for single-crystal iron introduced in section 3.3.1. The Young’s modulus 𝐸 and 

poison’s ratio 𝜈 of steel are 206 GPa and 0.29 respectively. The outer-fiber strain rates and 

calculated loading rate, e.g., the applied rates of stress intensity factor, are listed in table 3.2.  

Table 3.2 The outer-fiber strain rates of the four point bend tests on fully annealed low carbon steel [225] and the calculated 

applied rates of stress intensity factor. 

�̇�, 𝒔−𝟏 �̇�𝑰
𝒂, MPam0.5𝒔−𝟏 

4.46e-5 0.2579 

4.46e-4 2.579 

4.46e-3 25.79 

The critical DBT temperature under a specific loading rate can be predicted by using the 

continuum approach introduced in section 3.1. Different particle size of the model is also 

studied. To obtain the critical DBT temperatures under the loading rates listed in table 3.2, for 

each particle size, several groups of parameters have been tried following the method 

introduced in section 3.3.1. By doing this, groups of parameters are optimized for each elastic 

zone size, which are listed in the Table 3.3. The computed BDT transition temperatures under 

different loading rates are compared with experimental results by Tanaka et al. [227] in Fig. 

3.4. It is shown that the computational results of low carbon steel agree well with experimental 
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results, which indicates that the group of parameters for each elastic zone size is reliable. 

Meanwhile, the influence of the elastic zone size on the fracture toughness in the transition 

region is also studied under the loading rate 10 MPam0.5s-1. The applied stress intensity factor 

𝐾𝐼
𝑎 normalized with the critical stress intensity factor 𝐾𝐼𝐶  vs. temperature are plotted in the Fig. 

3.5 for each elastic zone size. Here, 𝐾𝐼𝐶 = 1.77𝑀𝑃𝑎𝑚0.5 is calculated from the widely used 

effective surface energy for cleavage of steel, e.g., 7 𝐽 𝑚2⁄ , tested by Bowen et al. [97] 

according to Griffith theory. The identified Parameters for different elastic zone sizes (listed in 

the Table 3.3) are employed to achieve an identical DBT temperature, e.g., Θ𝑐. It is shown in 

Fig. 3.5 that the minor difference among the fracture toughness is presented in the whole 

temperature range. Recall the Eq. (2-31), (3-1) and (3-2), when activation energy 𝑄  is 

determined, either the shielding effect of dislocation dynamics on the crack or corresponding 

DBT behavior can be predicted with parameters, such as Θ, 𝜀0̇ and 𝑚 for the different elastic 

zone size. At a specific Θ and under the same stress level, the similar DBT behavior can be 

always can be always achieved with the combination of 𝜀0̇ and 𝑚 no matter how large particle 

size. It can be concluded that the predicted DBT of low carbon steel by using the continuum 

model is elastic zone size independent. In the following simulations, the parameters verified 

for particle size, c=2 𝜇𝑚 will be adopted.  

Table 3.3 Parameters for different elastic zone size. 

c/2(𝜇𝑚) 𝜀0̇(𝑠−1) 𝑄(𝑒𝑣) 𝑚 𝜎0 

0.25 29934.39 0.236 1.45 1.0 

0.50 11307.01 0.236 1.70 1.0 

1.0 3898.48 0.236 2.00 1.0 

2.0 1717.67 0.236 2.30 1.0 

6.5 7.0 7.5 8.0 8.5
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Figure 3.4 comparison of computed and experimental critical DBT temperature of low-carbon steel [94]. 
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Figure 3.5 the DBT curve of steel predicted by the continuum model with different elastic zone size [94]. The loading rate is 

10 MPam0.5s-1. 

 

Figure 3.6 the illustration of the mechanism of CAFE method in which ductile damage and cleavage fracture have been 

coupled through two different CA arrays. Here, ND and NB are the number of ‘dead’ cell of ductile CA arrays and brittle CA 

arrays respectively; Σ is integration indicator; LD and LB are the size of cells in brittle and ductile CA arrays. 

3.4 CAFE method for the prediction of DBT 

The motivation of the CAFE method is to combine the structural and microstructural 

interactions by finite element method [170-172]. The method is divided into two phases: one 

is finite elements to capture the stresses or strains at the structural level, the other is to catch 

the mechanical essentials of the microstructural behavior and its development in a set of CA 

arrays. Fig. 3.6 shows the implementation of the above strategy to deal with the fracture in the 

transition region where both ductile and brittle micro-mechanisms work simultaneously [170]. 

In each material integration point, the microstructure is represented by two CA arrays, where 

the brittle array represents the cleavage behavior while the ductile array processes ductile 

damage. Structural information, for example, stress/strain and damage variable, processed in 

FE level inputs to CA levels, and, the microstructural evolution and the failure are integrated 

and send back to the FEs. To realize the CAFE method in finite element simulation, the explicit 
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dynamic process has been chosen to develop a VUMAT by Shterenlikht et al. [170-172] so that 

crack can propagate along a natural failure path through element removal approach. 

The Rousselier ductile damage model [78] is adopted to describe the constitutive response at 

the integration point. The details of Rousselier model have been introduced in section 2.1.2. In 

ductile CA arrays, cell size 𝐿𝐷 is used to characterize the unit cell size of ductile damage of 

material with a single void, which normally relates to the spacing of inclusions or large carbides 

in steel. According to modified Griffith theory, the critical fracture stress for cleavage can be 

calculated by  

𝜎𝐹 = √
𝜋𝐸𝛾𝑒𝑓𝑓

(1 − 𝜈2)𝑑
                                                            (3 − 10) 

where 𝛾𝑒𝑓𝑓  is effective surface energy for the cleavage fracture; 𝐸 and 𝜈 are Young’s modulus 

and Poisson’s ratio respectively; 𝑑  is grain size. In present work, a temperature dependent 

effective surface energy for cleavage will be applied in the CAFE method to calculate critical 

fracture stress of cleavage. A fraction of brittle cells, 𝜂, in each brittle CA array,  is adopted to 

represent grains with adjacent grain boundary carbides, where micro-crack has already 

nucleated. In brittle CA arrays, the cleavage facet size (𝑑𝐶𝐹𝑆) is applied as the size of cells in 

brittle CA arrays, e.g. 𝐿𝐵, which can be measured through fractographic analysis on the fracture 

surface of specimen [170]. Since the misorientation between grains is naturally the barrier of 

cleavage crack propagation crossing the grain boundary [228], a random orientation is assigned 

to each cell in brittle CA arrays, and a misorientation threshold, e.g., 𝜃𝑡ℎ , is assumed so that 

crack can propagate from one cell to the other.   

The property of CA depends on the state of cells. The state of each cell in next time increment 

is determined by its state and the states of neighboring cells at the previous time increment. 

Once that the cell is failed due to fracture propagation, the state of cell will be changed from 

‘alive’, e.g., initial state, to ‘dead’. Then, the closing neighborhood of ‘dead’ cell will be stress-

concentrated since the ‘dead’ cell lost its load-bearing capacity. A framework [172, 175] has 

described in detail how to locate such a closing neighborhood around the ‘dead’ cell. The local 

concentration factors are utilized to solve this problem, which are 𝐶𝐷 for ductile CA array and 

𝐶𝐵 for brittle CA array. Thus, at the next time increment, the states of concentrated cells (either 

ductile or brittle) are determined by the results of comparison between the product of damage 

variable and concentration factors and failure criteria mentioned above. An integrity indicator, 

Σ, is used to count the ‘dead’ cells of both ductile and brittle CA arrays by which the potential 
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fracture at every current time increment is evaluated. The Σ whose initial value is 1.0, decreases 

continuously with the accumulation of damage until 𝑁𝐷  or 𝑁𝐵  reaches its maximum value 

𝑁𝐷−𝑚𝑎𝑥  or 𝑁𝐵−𝑚𝑎𝑥. At this moment, the Σ turns to be zero, which means material inside the 

integration point is failed and the integration point does not have loading-bearing capacity any 

more. The FE will then be removed from the mesh when the zero Σ is transferred to FE. The  

Σ can be calculated by 

Σ = 1 − max (
𝑁𝐷

𝑁𝐷−𝑚𝑎𝑥
,

𝑁𝐵

𝑁𝐵−𝑚𝑎𝑥
)                                          (3 − 11) 

 

Figure 3.7 flow chart of the CAFE method [94]. Here, σij(ti) and εij(ti) are stress and strain tensors at time ti provided by 

Abaqus solver; and β(ti) is damage variable of cells given by constitutive model to ductile CA array at time ti; σI(ti) is the 

maximum principle stress of each element calculated from σij(ti); dk(ti) is the direction cosines of σI(ti); γD
m(ti) or  γB

m(ti) 

is state of cell m in ductile or brittle CA arrays ti; γD
l (ti+1) or  γB

l (ti+1) is state of cell l where stress concentration occurs 

and failure criterion is satisfied in ductile or brittle cell arrays at time ti+1; ND(ti+1) or NB(ti+1) is numbers of dead cells in 

ductile or brittle CA arrays at time ti+1; Σ(ti+1) is the integrity indicator at time at time ti+1. 

The calculation process of the CAFE method is presented in Fig. 3.7. It has to be mentioned 

that in order to reduce the calculation time, the damage variable 𝛽(𝑡𝑖) is given to the ductile 

CA array instead of the strain increment tensor ∆𝜀𝑖𝑗(𝑡𝑖), and accordingly only the solution 

dependent variable Σ is returned to the FE from CA array. Both ductile and brittle CA arrays 

are used only for the simulation of fracture propagation at each CA scale, while, the constitutive 
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response is calculated at FE level. In addition, for the easy achievement of convergence, in 

ductile CA array a normal distribution of damage value 𝛽𝐹  rather than that of 𝑓0 is adopted. At 

each increment of deformation, the model compares the present damage variable 𝛽 with the 

failure value 𝛽𝐹  until the material failed. Since two CA arrays occupy the same physical space, 

the evaluation of the cells shall be synchronized in both CA arrays. Thus, a mapping rule has 

been introduced in the CAFE method to reflect dead cells in ductile CA array into the 

corresponding brittle CA array, and vice versa [171].  After stress concentration occurred on 

the cell m in either CA arrays, it becomes dead when failure criteria are satisfied. A more 

detailed description about the CAFE method can be found in literature [171].  

 

Figure 3.8 Finite element model of the Charpy test [94]. 

3.5 Simulation of Charpy impact test  

An explicit dynamic process is adopted to model the DBT of Charpy test by using an explicit 

code with CAFE strategy implemented, which has been introduced in section 3.4. The 

geometry of Charpy V-notch specimen is 55mm×10mm×10mm according to the standard 

ASTM E23 16b [229], the notch radius and notch depth are 0.25mm and 2.0mm respectively. 

The striker and anvils size and geometry are also those of the standard ASTM E23 16b [229]. 

The finite element model of Charpy test is shown in Fig. 3.8, in which the full Charpy specimen 

is meshed with 8 nodes and reduced integration elements (C3D8R). Cells are assembled only 

to those elements in a small region in the center of specimen with a mesh size around 1mm, 

so-called damage zone, where damages in a real Charpy specimen is expected. The striker and 

two anvils are modelled as elastic body, and are meshed with C3D8R and C3D6 type of 

elements. The total number of elements in this model is 8250, in which damage zone composes 

of 700 elements. The contact between the Charpy specimen and striker and anvils is modeled 

with a friction coefficient 0.15. The initial velocity of striker is 5.5 m/s. It is noted that to 

improve the accuracy of computation, the mesh size in the damage zone of the numerical model 
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to study the influence of residual stress on the DBT of Charpy tests is reduced to 0.5mm. 

Accordingly, the number elements in damage zone and total number of elements in the model 

are 3560 and 20300 respectively. 
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Figure 3.9 The properties and microstructure of TMCR steel: (a) flow stress and strain curve at different test 

temperatures[171], (b) the microstructure of TMCR steel [170] and (c) the histogram of grain size distribution [170]. 

The initial void volume fraction 𝑓0 is assumed to be 0.0001. The statistical feature of damage 

failure value 𝛽𝐹  conforms to a normal distribution, in which the mean value 𝛽𝐹−𝑚𝑒𝑎𝑛 is 8.0 and 

the standard deviation 𝛽𝐹−𝑠𝑡𝑑  is 1.2. The material constant 𝐷 and 𝜎1 are 1.65 and 400MPa 

respectively. These values of ductile damage variables used in the present work have 

been calibrated with experimental results of pure ductile fracture, for example the upper shelf 

energy (USE) of Charpy test. The flow property of the TMCR steel at different temperature is 

presented in Fig. 3.9 (a). The microstructure of this TMCR steel is presented in the Fig. 3.9 (b), 

which consists mainly of ferrite and some banded pearlites. Based on the measurement of grain 

size of this TMCR steel, the histogram of grain size distribution is obtained as shown in the 

(b) 
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Fig. 3.9 (c), which presents a bimodal distribution. Since these tiny grains will never fracture 

as they have very high fracture strength, the modelling results are not affected by omitting this 

small volume of tiny grains. Hence, an equivalent unimodal three-parameter Weibull 

distribution is applied to characterize the grain size distribution of this material, in which the 

scale, shape and location parameter are 1.223, 5.392 and 0.516 respectively. The effective 

surface energy of TMCR steel estimated by using the continuum approach, which has been 

introduced in the section 3.3.2 is applied to calculate the cleavage fracture stress in terms of 

the Eq. 3-10. The fraction of brittle CA cells that cleavage is nucleated, 𝜂, is assumed to be 

0.01. The misorientation threshold 𝜃𝑡ℎ  is assumed to be 40°. The effective surface energy for 

the fracture stress of cleavage will be calculated in the section 5.  

3.6 Generation of residual stresses  

When cooled down from a high temperature, residual stress can be generated in the materials 

or components where the mismatch of CTE exists. Recall the section 2.4.2, the mismatch of 

CTE is essentially a kind of material inhomogeneity, like the mismatch of hardening, yield 

stress, Young’s modulus etc., which will produce an additional crack driving force according 

to the studies in the literature [209-212]. In principle, the interface, where material is 

inhomogeneous, is inclined to the crack extension with any angle, see Fig. 2.24. This implies 

that the variable configuration of crack and interface formed by the mismatch of CTE in the 

component could produce different residual stresses in the component. In the same time, these 

different residual stresses could also provide variable crack driving force. In present work, two 

extreme configurations, e.g., the interface perpendicular to crack extension (the mostly studied 

in the literature [213-215]), and the interface in parallel to the crack propagation, are designed 

for the common welding practice and subsequent fracture toughness tests, see the illustration 

in Fig. 3.10. In both configurations, the inhomogeneity of material is formed with a mismatch 

of CTE, namely ∆𝐶𝑇𝐸  denoted by (𝛼1 − 𝛼2) , where 𝛼1  and 𝛼2  are also the CTE in two 

different regions in the configurations. It is assumed that the thermal expansion in different 

region is isotropic. In practice, the configuration 1 can be found in a full-thickness testing 

specimen with a pre-crack, cutting from a repair weld [230] or a clad pipe fabricated via 

explosive welding process [231], where the crack vertically propagates across the interface. 

The configuration 2 corresponds to a full-thickness testing specimen with a pre-crack extracted 

from a girth weld or butt weld in a pipeline [232], in which the pre-crack introduced in the weld 

meal extends in parallel to the interface formed by the weld metal and base metal. Here, the 
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difference is sharp crack in a CT type specimen applied in literatures [213-215] substituted 

with a blunt notch in a Chapry specimen in present work. Additionally, the inhomogeneity of 

material due to the mismatch of strength in base metal and weld metal is not considered here. 

Residual stresses in both configurations are generated by using the so-called eigenstrain 

method [13, 233] in a rapid cooling process. The thermal strain, namely, eigenstrain, induced 

by temperature change are given by  

𝜀𝑖𝑗
∗ = 𝛼𝛥𝑇𝛿𝑖𝑗                                                                    (3 − 12) 

where 𝛼 is the CTE, 𝛥𝑇 is the temperature change and 𝛿𝑖𝑗 is the unity tensor. Residual stresses 

are introduced by applying a unit temperature decrease into regions with different CTE within 

the specimen.  

 

Figure 3.10 2D Configurations with crack and interface due to inhomogeneity of thermal expansion in the Charpy specimen: 

(a) interface perpendicular to the crack propagation; (b) interface parallel to the crack extension. Here, d1 and d2 are the 

distance of interface from notch root; l0 is the ligament of Charpy specimen; L is the length of specimen; W is the width of 

specimen. 

3.7 Constraint induced by the residual stress 

O’Dowd and Shih [23, 234] has proposed a J-Q theory to describe the stress field near crack 

tip, which can be expressed by  

𝜎𝑖𝑗 = 𝜎𝑖𝑗
𝐻𝑅𝑅 + Q𝜎0 (

𝑟

𝐽 𝜎0⁄
)

𝑞

�̃�𝑖𝑗(𝜃, 𝑛)                                                (3 − 13) 

where  

𝜎𝑖𝑗
𝐻𝑅𝑅 = (

𝐽

𝛼𝜀0𝜎0𝐼𝑛𝑟
)

1 (𝑛+1)⁄

𝜎0�̃�𝑖𝑗(𝜃, 𝑛)                                            (3 − 14) 

𝜎𝑖𝑗
𝐻𝑅𝑅  is the J-controlled HRR stress field proposed by Huthinson [235] and Rice and 

Rosengren [236]; 𝑟  and 𝜃  are polar coordinates centered at the crack tip; 𝑛  is the strain 
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hardening exponent; 𝜀0 is the yield strain; 𝛼 is a material constant; 𝜎0 is the yield stress; �̃�𝑖𝑗 is 

the dimensionless function of 𝜃 and 𝑛; Q is a hydrostatic stress parameter to quantify the crack-

tip constraint caused by geometry or loading mode. A parameter, e.g., M, has been proposed 

by Zhang et al. [27, 237] to depict the constraint on the crack tip induced by the strength 

mismatch in the bi-material system of a weld component. The J-Q-M formulation has been 

developed to characterized the near-tip stress field in the presence of both geometry and 

material mismatch constraints [238], which also indicates that the constraint caused by 

geometry and mismatch are independent of each other. Following the similar philosophy, Liu 

et al. [195] and Ren et al. [28] have proposed an approach to describe the near-tip stress field 

in presence of residual stress, which can be expressed by 

𝜎𝑖𝑗
𝑅𝑆 = 𝜎𝑖𝑗

𝑁𝑜𝑅𝑆 + 𝜎0𝑅(𝑟, 𝜃, 𝑛, 𝐽, 𝜎0 … )𝛿𝑖𝑗                                         (3 − 15) 

where 𝜎𝑖𝑗
𝑁𝑜𝑅𝑆 is near-tip stress field without the residual stress, which can be described by the 

Eq. (3-13) and (3-14); 𝑅 is the constraint induced by the residual stress, which is relevant to 𝑟, 

𝜃, 𝑛, J and 𝜎0 etc. Thus, the 𝑅𝑖𝑗 can be estimated by  

𝑅𝑖𝑗 =
𝜎𝑖𝑗

𝑅𝑆 − 𝜎𝑖𝑗
𝑁𝑜𝑅𝑆

𝜎0
                                                                          (3 − 16) 

In present work, the constraint 𝑅𝑖𝑗  on the notch root induced by the residual stresses are 

calculated according to the Eq. (3-16). And the features and evolution of constraint on the notch 

root due to different residual stresses generated in both configurations (introduced in section 

3.6) has also been studied, which has been described in the paper 3 in detail. 
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Chapter 4. Main Results and Conclusions 

 

 

 

 

 

 

 

 

 

As mentioned in the section 1.2, the main logical chain of present PhD thesis is: (i) firstly 

studying the reverse process of DBT, e.g., the BDT of single-crystal iron, to reveal its inherent 

mechanism and explore a physically-based variable to capture the temperature dependent 

fracture toughness of material in the transition regime; (ii) then, building a framework for the 

modelling of DBT of steel, achieved by implementing the numerical approach, e.g., CAFE 

method, with the physically-based variable obtained previously; (ii) investigating the influence 

of residual stress on the DBT of the welded components with the application of the framework 

of the modelling of DBT. Therefore, the main results and conclusions obtained in these three 

key topics will be introduced in this section. 

4.1 The BDT of single-crystal iron 

It has been mentioned in the section 2.3.1 that thermal activated dislocation nucleation and 

emission at crack tip can induce a shielding effect on the crack tip, which is the reason for the 

transition of brittle fracture to ductile fracture of single-crystal metals. Then, a continuum 

model, introduced in the section 3.1, has been employed to model the BDT behavior of single-

crystal iron based on dislocation mobility controlled BDT theory. Since the constraint at crack 

tip usually exerts a significant influence on the fracture, the effect of T-stress on the BDT has 

also been studied, see also the section 3.1. Following the method and procedure introduced in 

the section 3.3.1, a group of parameters for the investigation of BDT has been identified and 

verified based on the experimental results by Tanaka et al. [135]. The effective surface energies 

for the assessment of cleavage fracture in transition region has been calculated in terms of the 
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method introduced in the section 3.2. The results obtained from the parametric study on BDT, 

e.g., the elastic zone size, temperature and exponent m, presents similar results in the literature, 

which proves that the continuum model is applicable for studying the BDT of single-crystal 

iron. The main finding of the present study can be concluded in the followings: 

• The BDT behavior under different loading rates has been studied. It can be observed 

that lower loading rate can produce a smoother BDT curve and a lower critical BDT 

temperature, however loading rate has no effect on the fracture toughness at the critical 

BDT temperature.  

• It is found that the change of the stress distribution ahead of crack tip due to the 𝑇-stress 

dictates the fracture toughness of single-crystal iron in the BDT transition region. 

• Lower constraint leads to a higher fracture toughness in the transition region, a 

smoother transition curve and a lower critical BDT temperature, and also a higher 

fracture toughness at the critical BDT temperature.  
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Figure 4.1 the constraint effect on BDT of single-crystal iron: (a) BDT curves at different T-stress, (b) comparison between 

predicted results and calculated results by Eq. 4-1(a), (c) critical transition temperature vs. T-stress, (d) fracture toughness 

vs. critical transition temperature. 

• As shown in Fig. 4.1, A correlation between the fracture toughness and 𝑇-stress has 

been found: below critical BDT temperature, the fracture toughness is related to the 
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temperature dependent fracture toughness of a reference material without 𝑇-stress and 

the contribution of 𝑇-stress that relies on the temperature; at critical BDT temperature, 

the fracture toughness can be estimated with a linear function of 𝑇-stress, fracture 

toughness and critical BDT temperature of a reference material without 𝑇 -stress. 

Therefore, a complete BDT curve can be predicted by the Eq. (4-1) created in present 

study once the amount of constraint and the BDT curve of a reference material without 

𝑇-stress has been obtained. 

𝐾𝐼
𝑎 = {

𝐾𝐼
𝑎(𝑇 = 0) ∗ [𝑐0 + 𝑔(Θ) ∗ (𝑇 𝜎𝑦⁄ )],                                   Θ < Θ𝐶

𝐾𝐼
𝑎(𝑇 = 0) + 𝑐1 ∗ Θ𝐶(𝑇 = 0) + 𝑐2 ∗ (𝑇 𝜎𝑦⁄ ) + 𝑐3,         Θ = Θ𝐶

             (4 − 1) 

where 𝑐0, 𝑐1, 𝑐2, and 𝑐3 are constant can be obtained by fitting the predicted BDT curve with 

different 𝑇-stress. 

• A solution to estimate the temperature-dependent effective surface energy law in the 

brittle-to-ductile transition has been explored in present work, which will benefit for 

the assessment cleavage fracture in the transition region. 

4.2 Modelling of the DBT of a TMCR steel 

As mentioned in the section 2.3.2, it is still a challenge to represent the competition between 

two failure mechanisms and the interaction between two failure modes in the transition region.  

To mitigate such a computational challenge in modelling of DBT, the CAFE method developed 

by Shterenlikht et al [170-172], introduced in the section 3.4, has been applied to predict the 

DBT of a TMCR steel, in which the statistical nature of microstructure has been incorporated 

at the same time. In order to realistically capture the temperature dependent fracture toughness 

in the transition region, a physically-based variable has to be searched, which is also one of the 

motivations of this work. Based on the work in paper 1, a continuum approach has been 

developed to estimate the effective surface energy for unstable cleavage formation, e.g., 𝛾𝑝𝑚 , 

for the TMCR steel, which has been introduced in the section 3.2. Following the method and 

procedure introduced in the section 3.3.2, a group of parameters for the estimation the  𝛾𝑝𝑚  has 

been identified and verified based on the experimental results by Tanaka et al. [227]. Further, 

to describe the essence of the competition between particle size and grain size controlled 

propagation of unstable cleavage, a more robust variable, effective surface energy for 

overcoming the barrier of grain boundary, e.g., 𝛾𝑚𝑚, was proposed. Finally, a framework for 

the modelling of DBT is explored through implementing the 𝛾𝑚𝑚 into the CAFE method, in 
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which the numerical simulation of Charpy impact tests has been introduced in the section 3.5. 

Some important findings obtained in present work can be concluded as followings: 

• It is proved that a second temperature dependent variable has to be found to reproduce 

the DBT curve, in addition to the temperature dependent flow properties. In present 

work, a continuum approach has been developed to establish the second temperature 

dependent variable, e.g., 𝛾𝑝𝑚 . The calculated 𝛾𝑝𝑚 of the TMCR steel is shown in Fig. 

4.2(a).  

• It is observed that the role of grain boundary on the unstable cleavage propagation 

cannot be ignored. Through analyzing the competition between the particle size and 

grain size dominated unstable cleavage propagation, a method to quantify the lower 

limit of 𝛾𝑚𝑚 has been built, which is related to the 𝛾𝑝𝑚 and a size ratio of grain size and 

critical particle size.   
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Figure 4.2 Prediction of the DBT of a TMCR steel: (a) Temperature dependent effective surface energy for the unstable 

cleavage formation, e.g., 𝛾𝑝𝑚 ; different T-stress, (b) the predicted DBT by using CAFE method implemented with 𝛾𝑚𝑚 . 

• Due to the fact that cleavage facet (unit) size or effective grain size, e.g., 𝑑𝐶𝐹(𝑈)𝑆, is 

more appropriate for characterizing the cleavage fracture unit, the ratio of grain size to 

critical particle size has been replaced by 𝑑𝐶𝐹(𝑈)𝑆 𝑐𝑐𝑟𝑖𝑡.⁄  . As such, an equation for the 

estimation of 𝛾𝑝𝑚 has been built 

𝛾𝑚𝑚 = 𝛾𝑝𝑚 ∙  (𝑑𝐶𝐹(𝑈)𝑆 𝑐𝑐𝑟𝑖𝑡.⁄ )                                                           (4 − 2)   

where 𝑑𝐶𝐹(𝑈)𝑆 𝑐𝑐𝑟𝑖𝑡.⁄  is a function of temperature. In the present work, a linear 

correlation of 𝑑𝐶𝐹(𝑈)𝑆 𝑐𝑐𝑟𝑖𝑡.⁄  and temperature is proposed based on the work by Lee et 

al. [107], which can be expressed as 

𝑑𝐶𝐹(𝑈)𝑆

𝑐𝑐𝑟𝑖𝑡.
= −0.025(Θ − 273) + 4.0                                                  (4 − 3) 
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• It is found that numerical simulation by using the CAFE method implemented with 

𝛾𝑚𝑚 is able to produce a full transition curve, especially with scattered absorbed 

energies in the transition region represented, see Fig. 4.2(b). 

4.3 The effect of thermal residual stress on DBT  

Inspired by studies on the effect of material inhomogeneity on fracture by Simha et al. [209-

211] and the work by Rakin et al. [215], two configurations of the interface pertaining to the 

position of the notch root are designed with the mismach of CTE, which has been introduced 

in section 3.6. Residual stresses are generated with variable mismatch of CTE, e.g., ∆𝐶𝑇𝐸, in 

both configurations of Charpy specimen by using the eigenstrain method. With the residual 

stress initially generated in the specimen, the influence of residual stress on DBT of welded 

TMCR steel has been studied by adopting CAFE method implemented with temperature 

dependent surface energy obtained in paper 2. The numerical simulation of Charpy impact tests 

has been introduced in section 3.5. To reveal the mechanism of residual stress on DBT, 

constraints in the vicinity of notch root induced by residual stresses have been estimated in 

both configurations. Some important findings obtained can be concluded as followings:  

• Although the distribution of generated residual stresses presents a different feature in 

two configurations, it is observed that tensile residual stress is generated in the region 

where a higher CTE is employed in both configurations, and vice versa. 

• The initial constraint caused by the residual stress in configuration 1is higher than that 

in configuration 2 when the same ∆CTE is adopted. However, with the increase of 

external load, the constraint in the vicinity of notch root induced by residual stress in 

configuration 1 vanishes much earlier than that in configuration 2.  

• It is observed that in both configurations the absorbed energy of specimen decreases 

with the increase of residual stresses (e.g., corresponding to the decrease of ∆CTE). As 

a consequence, the DBT curves of two configurations generally shift to the higher 

temperature in the whole temperature range. The mechanism for the role of residual 

stress on the fracture toughness is that the constraint induced by the residual stresses on 

notch root can facilitate the fracture.  

• It is found that the influence of residual stresses on the absorbed energies in both 

configurations shows a declining trend with the decrease of temperature. Therefore, a 

dramatic change on DBT due to the residual stress in both configurations can be 

observed at high temperature, e.g., the upper-shelf of transition curves.  
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Figure 4.3 the influence of residual stress on DBT of a welded TMCR steel: (a) configuration 1, (b) configuration 2. 
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Chapter 5. Recommendations for Further Studies 

 

 

 

 

 

 

 

 

 

This PhD thesis is written around a major topic DBT. Although some aspects pertaining to it 

have been involved, e.g., the fundamental mechanism, the framework of the numerical 

modelling, and the application to the component under residual stresses, there are still several 

aspects need to be further studied and some relevantly interesting issues to be explored in  

future studies.  

5.1 Interaction between cleavage and crack tip plasticity 

The essence of BDT is the consequence of the competition between cleavage fracture and the 

crack tip plasticity induced by the existence of dislocations. Although the elastic-viscoplastic 

continuum model based on dislocation dynamics used in present thesis can provide an 

applicable approach for dealing with such a competition on a continuum scale, however it has 

several limitations, for instance, anisotropy induced by the dislocation slip on multi-system, 

negligence of the dislocation nucleation, absence of dislocation multiplication etc. therefore, 

the following aspects would be interesting for the future work: 

• To predict the BDT of single-crystal metals with dislocation slipping in multi-systems 

by using a numerical solution based on the dislocation dynamics [148]. 

• To predict the BDT of single-crystal metals by using Discrete Dislocation Dynamics 

approach [133], in which both screw dislocation and non-screw dislocation are involved, 

and a temperature dependent exponent m describing the dislocation motion is 

considered. 
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• To model the interaction between crack tip plasticity and brittle fracture by using a 

Multi-scale modeling framework, which combines 2D dislocation dynamics and 

cohesive zone model [239, 240], and to study the grain size effect on the fracture 

toughness in a polycrystalline metal [241] by using this frame work. 

• To study the dislocation density evolution and interactions in crystalline materials by 

using Dislocation dynamics simulation [242, 243]. 

5.2 Modelling of DBT 

The DBT of material under a dynamic load is simulated, e.g., Charpy test. And a framework 

for the DBT modelling has been built by implementing the CAFE method with a physically-

based variable, e.g., the temperature dependent effective surface energy. However, some 

aspects pertaining to the numerical simulation and the framework still need to be further studied: 

• The adiabatic heating effect and viscoplastic response of material with the elevation of 

loading rate should be considered [164, 167]. 

• The cleavage nucleation in the CAFE method should be studied and incorporated [174], 

and the real distribution of orientation of grains should be considered instead of a 

random distribution in the CAFE method.  

• To calibrate or verify the parameters for the effective surface energy, the activation 

energy for the BDT, e.g., 𝐸𝑎 , see section 3.3, should be measured on the targeted 

material through experiments [135, 227]. 

• To experimentally obtain the correlation between critical particle size and temperature 

of the targeted materials.  

• The DBT of steel under a quasi-static load need to be studied, e.g., C(T) tests, SEN(B) 

tests etc., accordingly, a framework for this case needs to be explored and an implicit 

code of CAFE method needs to be developed. 

• The DBT of large-scale structure under tensile load, e.g., curved wide plate tensile (CPT) 

tests [207]. 

5.3 The effect of residual stresses on fracture 

The effect of residual stresses on DBT of welded TMCR steel has been studied by applying the 

framework for the modelling of DBT explored previously. The residual stresses are generated 

by using eigenstrain method in two designed configurations where interface formed by the 
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mismatch of thermal expansion of material is perpendicular or parallel to the crack extension. 

Some aspects will be interested in the future work: 

• Since residual stresses can be easily changed by the large plastic deformation near the 

crack/notch tip due to the dynamic external load, it would be interesting to study the 

influence of residual stresses on the DBT or fracture of material/components under the 

condition of small scale yielding [189], e.g., C(T) tests, SEN(B) tests etc. 

• Since the additional crack driving force, e.g., 𝐶𝑖𝑛ℎ, has not calculated in present study, 

a direct answer for the mechanisms of the role of residual stresses on DBT or fracture 

cannot achieved in the perspective of the contribution of 𝐶𝑖𝑛ℎ to fracture. Then, in a 2D 

case with a running crack, the estimation of 𝐶𝑖𝑛ℎ induced by the mismatch of thermal 

expansion in the same configurations will facilitate the understanding the mechanism 

of residual stress on the fracture or DBT [213, 215]. 
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Constraint Effect on the Brittle-to-Ductile Transition of Single-

crystal Iron Induced by Dislocation Mobility 

 

Yang Li1, Xiaobo Ren2, Jianying He1, Zhiliang Zhang1,* 

1 NTNU Nanomechanical Lab, Department of Structural Engineering, Norwegian University of 

Science and Technology (NTNU), Richard Brikelandsvei 1A, N-7491Trondheim, Norway 
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Abstract: The brittle-to-ductile transition (BDT), no matter what the dominated mechanism is, 

dislocation nucleation or dislocation motion, is not an intrinsic phenomenon of material, and depends 

not only on the strain rate but also on the constraint at crack tip. However, few work has been performed 

on studying the effect of constraint on BDT. In this study, a dislocation mobility based continuum model 

is employed to model the BDT behavior of single-crystal iron under different loading rates. Two 

scenarios of 𝑇 -stress implementation in the model has been adopted to investigate the effect of 

constraint on BDT. It is found that the change of the stress distribution ahead of crack tip due to the 𝑇-

stress dictates the fracture toughness of single-crystal iron in the BDT transition region. Lower 

constraint leads to a higher fracture toughness in the transition region, a smoother transition curve and 

a lower critical BDT temperature, and also a higher fracture toughness at the critical BDT temperature. 

A quantitative relation between fracture toughness and 𝑇-stress has been established such that the BDT 

curve with constraint can be estimated from a reference BDT curve. Moreover, a solution to build a 

temperature-dependent effective surface energy law is also introduced, which could facilitate the 

cleavage fracture assessment.  

Keywords: Single-crystal iron; Brittle-to-ductile transition (BDT); Dislocation mobility; Loading rate; 

T-stress/constraint; viscoplastic 

 

Nomenclature 

𝑎                      notch depth of four point bend specimen 

𝑏                      modulus of Burgers vector 

𝐵                      thickness of four point bend specimen 

𝐸                      Young’s modulus 

𝐸𝑎                    activation energy for the BDT 

𝐹                      loading force of four point bend test 
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𝐺𝑐                     critical strain energy release rate 

𝐽                     𝐽-integral 

𝐾                      stress intensity factor 

𝐾𝐼                     mode 𝐼 stress intensity factor applied to the outer boundary of the MBL model 

𝐾Ι𝐶                   critical mode 𝐼 stress intensity factor of material 

𝐾𝐼
𝑎                  applied mode 𝐼 stress intensity factor 

𝐾𝐼
𝑡                   mode 𝐼 stress intensity factor at crack tip 

𝐾𝐷                   stress intensity factor generated by the image dislocations at the crack tip 

𝐾𝐼
𝑎(𝑇 = 0)      fracture toughness without 𝑇-stress 

𝐾𝐼,𝛩𝐶

𝑎                 fracture toughness at critical BDT temperature 

𝐾𝐼,𝛩𝐶

𝑎 (𝑇 = 0)   fracture toughness at critical BDT temperature without T-stress 

�̇�                     loading rate of applied stress intensity factor 

�̇�𝐼
𝑎                   loading rate of mode 𝐼 stress intensity factor applied to the MBL model 

𝑘𝐵                   Boltzmann constant 

𝑚                    temperature dependent stress exponent 

𝑄                     the activation energy for dislocation velocity 

𝑟𝑒𝑙                   elastic zone size at crack tip 

𝑅                     radius of MBL model 

𝑆1                    outer span of four point bend specimen 

𝑆2                    inner span of four point bend specimen 

𝑇                     𝑇-stress 

�̇�                     rate of 𝑇-stress 

𝑣                     dislocation velocity 

𝑣0                   material specific reference dislocation velocity 

𝑣0
′                    a constant 

𝑊                   width of four point bend specimen 

𝛼                    image stress parameter    
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𝛽                    proportionality constant 

𝜉                     position of dislocation 

𝜉𝑖                    position of the ith dislocation 

𝜉0                   distance from the crack tip where dislocation nucleation occurs  

𝜈                    Poisson’s ratio 

𝜇                    shear modulus 

𝜑                 inclination angel of dislocation slip plane to the crack plane 

Θ                    absolute temperature in Kelvin 

Θ0                  reference temperature to characterize ductile-to-brittle transition 

Θ𝑐                  critical BDT temperature 

𝛩𝐶(𝑇 = 0)     critical BDT temperature of material without T-stress 

𝜌                     dislocation density 

𝜎𝑖𝑗                  stress tensor 

𝜎𝑀𝑖𝑠               von Mises equivalent stress 

𝜎ℎ                  hydrostatic stress 

𝜎𝑦                  average yield stress of single-crystal iron 

𝜎0                  normalization stress 

η                    stress triaxiality 

𝜀𝑒𝑞                 equivalent plastic strain  

𝜀̇𝑝                  equivalent plastic strain rate 

𝜀0̇                   reference strain rate 

𝜀�̇�                   outer-fiber strain rate of four point bend test 

�̇�                    cross head speed of four point bend test 

𝛾𝑠                   surface energy 

𝛾𝑝                   plastic work 

𝛾𝑒𝑓𝑓               effective surface energy 

�̇�𝑝                  shear strain rate 
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𝜏                     resolved shear stress 

𝜏0                   normalization shear stress 

𝜏𝑓                   lattice friction stress 

𝜏𝜉0
                  resolved shear stress for dislocation nucleation with a distance 𝜉0 from the crack tip 

𝜏𝜉𝑖
                  shear stress acting on a dislocation at the position 𝜉 = 𝜉𝑖 

𝜏𝑖𝑗                  interaction shear stress of dislocations 

𝑓𝑖𝑗(𝜃)            dimensionless function of 𝜃 

𝑔(𝜑)             function depending on 𝜑  

𝑔1(𝜑)            coefficient related to 𝜑 

 

       

1. Introduction 

The transition of fracture mode from ductile to brittle is a crucial phenomenon of structural materials, 

e.g. body centered cubic (BCC) metals with strong interatomic forces which are normally brittle at low 

temperatures or high loading rates, become ductile at high temperatures or low loading rates. Although 

the general concern in engineering practice is ductile-to-brittle transition, the mechanism can be 

fundamentally revealed by studying the reverse process in which an intrinsically brittle material 

fractures in a ductile manner [1]. It has been indicated that BDT always involves a thermally-activated 

process of dislocations emission followed by their motion and multiplication near the crack tip [1]. To 

circumvent the complexity of problem, e.g. pre-existing dislocations, grain boundary or impurity in the 

material which affect dislocation activity near crack tip, single crystalline materials, e.g. Si [2-7], 

Tungsten [8-10], iron [11-13], etc. has been widely selected for experimental study of the mechanisms 

of BDT.  

Many models have been developed to investigate the BDT behavior, and most of them address the 

intimate connection between the dislocation activity near the crack tip and fracture toughness. These 

models can be generally classified into two groups, e.g. dislocation nucleation controlled [14-17] and 

dislocation motion controlled [3, 5, 18, 19]. Models in the first category suggest that the competition 

between dislocation emission and atomic decohesion at crack tip is the controlling factor in the ductile 

versus brittle behavior of a material. The second category models suggest that the shielding on crack 

tip induced by thermal-activated dislocation motion is the dominated mechanism of BDT. Dislocation 

nucleation dominated BDT models can intrinsically distinguish the materials to be brittle or ductile, but 

fail to predict the temperature and loading rate dependence of the BDT behavior. On the contrary, the 



5 
 

dislocation mobility controlled BDT models are able to predict loading rate dependent BDT temperature 

based on the evaluation of the shielding effect of dislocation motion on the crack tip stress intensity 

factor at an atomistic level. Gradual and sharp BDT transition of single-crystal solids has been 

successfully predicted with detailed configurations of dislocation near the crack tip [3, 5, 19-21] based 

on dislocation mobility models. Further, a continuum model on the basis of dislocation mobility 

proposed by Nitzsche et al. [22] has been adopted to simulate the BDT of single-crystal Si [22] and 

single-crystal Tungsten by Hartmaier et al. [9].  

Single parameter fracture criterion based on stress intensity factor K or J-integral has been widely 

adopted for engineering critical assessment (ECA). However, it is found that the constraint at crack tip 

resulted from geometry and loading strongly influences the crack-tip stress fields. In this regard, 

constraint analysis and multi-parameter crack-tip stress fields based fracture mechanics become 

necessary. Two-parameter approaches have been proposed to characterize crack-tip stress fields, e.g. J–

T [23, 24], J–Q [25-27] , J–A2 [28] and J-M [29], by extending the HRR solution with higher-order 

terms. Ductile-to-brittle transition is not an intrinsic phenomenon of material and it depends not only 

on the temperature and strain rate but also on crack tip constraint. The effect of crack tip constraint on 

ductile brittle transition has been widely studied by both experiments and numerical simulation [30-37], 

e.g. the influence of 𝑇 -stress on crack resistance curve at some specific temperature, the relation 

between reference temperature Θ0  or fracture toughness and 𝑇-stress, etc. However, studies on the 

influence of constraint on the DBT in the transition region has not been performed by using a dislocation 

mobility based methodology.  

The Griffith criterion has been broadly applied to study brittle fracture, which is expressed in terms of 

critical strain energy release rate, 𝐺𝑐 = 2𝛾𝑠 (𝛾𝑠  is the surface energy). Irwin [38] and Orowan [39] 

independently modified the Griffith theory to account for plastic work for fracture, e.g. in the transition 

region. Consequently, the modified Griffith criterion of cleavage can be written as 𝐺𝑐 = 2(𝛾𝑠 + 𝛾𝑝), in 

which a material’s resistance to crack extension is determined by the sum of 𝛾𝑠 and the plastic work 𝛾𝑝 

(both per unit crack surface area). However, how to quantitatively estimate plastic work 𝛾𝑝  during 

fracture of material is a challenge. McMahon and Vitek [40] and Jokl et al. [41] derived an exponential 

dependence of 𝛾𝑝 on 𝛾𝑠 so that a relatively small change in 𝛾𝑠 may lead to a large change in 𝛾𝑝. Wallin 

et al. [42] proposed a simple equation to calculate plastic work related to temperature and the Peierls-

Nabarro force. However, in their work the shielding effect of dislocation mobility on the crack tip is 

not considered. Linaza et al. [43] and San Martin et al[44] have found the temperature-dependent 

effective surface energy (𝛾𝑒𝑓𝑓 = 𝛾𝑠 + 𝛾𝑝 ) of steel in experiments. However, the measured 𝛾𝑒𝑓𝑓 is 

apparently geometry dependent and can not be generally applied in practice. An explicit function for 

the estimation of effective surface energy of LiF single-crystal was derived by Burns et al. [45] based 
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on the dynamic fracture in a double cantilever specimen. Among these work, few attention is paid on 

the constraint effect at crack tip on the effective surface energy. 

In this paper, a continuum model for BDT controlled by dislocation mobility developed by Nitzshe et 

al. [22] is employed to investigate the effect of 𝑇-stress on the BDT of single-crystal iron. Parametric 

studies are carried out first to reveal the effects of various model parameters on the crack tip shielding. 

Then, a group of parameters obtained by comparing the computational results to the experimental 

results of Tanaka et al. [11] have been used to study the BDT of single-crystal iron under different 

loading rates. Local stress and triaxiality distribution ahead of the crack tip are analyzed also. Two 

scenarios of 𝑇-stress implementation has been adopted to investigate the effect of constraint on the BDT. 

Finally, an approach to build a temperature dependent effective surface energy of material is introduced 

and the influences of constraint on effective surface energy are also presented.    

 

 

2. Shielding effect of dislocation motion on crack tip stress field 

In the elastic field, crack and dislocations are treated as singularities of the material, whose collective 

response to the external applied stress can be addressed in elastic terms. It has been found that the 

toughness of the material against crack propagation is due to the shielding of dislocations on the crack 

from the external stress[46]. An isotropic elastic analysis of cracks and dislocations under general 

loading has been performed by Lin and Thomson [47], which includes theorems for the forces on 

interacting sharp cracks and dislocations. A local K-field of the crack tip can be expressed with the 

shielding contribution of the dislocations 

𝐾𝐼
𝑡 = 𝐾𝐼

𝑎 − 𝐾𝐷                                                                                       (1) 

where, 𝐾𝐼
𝑡 is the stress intensity factor at crack tip; 𝐾𝐼

𝑎 is the applied stress intensity factor; 𝐾𝐷 is the 

shielding effect of dislocations [46, 47], for mode I and II fracture and in 2D plane strain, which can be 

expressed as 

𝐾𝐷 = ∑
𝜇𝑏𝑔(𝜑)

(1 − 𝜈)√2𝜋𝜉𝑖

                                                                            (2)

𝑖

 

where 𝑔(𝜑) is a function depending on 𝜑; 𝜑 is inclination angle of dislocation slip plane to the 

crack plane; 𝜇 and 𝜈 are shear modulus and Poisson’s ratio respectively; 𝑏 the modulus of Burgers 

vector; 𝜉𝑖 is position of the ith dislocation. It has to be mentioned that the blunting effect of dislocation 

on the crack tip is neglected since that the analysis by Thomason et al. [46, 47] addresses only sharp 

cracks. 
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According to the formulation for the forces on the defect, e.g. dislocations, derived by Thomason et al. 

[46, 47], the shear stress on a dislocation with a position 𝜉 = 𝜉𝑖 in the presence of a crack and embedded 

in a cloud of other dislocations can be expressed as: 

𝜏𝜉𝑖
=

𝐾

√2𝜋𝜉𝑖

𝑔′(𝜑) − 𝛼
𝜇𝑏

𝜉𝑖
+

𝜇𝑏

2𝜋
∑ (

𝜉𝑗

𝜉𝑖
)

1
2 1

𝜉𝑖 − 𝜉𝑗
𝑖𝑗

                                     (3) 

where 𝐾 is stress intensity factor of external loading; 𝜉𝑖 or 𝜉𝑗 is the position of the ith or jth dislocation; 

𝑔′(𝜑) is the coefficient related to 𝜑; 𝛼 is image stress parameter. The first term is the direct shear stress 

by the crack on the dislocation in a K dominated elastic field, the second term is the image stress that is 

always attractive toward the crack and the third term is the stress caused by interactions between 

dislocations. 

The dynamics of dislocation emission and motion in the crack tip stress field is essential for the 

formation of dislocation clouds that result in the shielding effect on crack tip[19]. The dislocation 

velocity 𝑣 can be described as function of resolved shear stress 𝜏 and temperature Θ by an empirical 

Arrhenius type law 

𝑣 = 𝑣0𝑒𝑥𝑝 (−
𝑄

𝑘𝐵Θ
) (

𝜏

𝜏0
)

𝑚

                                                                        (4) 

where 𝑄  is the activation energy for dislocation velocity;  𝑘𝐵  is the Boltzmann constant; 𝑚  is 

temperature dependent stress exponent; 𝑣0  is material specific reference dislocation velocity; 𝜏0  is 

normalization shear stress; Θ is the absolute temperature in Kelvin. For a given material, the value of 

𝑚 can be measured through the relationship of dislocation velocity and applied stress (e.g. Fig. 3.11 

[48]). The activation energy 𝑄, for dislocation motion can be obtained from the relationship of loading 

rate and temperature [11, 12]. 

At a specific temperature, equation (4) can be written as 𝑣 = 𝑣0
′ (

𝜏

𝜏0
)

𝑚
. If we write 𝑣 =

𝑑𝜉

𝑑𝑡
= �̇�

𝑑𝜉

𝑑𝐾
, then 

the resolved shear stress on the dislocation can be expressed as [20]: 

𝜏 = 𝜏0 (
�̇�

𝑣0
′ )

1/𝑚

(
𝑑𝜉𝑖

𝑑𝐾
)

1/𝑚

                                                                              (5) 

where �̇� is loading rate of applied stress intensity factor, 𝑣0
′  is a constant. Substituting 𝜏 in (5) for 𝜏𝜉𝑖

 

in (2), then 

𝜏0 (
�̇�

𝑣0
′ )

1/𝑚

(
𝑑𝜉𝑖

𝑑𝐾
)

1/𝑚

=
𝐾

√2𝜋𝜉𝑖

𝑔′(𝜑) − 𝛼
𝜇𝑏

𝜉𝑖
+

𝜇𝑏

2𝜋
∑ (

𝜉𝑗

𝜉𝑖
)

1
2 1

𝜉𝑖 − 𝜉𝑗
𝑖𝑗

                                  (6) 
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For a constant loading rate �̇�, the position of the dislocations 𝜉𝑖 is a function of 𝐾. The initial condition 

for this function is that a dislocation emission occurs when 𝜏𝜉0
= 𝜏𝑓, 𝜏𝜉0

 is the resolved shear stress for 

dislocation nucleation with a distance 𝜉0 from the crack tip. Then, at each time step, the positions 𝜉𝑖 of 

the dislocations can be determined with the applied K. Accordingly, the shielding effect of dislocation 

on crack tip 𝐾𝐷 and the local stress intensity factor at crack tip can be solved when the position of 

dislocations are determined. Here, it is assumed that emission of a dislocation occurs once that crack 

tip stress on a dislocation at a critical distance, e.g. 𝜉0, exceeds the lattice friction stress 𝜏𝑓, and also that 

dislocations emission from a source at or near the crack plane/tip have to move  a certain distance before 

they can shield the crack[19]. If dislocation emission occurs involving an energy barrier by Rice-

Thomason mechanism, this distance can be explained by that the critical loop configuration at the saddle 

point implies a critical stress at a certain finite distance from the crack tip [14]. The critical distance 

away from crack tip means a dislocation free zone will be formed near the crack tip [19].  And, the 

exponent 𝑚 in equation (5) is assumed to be a constant. To circumvent the complexity, the interaction 

stress between dislocations from different sources is neglected.  

 

 

3. The numerical model 

The section 2 generally presents a dislocation mobility based theory of studying the BDT of single-

crystal metals, which also provides a basic framework for studying the BDT with a numerical solution. 

Many studies on BDT of single-crystal metals have been carried out through a numerical solution based 

on the similar theory presented in section 2 [3, 19, 21]. On the other hand, it can be inferred from section 

2 that the shielding effect of dynamics of dislocation on crack tip stress field is equivalent to that of 

rate-dependent plasticity in a finite region around the crack tip due to dislocation emission and motion. 

In this manner, the shielding effect of dislocation mobility on crack tip and the local stress intensity 

factor at crack tip can be resolved with a continuum method, which will be an alternative solution to 

replace the numerical solution.  

Hereinafter, a modified boundary layer (MBL) model is adopted, in which the crack-tip region consists 

of an elastic zone surrounding the crack tip and an elastic-viscoplastic material outside of the elastic 

zone. The applied K with a constant loading rate �̇� is implemented in this model through the nodal 

displacement on the outer boundary layer. The model used here was developed by Nitzsche et al. [22] 

to investigate the sharp BDT of single-crystal silicon, which was also adopted by Hartmaier et al. [9] to 

study the BDT of single-crystal Tunston. The configuration of this model is inspired by the concept 

proposed by Suo et al. [49], which states the fracture process can be divided into two elements in the 

transition region, atomic decohesion and background dislocation motion. The crack tip elastic zone is a 

dislocation free zone at a length scale (comparable to dislocation spacing) so that atomic decohesion 
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dominates the fracture process. The dislocation free zone near crack tip has also been proposed by 

Hirsch et al. [19] as mentioned in section 2. In order to describe the dislocation motion, two assumptions 

are made: the material is assumed to be isotropic even though single-crystals are usually anisotropic. 

The rate-dependent plastic deformation is only a result of dislocation motion.  

To describe the plasticity generated by dislocation motion, according to Orowan law, the shear strain 

rate, �̇�𝑝, can be written  

�̇�𝑝 = 𝛽𝜌𝑏𝑣                                                                                           (7) 

Where 𝛽  is a proportionality constant; 𝜌  is the dislocation density. The resolved shear stress 𝜏  in 

equation (4) and plastic shear strain rate �̇�𝑝 in equation (7) can be replaced by the von Mises equivalent 

stress 𝜎𝑀𝑖𝑠 and the equivalent plastic strain rate 𝜀̇𝑝 since the isotropic material has no preferred slip 

plane. Therefore, insert the dislocation velocity according to equation (4) into equation (7), the 

viscoplastic response of the material can then be described as 

𝜀̇ = 𝜀0̇ exp (−
𝑄

𝑘𝐵Θ
) (

𝜎𝑀𝑖𝑠

𝜎0
)

𝑚

                                                          (8) 

where 𝜀̇ is equivalent plastic strain rate; 𝜀0̇ is a reference strain rate, which incorporates the 𝑣0, 𝛽, 𝜌 and 

𝑏, e.g. 𝜀0̇ = 𝑣0𝛽𝜌𝑏; 𝜎0 is a normalization stress.  

Since the shielding effect of dislocation mobility is localized in a finite region around crack tip, only 

the elastic zone and viscoplasctic zone near crack tip have been incorporated in this continuum model. 

While, for a semi-infinite crack the long range stress field in this model is still dominated at infinity by 

the K-field, because viscoplastic zone is restricted to a finite distances from the crack, i.e., small scale 

yielding approximation. Consistent simulation results have been achieved from the investigation of 

BDT of single-crystal Tungsten by both such a continuum elastic-vicoplastic model and discrete 

dislocation dynamics method by Hartmaier et al.[9]. Although such a continuum model has a certain of 

limitation in that the dislocation motion in various slip systems is not considered since the isotropic 

material is supposed,  it still can be used to study how BDT is affected by the parameters, for instance, 

temperature, loading rate and constraint effect etc.  

Only upper-half of the model is illustrated in Fig. 1 due to symmetry. The radius of model (R) is 20 

times larger than the crack tip elastic zone size 𝑟𝑒𝑙, which is assumed to be a circle around the crack tip 

with a radius of 1µm. A crack with an initial radius of 1.15 × 10−4𝑅 is located in the center of model. 

Abaqus 6.14 is employed, and 4-node and plane strain elements (CPE4) are used in all simulation. The 

meshes are refined in the elastic region where the size of smallest elements is 10 nm. Following the 

work of Williams, the first two terms in the expansion of linear elastic crack-tip stress field can be 

written as [50]  
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𝜎𝑖𝑗 =
𝐾𝐼

√2𝜋𝑟
𝑓𝑖𝑗(𝜃) + 𝑇𝛿1𝑖𝛿1𝑗                                                      (9) 

where 𝑓𝑖𝑗(𝜃) is dimensionless function of 𝜃 , 𝑇  is regarded as a stress parallel to the crack flanks. 

Larsson and Carlsson [51] have demonstrated that the second term in the series has a significant effect 

on the shape and size of the plastic zone which develops at the crack tip. Therefore, 𝑇-stress has been 

widely used to describe the crack tip stress field in real flawed structures. A linear elastic 𝐾𝐼 field is 

applied to the outer boundary of the model with nodal displacements controlled by the elastic asymptotic 

stress field of a crack  

𝑢(𝑟, 𝜃) = 𝐾𝐼

(1 + 𝜈)

𝐸
√

𝑟

2𝜋
 𝑐𝑜𝑠 (

𝜃

2
) (3 − 4𝜈 − 𝑐𝑜𝑠𝜃) + 𝑇

1 − 𝜈2

𝐸
𝑟𝑐𝑜𝑠𝜃           (10𝑎) 

𝑣(𝑟, 𝜃) = 𝐾𝐼

(1 + 𝜈)

𝐸
√

𝑟

2𝜋
 𝑠𝑖𝑛 (

𝜃

2
) (3 − 4𝜈 − 𝑐𝑜𝑠𝜃) − 𝑇

𝜈(1 + 𝜈)

𝐸
𝑟𝑠𝑖𝑛𝜃         (10𝑏) 

where 𝐾𝐼 is applied mode 𝐼 stress intensity factor; 𝐸 is Young’s modulus, 𝑟 and 𝜃 are polar coordinates 

centered at the crack tip. In the present study, only a stationary crack is investigated.  

For a sharp crack tip, cleavage fracture is assumed to occur when the crack tip stress intensity factor 

reaches the critical value of material, i.e. 𝐾Ι
𝑡 = 𝐾Ι𝐶. According to the Griffith criterion, 𝐾Ι𝐶 depends 

only on the material’s surface energy 𝛾𝑠. The crack tip stress intensity factor is calculated from the J-

integral through,  

𝐾𝐼
𝑡 = √𝐸𝐽 (1 − 𝜈2)⁄                                                             (11) 

 

Fig.1 MBL model to describe BDT dominated by dislocation motion with a rate-dependent plasticity. 

The viscoplastic zone is white, the elastic zone dark gray. 

 

 

4 Numerical results and discussion 

4.1. General behavior  
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As mentioned in section 3, a small elastic zone around the crack tip with its size in the same scale as 

dislocation spacing in metals is assumed to be presented in the MBL model. According to equation (11), 

the stress intensity factor at crack tip is calculated from the J-integral at crack tip. The path independence 

of J-integral in the elastic region is shown in the Fig.2. The effect of the elastic zone size on the fracture 

toughness is presented in the Fig. 3(a), in which normalized crack tip stress intensity factor, 𝐾Ι
𝑡/𝐾𝐼𝐶, 

are plotted against normalized applied stress intensity factor, 𝐾Ι
𝑎/𝐾𝐼𝐶, for different elastic zone size at 

178K and under a constant loading rate �̇�𝐼
𝑎 = 10.0MPam0.5s-1. It is shown that smaller size of elastic 

zone will result in a higher shielding effect on crack tip and thus a higher fracture toughness. According 

to Nitzsche et al. [22], the elastic zone can be comprehended as an obstacle to nucleation of dislocation, 

i.e., the larger size of elastic zone the harder to generate plastic deformation. 
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Fig.2 J-integral with variant contours at crack tip in the elastic region.  

 

The dependence of the shielding effects of plastic deformation on crack tip stress intensity factor 𝐾𝐼
𝑡 

are presented in Fig.3 (b) for different temperatures. A constant loading rate, �̇�𝐼
𝑎 = 1.0 MPam0.5s-1, is 

applied. At the lowest temperature, there is a linear relation between the crack tip stress intensity factor 

and the applied stress intensity factor, and the two are equal when fracture occurs. Since dislocation 

motion is stimulated with the enhancement of temperature in terms of Arrhenius law, it can be found 

that the relation between the crack tip stress intensity factor and applied stress intensity factor gradually 

deviates from the linear line. A higher toughness can be achieved when the crack tip stress intensity 

factor reaches 𝐾𝐼𝐶 due to the stronger shielding effects as temperature increases. The crack tip stress 

intensity factor will never exceed 𝐾𝐼𝐶  when the temperature is beyond the critical temperature (for 

instance, Θ𝑐 = 174.41𝐾). The BDT occurs at this circumstance and the temperature is called critical 

BDT temperature. The influence of stress exponent 𝑚 and loading rate on the shielding effects of plastic 

deformation on crack tip stress intensity factor is also studied as shown in Fig. 3 (c) and (d). With the 

increase of 𝑚, the applied stress intensity factor gradually increases when  𝐾Ι
𝑡 = 𝐾𝐼𝐶. As the loading 

rate increases, the applied stress intensity factor decreases when  𝐾Ι
𝑡 = 𝐾𝐼𝐶. This means that a higher 

fracture toughness of material can be obtained with a higher 𝑚 and a lower loading rate. The results 
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shown in Fig. 3 are very similar with the findings of Nitzsche et al. [22], which validates the model 

adopted in present work for studying the shielding effect of dislocation motion on crack tip and BDT 

induced by dislocation mobility.  
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Fig.3 stress intensity factor at crack tip against applied stress intensity factor (a) for different elastic 

zone size under a loading rate �̇�𝐼
𝑎 = 10.0MPam0.5s-1 and at 178K, (b) for different temperature under 

a loading rate �̇�𝐼
𝑎 = 1.0MPam0.5s-1, (c) for different 𝑚 under a loading rate of �̇�𝐼

𝑎 = 10.0MPam0.5s-1 

and at 183K, (d) for different loading rates with 𝑚 =4.0 and at 153K. The parameters used are 𝜀0̇ =

3.968𝑠−1, 𝑄 = 0.33 𝑒𝑣, 𝑟𝑒𝑙 = 1𝜇𝑚. Critical stress intensity factor of iron, 𝐾𝐼𝐶 = 1MPam0.5 [11]. 

 

4.2. Identification of the parameters for single-crystal iron 

From equations (5) and (6), it can be observed that BDT is strain-rate dependent, e.g. in case of a 

specific 𝐾 , the dislocation positions  𝜉𝑖 , 𝐾𝐷  and  𝐾𝐼
𝑡  depend on �̇� . Through experiments on single- 

crystals, a relation between loading rate �̇� and  Θ𝑐 has been found [5] 

𝑙𝑛�̇� = − 𝐸𝑎 𝑘𝐵Θ𝑐⁄ + 𝑐𝑜𝑛𝑠𝑡.                                                         (12) 

where 𝐸𝑎 is the activation energy for the BDT, which has been found to be equal to the activation energy 

𝑄 for dislocation velocity.  
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Tanaka et al. [11] has performed 4-point bend tests to measure the BDT temperature of single-crystal 

iron, in which different outer-fiber strain rates have been applied in their tests. The outer-fiber strain 

rate can be calculated with following equation [52], 

𝜀�̇� =
4𝐵

𝑆1
2 �̇�                                                                                          (13) 

where 𝜀�̇� is the outer-fiber strain rate and �̇� is the cross head speed, 𝐵 is the thickness of specimen and 

𝑆1  is the outer span of specimen. For a four point bend test, the applied stress intensity factor can be 

calculated by using the following equation [53],  

𝐾𝐼 =
3𝐹(𝑆1 − 𝑆2)

2𝐵𝑊2 √𝑎𝑌                                                                  (14) 

where 𝑌 =
1.1215√𝜋

(1−𝑎/𝑊)3/2 [
5

8
−

5

12

𝑎

𝑊
+

1

8
(

𝑎

𝑊
)

2
+ 5 (

𝑎

𝑊
)

2
(1 −

𝑎

𝑊
)

6
+

3

8
exp (−6.1342

𝑎

𝑊−𝑎
)], 𝐹  is loading 

force, 𝑆2 is inner span, 𝑊 is width of specimen and 𝑎 is notch depth. Three-dimensional modelling of 

the four-point bend tests of single-crystal iron is carried out in present study, in which the cross head 

speed applied for modelling is converted from outer-fiber strain rates utilized by Tanaka et al. [11] 

according to equation (13) and only a stationary crack is studied. The Young’s modulus 𝐸 and poison’s 

ratio 𝜈 of iron are 206GPa and 0.29 respectively [11]. Then, the rates of stress intensity factor applied 

on the four-point bend specimen can be calculated by equation (14). The outer-fiber strain rates and 

corresponding applied rates of stress intensity factor are listed in table 1. To obtain the BDT 

temperatures for each loading rate in table 1, several groups of parameters have been tried according to 

the method mentioned in 4.1. By doing this, one group of parameters is chosen, which are  𝑟𝑒𝑙 =

1𝜇𝑚, 𝜀0̇ = 13044𝑠−1, 𝑚 = 3.5 , 𝜎0 = 1 MPa and  𝑄 = 0.33𝑒𝑣 . The computed BDT temperatures 

under different loading rates has been compared with experimental results by Tanaka et al. [11] in Fig. 

4. It is shown that the computational results of single-crystal iron agree well with experimental results, 

which indicates that this group of parameters employed is reliable. Therefore, the parameters verified 

will be adopted in the following calculations.  

 

Tab.1 The calculated applied rates of stress intensity factor from the outer-fiber strain rates of the four 

point bend tests for single-crystal iron [11]. 

�̇�, 𝒔−𝟏 �̇�𝑰
𝒂, MPam0.5𝒔−𝟏 

4.46e-5 0.2579 

4.46e-4 2.579 

4.46e-3 25.79 
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Fig.4 comparison of computed and experimental critical BDT temperature of single-crystal iron. The 

parameters in the model are 𝑟𝑒𝑙 = 1𝜇𝑚, 𝜀0̇ = 13044𝑠−1, 𝑚 = 3.5, 𝜎0 = 1MPa, 𝑄 = 0.33𝑒𝑣. 

 

4.3. Brittle-to-ductile transition  

The evolution of fracture toughness 𝐾Ι
𝑎  is plotted against temperature under different loading rates in 

Fig. 5. The fracture toughness increases slowly over a relative long temperature range, and then sharply 

increases up to the BDT temperature. Generally, the transition curve shifts to the lower temperature 

when loading rate decreases, a lower loading rate leads to a smoother transition curve, and a higher 

toughness is expected for the occurrence of cleavage fracture under lower loading rate at the same 

temperature. These results are consistent with the observations of Nitzsche et al. [22] and Hartmaier et 

al. [9]. It is also illustrated in Fig. 5 that BDT temperature decreases as loading rate reduces. However 

the fracture toughness at the critical BDT temperature under different loading rates is almost the same, 

which is around  𝐾Ι
𝑎 = 3.5𝐾𝐼𝐶 . This implies that loading rate only influences the critical BDT 

temperature, but has no effect on the fracture toughness of material at this critical BDT temperature. 
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Fig.5 Fracture toughness 𝐾𝛪
𝑎 normalized with 𝐾𝐼𝐶 vs. temperature for different loading rates. The 

critical BDT temperature is marked with dashed lines of each loading rate. 
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Fig. 6 distribution of (a) opening stress and (b) stress triaxiality ahead of crack front for different 

temperature under a loading rate �̇�𝐼
𝑎 = 10.0MPam0.5s-1 when fracture happens, e.g. 𝐾𝐼

𝑡 = 𝐾𝐼𝐶. 
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Fig. 7 distribution of (a) opening stress and (b) stress triaxiality ahead of crack front for different 

loading rate at 𝛩 =125.8K when fracture happens, e.g. 𝐾𝐼
𝑡 = 𝐾𝐼𝐶. 

 

The distributions of the opening stress and stress triaxiality ahead of crack tip for different temperatures 

under a loading rate �̇�𝐼
𝑎 = 10.0MPam0.5s-1 are presented in Fig. 6 at the moment when fracture of 

material occurs. Opening stresses are normalized by the average yield stress of single-crystal iron at 

room temperature 𝜎𝑦 = 110MPa [54] and the distance is normalized by 𝑟𝑒𝑙 . Hereinafter, the stress 

triaxiality η is determined by the ratio of the hydrostatic stress 𝜎ℎ and 𝜎𝑀𝑖𝑠. Away from the crack tip, 

the opening stress for all temperatures decreases as shown in Fig. 6 (a). Upon approaching the interface 

between elastic and viscoplastic region, it even turns to be compressive at higher temperature, e.g. 

beyond 138 K. A turning point of stress distribution at the interface for each temperature can be 

observed because of the different properties of materials in the two regions. In Fig. 6 (b), a rapid rise of 

stress triaxiality on the first two nodes can be found at all temperatures. As the temperature increases, 

however, away from the first two nodes ahead of crack tip, the stress triaxiality for higher temperature 

decreases gradually. It is also found in Fig. 6 that the decrease of both opening stress and stress 

triaxiality ahead of crack tip becomes more pronounced at higher temperature. It is obvious that stress 

relaxation resulted by plastic deformation due to dislocation motion around crack tip is the reason for 



16 
 

the increase of fracture toughness as temperature raised and dictates the BDT as well. Opening stress 

and triaxiality ahead of crack tip under different loading rate and at the same temperature are presented 

in Fig. 7 at the moment when fracture occurs. It is found that stress relaxation occurs more apparently 

as loading rate decreases. Recall equation (4)-(5) and (7), at the same temperature, a lower dislocation 

velocity resulted by the higher loading rate generates a lower plastic deformation, which leads to a less 

stress relaxation and a lower fracture toughness (see Fig. 5). In short, the sensitivity of BDT on loading 

rate can be also ascribed to the stress relaxation resulted by plastic deformation.  

 

4.4. Constraint effect on brittle-ductile transition 

The 𝑇-stress is implemented linearly in the time-dependent process according to equation (10), in which 

the loading rate consists of two parts, the rate of stress intensity factor �̇�𝐼
𝑎 and the rate of 𝑇-stress �̇�, see 

equation (9). The 𝑇-stress representing the constraint level at the crack tip, and is related to not only the 

geometry but also to the plastic deformation around the crack tip. In each case with a specific rate of 

stress intensity factor �̇�𝐼
𝑎, there are two scenarios for exploring the influence of the rate of 𝑇-stress. 

Through changing the total amount of T-stress loaded, the first one generates a constant effective 𝑇-

stress at the moment of the fracture of material at different temperature, e.g. -0.5𝜎𝑦, -0.25𝜎𝑦, 0.25𝜎𝑦and 

0.5𝜎𝑦. Accordingly, this scenario will produce a non-constant �̇� since that the stress relaxation at each 

temperature is different due to the thermal activated dislocation mobility as Fig.6 shown. The other 

scenario is keeping �̇�  as a constant value by fixing the total amount of T-stress loaded at each 

temperature, which makes the applied K and T proportional in the loading process as Jayadenvan et 

al.[55, 56] did for the quasistatic loading fracture. It will produce a non-constant 𝑇-stress at fracture due 

to the same reason of stress relaxation. In general, the first scenario facilitates the understanding the 

influence of T-stress on fracture at different temperature in BDT region. These scenarios to implement 

the rate of 𝑇-stress are illustrated in Fig. 8.   
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Fig. 8 Two scenarios of 𝑇-stress under a loading rate �̇�𝐼
𝑎 = 10.0MPam0.5s-1: (a) a constant 𝑇-stress, 

(b) a constant rate of 𝑇-stress �̇�. Solid points represent 𝑇-stress at the fracture of material and open 

points represents the rate of 𝑇-stress. 
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Fig. 9 The effect of 𝑇-stress on (a) stress intensity factor at crack tip, (b) Mises stress distribution 

ahead of crack tip, (c) the distribution of equivalent plastic strain ahead of crack tip. A loading rate 

�̇�𝐼
𝑎 = 10.0MPam0.5s-1 is adopted, and temperature is 147K. 

 

To analyze how the 𝑇-stress affects the fracture in the transition region, the second scenario is chosen 

to produce 𝑇-stresses at crack tip, see Fig. 9(a). It can be found that under the same applied K the stress 

intensity factor at crack tip with higher 𝑇-stress is always higher than that with lower 𝑇-stress. It also 

can be observed that a higher fracture toughness can be obtained as the 𝑇 -stress decreases. The 

distribution of von Mises stress for different 𝑇-stresses is plotted against the distance ahead of crack tip 

in Fig. 9(b). In the elastic region, higher 𝑇-stress will result in higher von Mises stress. However, in the 

viscoplastic region, for each applied K, the von Mises stress ahead of crack tip for low 𝑇-stress is always 

higher than that for high 𝑇-stress, see the zoomed figure inside the Fig. 9(b). For the viscoplastic 

material, the negative 𝑇-stress (compressive) generates large shear deformation, which in turn will 

result in higher von Mises stress. The distribution of equivalent plastic strain ahead of crack tip is 

presented in Fig. 9(c). It can be found that large equivalent plastic strain occurs for the lower T-stress. 

Although the difference of von Mises stresses between different 𝑇-stresses is relatively small, the plastic 

deformation around the elastic region is very sensitive to the 𝑇-stress, especially at higher 𝐾𝐼
𝑎. Recall 

equation (9), the stress field at crack tip is altered by the second term 𝑇-stress. Nevertheless, it plays a 
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different role in the elastic and viscoplastic region. Higher 𝑇-stress leads to a higher von Mises stress 

in the former, which naturally result in a higher stress intensity factor at crack tip (see Fig. 9(a)). On the 

contrary, higher 𝑇-stress generates a lower equivalent stress in viscoplastic region and lower plastic 

deformation (see Fig. 9(c)). Since higher 𝑇-stress leads to a higher stress intensity factor at crack tip, 

under the same fracture criterion, e.g. 𝐾𝐼
𝑡 = 𝐾𝐼𝐶, lower applied K is obtained for higher 𝑇-stress and 

vice versa. 

 

4.4.1. Effect of constant 𝑇-stress on BDT 

The BDT transition curves with and without 𝑇-stress are presented in Fig.10. In the range of low 

temperature, e.g. below 118K, the 𝑇-stress has almost no effect on the BDT. When the temperature is 

higher than 118K, the influence of 𝑇-stress on BDT becomes apparent, higher 𝑇-stress leads to a lower 

fracture toughness and vice versa. A lower 𝑇-stress results in a smoother BDT curve. It is also observed 

that a lower critical BDT temperature Θ𝐶  can be achieved with a lower 𝑇-stress or a higher 𝑇-stress 

leads to a higher Θ𝐶. However, the difference of Θ𝐶  among different levels of 𝑇-stress is insignificant, 

e.g. ΔΘ𝐶 between 𝑇-stress=0.5𝜎𝑦 and 𝑇-stress=-0.5𝜎𝑦 is only 0.45K. Recall the influence of loading 

rate on BDT shown in Fig. 5, the loading rate affects only the critical BDT temperature. Nevertheless, 

the 𝑇-stress affects not only the critical BDT temperature but also the fracture toughness at the critical 

BDT temperature, for example, lower 𝑇-stress can result in a lower critical BDT temperature and higher 

fracture toughness at Θ𝐶.   
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Fig. 10 the effect of 𝑇-stress on the brittle-to-ductile under a loading rate �̇�𝐼
𝑎 = 10.0MPam0.5s-1. 

 

In order to further investigate the effect of 𝑇-stress on the fracture toughness of single-crystal iron, the 

results of fracture toughness versus 𝑇-stress at different temperature are plotted in Fig. 11(a). The results 

show that the fracture toughness decreases with the increase of 𝑇-stress at all temperatures. As the 

temperature increases, the fracture toughness decreases more rapidly with the increase of 𝑇-stress. 

When comparing with the fracture toughness without 𝑇-stress, the increase of fracture toughness by 
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negative 𝑇-stress is always higher than the reduction by positive 𝑇-stress at each temperature, e.g. the 

amount of increase by 𝑇-stress -0.5𝜎𝑦 is 0.27𝐾𝐼𝐶 at 148K, while the amount of reduction by 𝑇-stress 

0.5𝜎𝑦  is only 0.18𝐾𝐼𝐶 .  In addition, an approximate linear relation between 𝑇 -stress and fracture 

toughness can be observed at each temperature in Fig. 11(a), which also has been found in experimental 

results of steel reported by Meliani et al. [57] and Pluvinage et al. [37]. However, the slope of the linear 

relation gradually increase as the temperature increases. Recall the results in Fig.6, stress relaxation at 

crack tip occurs more obviously at higher temperature due to the higher plasticity around the crack tip 

induced by dislocation motion. The stress relaxation will reduce the constraint level at crack tip, which 

leads to a much higher fracture toughness as temperature increases for each level of T-stress. It implies 

that both T-stress and stress relaxation contribute to the variation of fracture toughness in the BDT 

regime, and that constraint effect on fracture in the transition region is temperature dependent. This 

phenomenon has been also found in the experiments by J Xu et al.[58] that the difference of fracture 

toughness of steel between low and high constraint level will be enlarged as temperature increases. 

Therefore, it is proposed that the correlation between fracture toughness, temperature and 𝑇-stress can 

be described by an equation: 

𝐾𝐼
𝑎(𝛩, 𝑇) = [𝑓(𝛩) ∗ 𝐾𝐼𝐶] ∗ [𝑐0 + 𝑔(𝛩) ∗ (𝑇 𝜎𝑦⁄ )]                                  (15) 

where constant 𝑐0  equals to 1.01; 𝑓(𝛩) = 0.97 + 0.134 ∗ 𝑒𝑥𝑝 [( 𝛩  − 129.8)/11.5] +3 ∗ 10−9 ∗

𝑒𝑥𝑝[(𝛩 − 129.8)/0.942] ; 𝑔(𝛩) = 0.009 ∗ 𝑒𝑥𝑝[(𝛩 − 108)/10.9] . In equation (15), the first term 

represents the only temperature-dependent fracture toughness without 𝑇-stress, e.g. 𝐾𝐼
𝑎(𝑇 = 0), which 

is obtained by fitting the data of zero 𝑇-stress in Fig. 10. The second term denotes the effect of 𝑇-stress 

on fracture toughness. For a specific temperature, a linear relation between 𝑇 -stress and fracture 

toughness still can be achieved by the equation (15). The BDT of single-crystal iron with different level 

of 𝑇-stress calculated by equation (15) is presented in Fig. 11(b), and a comparison between calculated 

results and the predicted results shown in Fig. 10 is presented as well. In Fig. 11(b), color map is the 

calculated BDT curve varying with temperature and 𝑇-stress in the 3D space, and the pink map with 

mesh is the predicted BDT curve. It can observed that the two maps agree well with each other, which 

can be proved by the relative error of fracture toughness between results by the equation (15) and the 

predicted, see Fig. 11(c). It is found that the relative error is smaller than 5%. It is observed that large 

error occurs only at two higher temperatures for 𝑇-stress of both -0.5𝜎𝑦 and 0.5𝜎𝑦, see Fig. 11(d). This 

implies that the equation (15) is able to describe the coupled relation of fracture toughness, temperature 

and 𝑇-stress. It also implies that a BDT transition with 𝑇-stress can be predicted under a specific loading 

rate by using such an equation once a BDT transition without 𝑇-stress has obtained and constraint at 

crack tip is known. 
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Fig. 11 the effect of 𝑇-stress on the fracture toughness of single-crystal iron under a loading rate 

�̇�𝐼
𝑎 = 10.0MPam0.5s-1: (a) at different temperatures, (b) comparison between the modelling results 

and results calculated by (15), (c) relative error of  𝐾𝐼
𝑎  between the modelling results and results 

calculated by (15), (d)BDT of material with two higher 𝑇-stress. 

 

The critical BDT temperature Θ𝐶 of single-crystal iron with different 𝑇-stress can be obtained from Fig. 

10 under a loading rate �̇�𝐼
𝑎 = 10.0MPam0.5s-1. The effect of 𝑇-stress on the critical BDT temperature 

Θ𝐶 and the fracture toughness at Θ𝐶 is presented in Fig. 12. A linear relation can be achieved between 

∆Θ𝐶  and 𝑇-tress as shown in Fig. 12(a), where ∆Θ𝐶  is the discrepancy of critical BDT temperature 

between the case with 𝑇-stress and that without 𝑇-stress. A similar linear relation  between the reference 

transition temperature Θ0 of 533B steel and the 𝑇-stress has been reported by Wallin [36]. Capelle et 

al. [34] also found such a linear relation for API X65 steel between reference transition temperature and 

effective 𝑇-stress. This implies that under a specific loading rate a new Θ𝐶 with a certain level of crack 

tip constraint can be estimated with a Θ𝐶  of the reference material without 𝑇-stress once the constraint 

at crack tip is known. Furthermore, a linear relation between Θ𝐶 and ∆𝐾Θ𝐶

𝑎  can be obtained in Fig. 12(b), 

here, ∆𝐾Θ𝐶

𝑎  is the difference of fracture toughness at the critical BDT temperature between the case with 

𝑇-stress and that without 𝑇-stress. Then substitute the Θ𝐶 in the equation listed in Fig. 12(a) into the 

equation in Fig. 12(b), a new correlation between the fracture toughness at Θ𝐶 and 𝑇-stress is built: 
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𝐾𝐼,Θ𝐶

𝑎 = 𝐾𝐼,𝛩𝐶

𝑎 (𝑇 = 0) − 0.509𝛩𝐶(𝑇 = 0) − 0.228(𝑇 𝜎𝑦⁄ ) + 75.51                       (16) 

This relation implies that the fracture toughness at Θ𝐶 can be estimated with both a measured Θ𝐶  and 

corresponding fracture toughness at Θ𝐶 of the reference case without 𝑇-stress when the constraint at 

crack tip is known. Combining equation in Fig. 12(b) and equation (16) a complete BDT curve of 

material can be estimated in the whole temperature range once a reference BDT curve without 𝑇-stress 

has been achieved: 

𝐾𝐼
𝑎 = {

𝐾𝐼
𝑎(𝑇 = 0) ∗ [𝑐0 + 𝑔(Θ) ∗ (𝑇 𝜎𝑦⁄ )],                                   Θ < Θ𝐶

𝐾𝐼
𝑎(𝑇 = 0) + 𝑐1 ∗ Θ𝐶(𝑇 = 0) + 𝑐2 ∗ (𝑇 𝜎𝑦⁄ ) + 𝑐3,         Θ = Θ𝐶

             (17) 

where 𝑐0, 𝑐1, 𝑐2, and 𝑐3 are constant can be obtained by fitting the predicted BDT curve with different 

𝑇-stress in Fig.10. 
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Fig. 12 the effect of 𝑇-stress on (a) critical BDT temperature, (b) fracture toughness at critical BDT 

temperature of single-crystal iron under a loading rate �̇�𝐼
𝑎 = 10.0MPam0.5s-1. Here, ∆𝛩𝐶 = 𝛩𝐶 −

𝛩𝐶(𝑇 = 0); 𝛩𝐶(𝑇 = 0) is the critical BDT temperature of material without 𝑇-stress; ∆𝐾𝐼,𝛩𝐶

𝑎 =

𝐾𝐼,𝛩𝐶

𝑎 − 𝐾𝐼,𝛩𝐶

𝑎 (𝑇 = 0); 𝐾𝐼,𝛩𝐶

𝑎  is fracture toughness at critical BDT temperature; 𝐾𝐼,𝛩𝐶

𝑎 (𝑇 = 0) is the 

fracture toughness at critical BDT temperature without 𝑇-stress. 

 

4.4.2. Effect of constant rate of 𝑇-stress ( �̇�) on BDT 

Several constant rates of 𝑇 -stress, �̇�,  have been applied in the present model (see Fig. 8(b)) to 

investigate the influence of constant �̇� on the BDT of single-crystal iron, see Fig. 13. It is observed that 

a lower �̇� always induces a higher fracture toughness and a smoother BDT transition. A lower critical 

BDT temperature is obtained with a lower �̇�, and the corresponding fracture toughness at the critical 

BDT temperature for lower �̇� is always higher. Although the two scenarios of implementation of �̇� are 

different, e.g. constant 𝑇-stress and constant �̇�, the effect of 𝑇-stress is actually identical as discussed 

at the beginning of this section. Therefore, when comparing the Fig. 13(a) with Fig. 10, the same trend 
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of the effect of both constant �̇� and constant 𝑇-stress on BDT is observed. A comparison of results 

between the two scenarios of implementation of 𝑇-stress on present model (see Fig. 8) is also presented 

in Fig. 13 (b). Although the BDT of two scenarios of 𝑇-stress implementation is similar, the influence 

of constant �̇� on BDT is more significant than that of constant 𝑇-stress, especially for the negative �̇� 

and negative 𝑇-stress. This is because that the 𝑇-stress produced by the negative �̇� is always much 

larger than the negative constant 𝑇-stress, while, the 𝑇-stress produced by the positive �̇� is comparable 

to the constant positive 𝑇-stress, see Fig. 8. 
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Fig. 13 the effect of rate of 𝑇-stress �̇� on BDT under a loading rate �̇�𝐼
𝑎 = 10.0MPam0.5s-1: (a) 

comparison between the BDT curves of different �̇� and without 𝑇-stress, (b) comparison between the 

BDT curves of a constant �̇� and a constant 𝑇-stress. 

 

4.5. Effective surface energy for cleavage assessment 

The modified Griffith criterion,  𝐺𝑐 = 2(𝛾𝑠 + 𝛾𝑝), can be adopted to assess the cleavage fracture in the 

transition region, where brittle fracture happens with plastic deformation in the vicinity of crack tip. 

However, it is difficult to directly evaluate the plastic work 𝛾𝑝. Since the modified Griffith theory can 

also be written as 𝐺𝑐 = 2𝛾𝑒𝑓𝑓 , the estimation of the effective surface energy can be an alternative 

solution for evaluation of plastic work during fracture. Consequently, the effective surface energy used 

for the description of cleavage fracture can be calculated by 

𝛾𝑒𝑓𝑓 =
(1 − 𝜈2)

2𝐸
𝐾2                                                                   (18) 

where 𝐾 is calculated from section 4.3 and 4.4 for the material with and without 𝑇-stress. The evolution 

of effective surface energy during cleavage fracture of single-crystal iron with temperature is presented 

in Fig. 14, in which the constraint effect on the effective surface energy at different temperature is also 

presented. Since there is a quadratic relation between 𝛾𝑒𝑓𝑓 and 𝐾, when comparing the transition of 

effective surface energy to the transition of fracture toughness, the change of effective surface energy 
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is very small in lower temperature range, e.g. below 145.5K, but is much larger at higher temperature. 

Following the same method and procedure introduced in 4.4.1, the complete relation of effective surface 

energy and 𝑇-stress in the whole BDT temperature range can be built with an equation like (17).  
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Fig. 14 constraint effect on the calculated effective surface energy 𝛾𝑒𝑓𝑓 under a loading rate of �̇�𝐼
𝑎 =

10.0MPam0.5s-1 

 

Temperature dependent effective surface energy of steel has been found by Linaza et al. [43] and Martin 

et al. [44] by converting the measured the fracture stress of specimen to effective surface energy in 

terms of modified Griffith theory. However, the effective surface energy law obtained from experiment 

depends on the geometry of specimen, and can not be applied generally in practice. An explicit effective 

surface energy law has been derived by Burns et al. [45] to estimate the plastic contribution to the 

energy release rate during the cleavage fracture, which is function of temperature, geometry, crack 

speed, dislocation density at crack tip etc. This law has successfully adopted to the experimental studies 

of dynamic fracture on LiF single-crystal. However, since it can not explicitly predict the dislocation 

multiplication in the process of cleavage fracture, real-time measurement on dislocation density at 

propagating crack tip is necessary when using such law. The solution to estimate the effective surface 

energy law in BDT process proposed in present work is capable of integrating many influencing factors, 

e.g. temperature, loading rate and constraint, and has a potential application for components with any 

geometry. This temperature and constraint dependent effective surface energy law will benefit for the 

cleavage fracture criterion in the transition region, such as, using RKR model. 

 

 

5. Conclusions 

In the present study, a continuum model has been employed to model the BDT behavior of single- 

crystal iron based on dislocation mobility controlled BDT theory. Parametric studies have been carried 
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out and a group of parameters for BDT investigation has been obtained by comparing computational 

results to experimental results reported in the literature. BDT behavior under different loading rate has 

been studied. It can be observed that lower loading rate can produce a smoother BDT curve and a lower 

critical BDT temperature, however loading rate has no effect on the fracture toughness at the critical 

BDT temperature.  

It is found that the change of the stress distribution ahead of crack tip due to the 𝑇-stress dictates the 

fracture toughness of single-crystal iron in the BDT transition region. Lower constraint leads to a higher 

fracture toughness in the transition region, a smoother transition curve and a lower critical BDT 

temperature, and also a higher fracture toughness at the critical BDT temperature. A correlation between 

the fracture toughness and 𝑇 -stress has been found: below critical BDT temperature, the fracture 

toughness is related to the temperature dependent fracture toughness of a reference material without 𝑇-

stress and the contribution of 𝑇-stress that relies on the temperature; at critical BDT temperature, the 

fracture toughness can be estimated with a linear function of 𝑇-stress, fracture toughness and critical 

BDT temperature of a reference material without 𝑇-stress. Therefore, a complete BDT curve can be 

predicted by the equation (17) created in present study once the amount of constraint and the BDT curve 

of a reference material without 𝑇-stress has been acquired. 

A solution to estimate the temperature-dependent effective surface energy law in the brittle-to-ductile 

transition has been studied in present work, which will benefit for the assessment cleavage fracture in 

the transition region. 
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Abstract: It is still a challenge to numerically achieve the interactive competition between ductile 

damage and brittle fracture in ductile-to-brittle transition (DBT) region. In addition, since two types of 

fracture occur at two independent material length scales, it is difficult to process them with the same 

mesh size by using finite element method. In this study, a framework of modelling DBT of a thermal 

mechanical controlled-rolling (TMCR) steel is explored by using the cellular automata finite element 

(CAFE) method. The statistical feature of material’s microstructure is incorporated in the modelling. 

It is found that DBT curve cannot be reproduced with only one temperature dependent flow property, 

for which another temperature dependent variable must be considered. A temperature dependent 

effective surface energy based on typical cleavage fracture stage is proposed and obtained through a 

continuum approach in present work. The DBT of TMCR steel is simulated by using CAFE method 

implemented with a temperature dependent effective surface energy. It is found that numerical 

simulation is able to produce a full transition curve, especially with scattered absorbed energies in the 

transition region represented. It is also observed that simulation results can reproduce a comparable 

DBT curve contrasting to the experimental results.  

Keywords: Cellular Atoumata Finite Element (CAFE); Ductile-to-Brittle Transition (DBT); Cleavage; 

Effective surface energy; TMCR steel 

 

 

1. Introduction 

Ductile-to-brittle transition (DBT) is normally found in the BCC materials, e.g., steel, due to 

temperature decreasing and loading rate elevation. Ductile fracture usually occurs at higher temperature, 

e.g. the upper-shelf, with a damage mechanism of void nucleation, growth and coalescence. The well-

known Gurson type of model [1-4] and Rousselier model [5] have been widely used to describe ductile 

fracture accompanying with plastic deformation, in which the critical void volume fraction 𝑓𝑐 has been 

proposed as the failure criterion. While, unstable cleavage fracture is commonly initiated by second-
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phase particle cracking due to dislocation pile-up, which refers to the sequence of three steps: particle 

breakage, transgranular fracture within a single grain and overcoming of the grain boundary [6]. A 

simple model proposed by Ritchie, Knott and Rice [7], so called RKR model, assumes that cleavage 

failure occurs when the maximum principle stress ahead of the crack tip exceeds the fracture stress 𝜎𝑓 

over a characteristic distance. In order to describe the statistical nature of micro-cracks in the stress 

field, micromechanical models [8-10] following the weakest link philosophy have been reformulated 

based on RKR model, which provide a promising local approach to understand the essentials of 

cleavage. One of the most widely used approaches is Beremin model [8], in which a simple expression 

for macroscopic failure probability can be derived involving a scalar measure of the crack-front loading, 

the so-called Weibull stress 𝜎𝑤. Consequently, two main types of the failure criterion for cleavage have 

been established, critical fracture stress 𝜎𝑓 or Weibull stress 𝜎𝑤. Whereas, in the DBT regime, two 

fracture modes coexist, and the final rupture of materials occurs as a consequence of the competition 

between two failure mechanisms. 

Modelling of DBT of steel has aroused great interest in past decades. Ductile damage models (e.g., 

GTN, Rousselier) combined with RKR criterion model or local approach (e.g. Beremen model) has 

been widely applied to model the DBT of steel under quasi-static load [11, 12]  or dynamic load [13-

18]. However, it is basically a post-processing solution to evaluate the occurrence of cleavage after 

stress field ahead of crack tip obtained from the constitutive equation of ductile model. The competition 

between two failure mechanisms and the interaction between two failure modes in the transition region 

are not involved indeed. Furthermore, the fracture in the transition region occurs on two independent 

scales of microstructure size, ductile fracture related to the spacing of the dominant void initiated from 

particles, while the brittle fracture related to the grain or cleavage facet size. It is difficult to handle two 

fracture modes with only one mesh size using the finite element method. Although attempts have been 

conducted to overcome this problem by using non-local approaches [11, 12, 19], it is still a challenge 

to represent the competition between two failure mechanisms and the interaction between two failure 

modes in the transition region. However, one approach coupled cellular automata (CA) and finite 

element (FE), so-called CAFE method, provides a practical solution to solve these two challenges 

simultaneously [20]. In addition, the statistical feature of microstructure of material can also be 

represented in this method, e.g. initial void distribution, grain size distribution, misoriention of grain 

boundaries etc., such that the scatter of toughness in the transition region can be captured. The principle 

and implementation of CAFE method have been thoroughly described in the ref. [20-25].  

It is known that the flow properties, e.g., yield stress and strain hardening, will be altered as temperature 

decreases, which could be a significant factor resulting in the occurrence of DBT. However, only 

temperature-dependent flow stress is not enough to predict the transition behavior of materials when 

comparing with the test data reported by Rossoll et al [16], Tanguy et al [18] and Shterenlikht et al [20]. 

Many efforts have been made to describe temperature dependence of fracture toughness in the DBT 
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transition region. A global approach, Master curve method has been adopted in ASTM E1921 [26], in 

which the variation of fracture toughness with temperature in DBT region can be described with a 

reference temperature 𝑇0. Although the Master curve method is very convenient to apply in practice 

since only few tests are needed for calibration, it requires high constraint and small scale yielding 

conditions. Tanguy et al [18] has simulated the DBT of A508 steel with a temperature-dependent 𝜎𝑢 

rather than a constant value when modelling the Charpy impact test. By using Master curve method [26] 

to calibrate the parameters of Beremin model, Petti et al [27], Wasiluk et al [28], Cao et al [29] and 

Qian et al [30] have also found  that 𝜎𝑢 is increasing with temperature in the transition region. Gao et 

al [31] has found that 𝜎𝑢 increased with temperature reflecting the combined effects of temperature on 

material flow properties and toughness. Moattari et al[32] accurately predicted the fracture toughness 

in DBT transition region by introducing a temperature-dependent 𝜎𝑢 described with a summation of 

athermal and thermally activated stress contribution. A temperature dependent misorientation of grain 

boundary proposed by Shterenlikht et al [20] has been implemented into the CAFE method to model 

the DBT of Charpy test of TMCR steel. It has to be noticed that either the temperature dependent 𝜎𝑢 or 

misorientation proposed in the literature is just a phenomenological parameter for DBT modelling. 

Therefore, exploring a physical-based variable to disclose the nature of temperature dependent fracture 

toughness in the transition region is not only significant but also necessary. In this work, on the basis 

of our previous work [33], a continuum approach is developed to estimate the effective surface energy 

in the DBT transition region of a TMCR steel. Then, we attempt to establish a framework of numerical 

prediction of the DBT in steel by utilizing the CAFE method implemented with the temperature 

dependent effective surface energy. 

The present paper is organized as the followings. Section 2 reviews the CAFE method and discusses 

the parameters of the model. Section 3 introduces a continuum solution to determine the temperature 

dependent effective surface energy of TMCR steel. Section 4 describes the finite element procedures 

and models used to predict the DBT of steels. Section 5 presents the main modelling results of DBT of 

Charpy tests by using CAFE method implemented with a temperature dependent effective surface 

energy. The physical nature of the competition between particle size dominated and grain size 

dominated cleavage propagation is also discussed. The feasibility of CAFE method implemented with 

temperature dependent effective surface energy is validated by comparing the predicted results to 

experimental results in the literature [20]. Section 6 ends the paper with a short summary and 

conclusions. 

 

 

2. The CAFE Method 
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The motivation of the CAFE method is to combine the structural and microstructural interactions by 

finite element method [20-22]. The method is divided into two phases: one is finite elements to capture 

the stresses or strains at the structural level, the other is to catch the mechanical essentials of the 

microstructural behavior and its development in a set of CA arrays. Fig.1 shows the implementation of 

the above strategy to deal with the fracture in the transition region where both ductile and brittle micro-

mechanisms work simultaneously [20]. In each material integration point, the microstructure is 

represented by two CA arrays, where the brittle array represents the cleavage behavior while the ductile 

array processes ductile damage. Structural information, for example, stress/strain and damage variable, 

processed in FE level inputs to CA levels, meanwhile, the microstructural evolution and the failure are 

integrated and send back to the FEs. To achieve the implementation of CAFE method in finite element, 

the explicit dynamic process has been chosen to develop a VUMAT by Shterenlikht et al [20-22] so 

that crack can propagate along a natural failure path through element removal. 

 

Fig.1 the illustration of the mechanism of CAFE method in which ductile damage and cleavage fracture 

have been coupled through two different CA arrays. Here, 𝑁𝐷 and 𝑁𝐵 are the number of ‘dead’ cell of 

ductile CA arrays and brittle CA arrays respectively; Σ is integration indicator; 𝐿𝐷 and 𝐿𝐵 are the size 

of cells in brittle and ductile CA arrays.  

 

The Roussellier ductile damage model [5] is adopted to describe the constitutive response at the 

integration point. Equation (1) describes the plastic potential of this model 

                      
𝜎𝑒𝑞

𝜌
− 𝐻(𝜀𝑒𝑞) + 𝐵(𝛽)𝐷𝑒𝑥𝑝 (

𝜎𝑚

𝜌𝜎1
) = 0                                                              (1)  

where 𝐻(𝜀𝑒𝑞) is the hardening property of material; 𝜎1 and 𝐷 are material constants that need to be 

tuned; 𝜎𝑒𝑞, 𝜎𝑚 and 𝜀𝑒𝑞 are equivalent stress, mean stress and equivalent strain; 𝐵(𝛽) is the function of 

damage variable 𝛽; 𝜌 is relative density, which can be described by  

𝜌 =
1

1 − 𝑓0 + 𝑓0𝑒𝑥𝑝𝛽
                                                                                           (2) 
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where 𝑓0 is initial void volume fraction. In ductile CA arrays, cell size 𝐿𝐷 is used to characterize the 

unit cell size of ductile damage of material with a single void, which normally relates to the spacing of 

inclusions or large carbides in steel.  

According to modified Griffith theory, the critical fracture stress for cleavage can be calculated by  

𝜎𝐹 = √
𝜋𝐸𝛾𝑒𝑓𝑓

(1 − 𝜈2)𝑑
                                                                                        (3) 

where 𝛾𝑒𝑓𝑓  is effective surface energy for the cleavage fracture; 𝐸 and 𝜈 are Young’s modulus and 

Poisson’s ratio respectively; 𝑑 is grain size. In present work, a temperature dependent effective surface 

energy for cleavage will be applied in the CAFE method to calculate critical fracture stress of cleavage. 

A fraction of brittle cells, 𝜂, in each brittle CA array,  is adopted to represent grains with adjacent grain 

boundary carbides, where micro-crack has already nucleated. In brittle CA arrays, the cleavage facet 

size (𝑑𝐶𝐹𝑆) is applied as the size of cells in brittle CA arrays, e.g. 𝐿𝐵, which can be measured through 

fractographic analysis on the fracture surface of specimen [20]. Since the misorientation between grains 

is naturally the barrier of cleavage crack propagation crossing the grain boundary [34], a random 

orientation is assigned to each cell in brittle CA arrays, and a misorientation threshold, e.g., 𝜃𝑡ℎ, is 

assumed so that crack can propagate from one cell to the other.   

The property of CA depends on the state of cells. The state of each cell in next time increment is 

determined by its state and the states of neighboring cells at the previous time increment. Once that the 

cell is failed due to the fracture propagation, the state of cell will be changed from ‘alive’, e.g., initial 

state, to ‘dead’. Then, the closing neighborhood of ‘dead’ cell will be stress-concentrated since the ‘dead’ 

cell lost its load-bearing capacity. A framework [22, 25] has described in detail how to locate such a 

closing neighborhood around the ‘dead’ cell. The local concentration factors are utilized to solve this 

problem, which are 𝐶𝐷 for ductile CA array and 𝐶𝐵 for brittle CA array. Thus, at the next time increment, 

the states of concentrated cells (either ductile or brittle) are determined by the results of comparison 

between the product of damage variable and concentration factors and failure criteria mentioned above. 

An integrity indicator, Σ, is used to count the ‘dead’ cells of both ductile and brittle CA arrays by which 

the potential fracture at every current time increment is evaluated. The Σ whose initial value is 1.0, 

decreases continuously with the accumulation of damage until 𝑁𝐷 or 𝑁𝐵 reaches its maximum value 

𝑁𝐷−𝑚𝑎𝑥 or 𝑁𝐵−𝑚𝑎𝑥. At this moment, the Σ turns to be zero, which means material inside the integration 

point is failed and the integration point does not have loading-bearing capacity any more. The FE will 

then be removed from the mesh when the zero Σ is transferred to FE. The  Σ can be calculated by 

Σ = 1 − max (
𝑁𝐷

𝑁𝐷−𝑚𝑎𝑥
,

𝑁𝐵

𝑁𝐵−𝑚𝑎𝑥
)                                                                  (4) 
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Fig.2 flow chart of the CAFE method. Here, 𝜎𝑖𝑗(𝑡𝑖) and 𝜀𝑖𝑗(𝑡𝑖) are stress and strain tensors at time 𝑡𝑖 

provided by Abaqus solver; and 𝛽(𝑡𝑖) is damage variable of cells given by constitutive model to ductile 

CA array at time 𝑡𝑖; 𝜎𝐼(𝑡𝑖) is the maximum principle stress of each element calculated from 𝜎𝑖𝑗(𝑡𝑖); 

𝑑𝑘(𝑡𝑖) is the direction cosines of 𝜎𝐼(𝑡𝑖); 𝛾𝐷
𝑚(𝑡𝑖) or  𝛾𝐵

𝑚(𝑡𝑖) is state of cell m in ductile or brittle CA 

arrays 𝑡𝑖; 𝛾𝐷
𝑙 (𝑡𝑖+1) or  𝛾𝐵

𝑙 (𝑡𝑖+1) is state of cell l where stress concentration occurs and failure criterion 

is satisfied in ductile or brittle cell arrays at time 𝑡𝑖+1; 𝑁𝐷(𝑡𝑖+1) or 𝑁𝐵(𝑡𝑖+1) is numbers of dead cells 

in ductile or brittle CA arrays at time 𝑡𝑖+1; 𝛴(𝑡𝑖+1) is the integrity indicator at time at time 𝑡𝑖+1. 

 

The calculation process of the CAFE method is presented in Fig.2. It has to be mentioned that in order 

to reduce the calculation time, the damage variable 𝛽(𝑡𝑖) is given to the ductile CA array instead of the 

strain increment tensor ∆𝜀𝑖𝑗(𝑡𝑖), and accordingly only the solution dependent variable Σ is returned to 

the FE from CA array. Both ductile and brittle CA arrays are used only for the simulation of fracture 

propagation at each CA scale, while, the constitutive response is calculated at FE level. In addition, for 

the easy achievement of convergence, in ductile CA array a normal distribution of damage value 𝛽𝐹 

rather than that of 𝑓0 is adopted. At each increment of deformation, the model compares the present 

damage variable 𝛽 with the failure value 𝛽𝐹 until the material failed. Since two CA arrays occupy the 

same physical space, the evaluation of the cells shall be synchronized in both CA arrays. Thus, a 

mapping rule has been introduced in the CAFE method to reflect dead cells in ductile CA array into the 

corresponding brittle CA array, and vice versa [21].  After stress concentration occurred on the cell m 
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in either CA arrays, it becomes dead when failure criteria are satisfied. A more detailed description 

about the CAFE method can be found in literature [21].  

 

 

3. The Temperature dependent effective surface energy 

Based on the theory of shielding effect of dislocation mobility on crack tip, a method has been proposed  

[33] to predict the temperature dependent effective surface energy of single-crystal iron in the ductile-

to-brittle transition (DBT) region. In the present work, this method will be extended to calculate the 

effective surface energy of steel in the transition region.  

The shielding effect of the dynamics of dislocation on crack tip stress field can be assessed with a 

continuum method [33, 35, 36]. It is assumed that the material is isotropic, and that the rate-dependent 

plastic deformation is induced by dislocation emission and motion. According to Orowan law, the shear 

strain rate, �̇�𝑝, can be used to describe the plasticity caused by the dislocation mobility  

�̇�𝑝 = 𝛼𝜌𝑑𝑏𝑣                                                                                                   (5) 

Where 𝛼 is a proportionality constant; 𝜌𝑑 is the dislocation density; 𝑏 is Burgers vector; 𝑣 is dislocation 

velocity. The dislocation velocity 𝑣 can be obtained from the function of resolved shear stress 𝜏 and 

temperature Θ, e.g., the empirical Arrhenius type law 

𝑣 = 𝑣0𝑒𝑥𝑝 (−
𝑄

𝑘𝐵Θ
) (

𝜏

𝜏0
)

𝑚

                                                                        (6) 

where 𝑄 is the activation energy for dislocation velocity; 𝑘𝐵 is the Boltzmann constant; 𝑚 is  a material 

constant for wide range of stress level; 𝑣0  is material specific reference dislocation velocity; 𝜏0  is 

normalization shear stress; here Θ is the absolute temperature in Kelvin. Since the material is assumed 

to be isotropic, the von Mises equivalent stress 𝜎𝑀𝑖𝑠 and the equivalent plastic strain rate 𝜀̇𝑝can be used 

to replace the plastic shear strain rate �̇�𝑝 in equation (5) and the resolved shear stress 𝜏 in equation (6). 

Then, after inserting the equation (6) into equation (5), the equivalent plastic strain rate 𝜀̇ to describe 

the rate-dependent plasticity induced by the dislocation mobility can be derived 

𝜀̇ = 𝜀0̇ exp (−
𝑄

𝑘𝐵Θ
) (

𝜎𝑀𝑖𝑠

𝜎0
)

𝑚

                                                                   (7) 

where 𝜀0̇ is a reference strain rate; 𝜎0 is a normalization stress.  

It is known that DBT normally occurs in body centered cubic (BCC) metals, e.g., single-crystal iron, 

Fe alloys and steel, due to the thermal-activated dislocation emission and motion [37]. The difference 

between single-crystal iron and steel is the presence of impurities (e.g., particles), grain boundary and 
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preexisting dislocations in the latter, which affects the dislocation behavior, for instance, nucleation, 

motion, multiplication etc. If their effect on the fracture of the latter can be described by the change of 

dislocation density near crack tip comparing with that of former, see equation (5), the model developed 

for single-crystal iron is possible to be applied to the steel according to the theory of the of shielding 

effect of dislocation mobility on crack tip. To do this, several assumptions have to be made. Firstly, a 

micro-crack is assumed to be initiated within a grain boundary particle, e.g., carbide or inclusion, at a 

position 𝑥𝑐 ahead of the notch/crack tip where the local tensile stress equals to the maximum principle 

stress, see Fig.3 (a). Then, the nucleated micro-crack will penetrate the interface between particle and 

matrix once that local tensile stress at the interface exceeds the fracture stress. Secondly, we postulate 

that the penetration of the micro-crack into the interface leads to the final unstable cleavage fracture, 

namely the crack resistance of grain boundary is not taken into account. Further, it is assumed that the 

crack penetration from particle into matrix is dominated by a local K-field. Then, the elastic zone 

(dislocation free zone) in the continuum model for single-crystal material [33] is replaced with an elastic 

particle, and the viscoplasitic material outside the elastic region is defined as the ferrite, e.g., a time-

dependent plastic matrix. Thus, a new continuum model can be adopted to estimate the fracture 

toughness of steel in the transition region, see Fig.3 (b).  

            

Fig.3 the continuum model: (a) the schematic illustration of the micro-crack initiation and propagation 

across the interface and grain boundary, 𝑐 is the particle diameter, and 𝑑 is grain size; (b) MBL model 

to calculate the effective surface energy for cleavage extension across the interface between particle 

and matrix [33]. 𝑐 is particle size. 

 

Only the upper-half of model is presented due to symmetry, see Fig.3 (b). A small circle around the 

crack tip with a radius 𝑐 2⁄  is the elastic zone, e.g., particle. The radius of model R is 20 times larger 

than the elastic zone size. Outside the elastic zone, there is the matrix, e.g., ferrite, which is time-

dependent plastic material described by the equation (7). A crack with an initial radius of 1.15 × 10−4𝑅 

is located in the center of model. Abaqus 6.14 is employed, and 4-node and plane strain elements (CPE4) 

are used in all simulations. Through the nodal displacement on the outer boundary layer in the MBL 
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model, a linear elastic 𝐾𝐼 field, e.g., the applied stress intensity factor 𝐾Ι
𝑎, with a constant loading rate 

�̇� is implemented. To calculate the effective surface energy, only a stationary crack is studied.  

For a sharp crack tip, cleavage fracture occurs once the crack tip stress intensity factor equals to the 

critical value, i.e. 𝐾Ι
𝑡 = 𝐾Ι𝐶 . The critical stress intensity factor 𝐾Ι𝐶  depends only on the material’s 

surface energy 𝛾𝑠 in terms of the Griffith criterion. Due to the shielding effect of plastic deformation on 

the crack tip stress field, the local stress intensity factor 𝐾𝐼
𝑡 at crack tip is always lower than the applied 

stress intensity factor 𝐾𝐼
𝑎, particularly at higher temperature. The applied stress intensity factor 𝐾Ι

𝑎 at 

the moment of failure, e.g. 𝐾Ι
𝑡 = 𝐾Ι𝐶 is regarded as the fracture toughness of material. According to 

modified Griffith theory, 𝐺𝑐 = 2(𝛾𝑠 + 𝛾𝑝), if let 𝛾𝑠 + 𝛾𝑝 = 𝛾𝑒𝑓𝑓,  the effective surface energy can be 

obtained by  

𝛾𝑒𝑓𝑓 =
(1 − 𝜈2)

2𝐸
𝐾2                                                                              (8) 

Thus, the applied stress intensity factor 𝐾𝐼
𝑎 at cleavage fracture can be calculated, and accordingly 

the effective surface energy for cleavage extension across the particle-matrix interface of steel 

in the transition region can also be obtained from equation (8).  

 

Fig.4 Finite element model of the Charpy test. 

 

 

4. Numerical simulation 

An explicit dynamic process is adopted to model the Charpy test by using an explicit code with CAFE 

strategy implemented, which has been introduced in Section 2. The geometry of Charpy V-notch 

specimen is 55mm*10mm*10mm according to the standard ASTM E23 16b [38], the notch radius and 

notch depth are 0.25mm and 2.0mm respectively. The striker and anvils size and geometry are also 

those of the standard ASTM E23 16b [38]. The finite element model of Charpy test is shown in Fig.4, 

in which the full Charpy specimen is meshed with 8 nodes and reduced integration elements (C3D8R). 

Cells are assembled only to those elements in a small region in the center of specimen with a mesh size 
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around 1mm, so-called damage zone, where damages in a real Charpy specimen is expected. The striker 

and two anvils are modelled as elastic body, and are meshed with C3D8R and C3D6 type of elements. 

The total number of elements in this model is 8250, in which damage zone composes of 700 elements. 

The contact between the Charpy specimen and striker and anvils is modeled with a friction coefficient 

0.15. The initial velocity of striker is 5.5 m/s. 
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Fig. 5 The properties and microstructure of TMCR steel: (a) flow stress and strain curve at different 

test temperatures[21], (b) the microstructure of TMCR steel [20] and (c) the histogram of grain size 

distribution [20]. 

 

It is assumed that 𝐿𝐷 and 𝐿𝐵 are 200𝜇𝑚  and 100 𝜇𝑚 respectively. Then, in the ductile CA arrays, each 

cubic array has 5 cells per linear dimension, namely 𝑚𝐷 = 5. Likewise, in the brittle CA arrays, each 

cubic has 10 cells per linear dimension, namely 𝑚𝐵 = 10. Therefore, in each element or integration 

(b) 
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point, there are 125 ductile cells and 1000 brittle cells. Accordingly, the damage zone is composed of 

87500 ductile cells and 700000 brittle cells. It is assumed that the CA array either ductile or brittle loses 

the load-bearing capacity when the cells in one orthogonal section of CA array are failed [21]. Therefore, 

the maximum numbers of the dead cells in each CA array are taken as 𝑁𝐷−𝑚𝑎𝑥 = 𝑚𝐷
2 = 25 for ductile 

CA arry and 𝑁𝐵−𝑚𝑎𝑥 = 𝑚𝐵
2 = 100 for the brittle CA array. The concentration factor for ductile CA, 

e.g., 𝐶𝐷, is 1.4 and that for brittle CA, e.g., 𝐶𝐵, is 1.4 and 11.0 respectively [20].  

The initial void volume fraction 𝑓0 is assumed to be 0.0001. The statistical feature of damage failure 

value 𝛽𝐹 conforms to a normal distribution, in which the mean value 𝛽𝐹−𝑚𝑒𝑎𝑛 is 8.0 and the standard 

deviation 𝛽𝐹−𝑠𝑡𝑑  is 1.2. The material constant 𝐷 and 𝜎1  are 1.65 and 400MPa respectively. These 

values of ductile damage variables used in the present work has been calibrated with experimental 

results of pure ductile fracture, for example the upper shelf energy (USE) of Charpy test. The flow 

property of the TMCR steel at different temperature is presented in Fig.5 (a). The microstructure of this 

TMCR steel is presented in the Fig.5 (b), which consists mainly of ferrite and some banded pearlites. 

Based on the measurement of grain size of this TMCR steel, the histogram of grain size distribution is 

obtained as shown in the Fig.5 (c), which presents a bimodal distribution. Since these tiny grains will 

never fracture as they have very high fracture strength, the modelling results are not affected by omitting 

this small volume of tiny grains. Hence, an equivalent unimodal three-parameter Weibull distribution 

is applied to characterize the grain size distribution of this material, in which the scale, shape and 

location parameter are 1.223, 5.392 and 0.516 respectively. The fraction of brittle CA cells that cleavage 

is nucleated, 𝜂, is assumed to be 0.01, which has been adopted by Shterenlikht et al [20] as well. The 

misorientation threshold 𝜃𝑡ℎ is assumed to be 40°. The effective surface energy for the fracture stress 

of cleavage will be calculated in the section 5.  

 

 

5. Numerical results and discussion 

In the following, we firstly present the predicted results of DBT by using a constant effective surface 

energy. To reproduce the transition by using the CAFE method, another temperature dependent variable, 

e.g., the temperature dependent effective surface energy, is calculated via the continuum approach 

introduced in the Section 3. Although being improved, the DBT predicted with the calculated 

temperature dependent effective surface energy indicates that the role of grain boundary in the cleavage 

propagation in the transition region cannot be neglected. As such, the lower limit of effective surface 

energy for overcoming the barrier of grain boundary in the transition region is estimated based on both 

the temperature dependent effective surface energy for unstable cleavage formation and the size ratio 

of cleavage facet (unit) to critical particle. In the end, an accurate prediction of DBT of TMCR steel is 
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achieved by using the lower limit of effective surface energy for crack propagating across the grain 

boundary.  
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Fig.6 absorbed energy of Charpy impact test in the transition region predicted by CAFE method with 

a constant effective surface energy, e.g., 𝛾𝑒𝑓𝑓 = 52 𝐽 𝑚2⁄ . 

 

5.1 DBT prediction by using a constant effective surface energy 

Firstly, a constant value of the effective surface energy 𝛾𝑒𝑓𝑓, 52 𝐽 𝑚2⁄ , which has been adopted in the 

study on the DBT of TMCR steel by Wu et al [23] and Shterenlikht et al [20], is used in the CAFE 

method to calculate the fracture stress of cleavage according to equation (3). The other parameters to 

model the DBT of TMCR steel have been introduced in the Section 4. The absorbed energy of standard 

Charpy tests in the transition region vs. temperature is plotted in the Fig.6, in which the predicted results 

by CAFE method with constant effective surface energy compare with the experimental results by 

Shterenlikht et al [20]. At each temperature, three runs have been performed. Since the statistical nature 

of material has been incorporated in the model, results present a scattered feature as shown in the Fig.6. 

It can be found that the predicted absorbed energy at higher temperature is not as scattered as that at 

lower temperature since the fewer cleavage happens at higher temperature. The predicted absorbed 

energy at lower temperature, e.g., 193K, is comparable to the experimental results. However, the 

predicted absorbed energy is dramatically underestimated comparing to the experimental results. It 

implies that only temperature-dependent flow stress of material shown in Fig.5 (a) is not adequate to 

obtain an ideal DBT behavior, which has been similarly reported by Rossoll et al [16], Tanguy et al [18] 

and Shterenlikht et al [20]. Thus, the second temperature-dependent parameter has to be searched so as 

to accurately represent the DBT behavior of materials.    

 

5.2 The effective surface energy of TMCR steel 

5.2.1 Identification of the parameters 

It is found that the variation of activation energy of DBT among single-crystal iron, poly-crystal iron 

and Fe-alloys is relatively minor [39, 40], e.g., in the range of 0.2-0.5. This implies that the minor 
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difference between parameters calibrated from the activation energies of DBT of different steels can be 

expected. In addition, there are still some resemblances between low carbon steel studied by Tanaka et 

al [40] and the TMCR steel investigated in the present work, e.g., the ferritic type of microstructure and 

controlled-rolling process of production. Since the absence of the test results of activation energy of 

DBT of the TMCR steel, a low carbon steel experimentally obtained by Tanaka et al [40] is utilized to 

approximately identify the parameters for the calculation of effective surface energy of the TMCR steel. 

In the aim of exploring a solution to estimate the effective surface energy in transition region, the gap 

between two materials, e.g., low carbon steel and the TMCR steel can be ignored.  

As reported in the literature, a relation between loading rate �̇�  and Θ𝑐  has been found through 

experiments [41] 

𝑙𝑛�̇� = − 𝐸𝑎 𝑘𝐵Θ𝑐⁄ + 𝑐𝑜𝑛𝑠𝑡.                                                         (9) 

where 𝐸𝑎 is the activation energy for the DBT, which equals to the activation energy 𝑄 for dislocation 

velocity; Θ𝑐 is critical DBT temperature at which ductile fracture changes to be brittle fracture [33, 35, 

36]. Based on the theory of shielding effect of dislocation mobility on crack tip, equation (9) has also 

been used to depict the correlation of loading rate and Θ𝑐 of low carbon steel by Tanaka et al [40]. The 

critical transition temperatures of low carbon steel have been measured through four point bending tests 

under different outer-fiber strain rates by Tanaka et al [40]. The outer-fiber strain rate can be calculated 

by [42] 

𝜀�̇� =
4𝐵

𝑆1
2 �̇�                                                                                          (10) 

where 𝜀�̇� is the outer-fiber strain rate and �̇� is the cross head speed, 𝐵 is the thickness of specimen and 

𝑆1 is the outer span of specimen. The applied stress intensity factor of four point bending test can be 

calculated by using the equation [43]  

𝐾𝐼 =
3𝐹(𝑆1 − 𝑆2)

2𝐵𝑊2 √𝑎𝑌                                                                  (11) 

where 𝑌 =
1.1215√𝜋

(1−𝑎/𝑊)3/2 [
5

8
−

5

12

𝑎

𝑊
+

1
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(

𝑎

𝑊
)

2
+ 5 (

𝑎

𝑊
)

2
(1 −

𝑎

𝑊
)

6
+

3

8
exp (−6.1342

𝑎

𝑊−𝑎
)], 𝐹  is loading 

force, 𝑆2 is inner span, 𝑊 is width of specimen and 𝑎 is notch depth. To obtain the loading rate of four 

point bending test, three-dimensional analysis with a quasi-static process is carried out in the present 

study. The cross head speed applied for modelling is converted from outer-fiber strain rates used by 

Tanaka et al. [40] in terms of the equation (10). It has to be mentioned that only a stationary crack is 

studied. The Young’s modulus 𝐸 and poison’s ratio 𝜈 of steel are 206 GPa and 0.29 respectively. The 

loading rate, e.g., the rates of stress intensity factor, applied on the four-point bending specimen is 

calculated by equation (11). The outer-fiber strain rates and calculated loading rate, e.g., the applied 

rates of stress intensity factor are listed in table 1.  
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Tab.1 The outer-fiber strain rates of the four point bend tests on fully annealed low carbon steel [43] 

and the calculated applied rates of stress intensity factor. 

�̇�(𝒔−𝟏) �̇�𝑰
𝒂(MPam0.5𝒔−𝟏) 

4.46e-4 2.5790 

2.23e-4 12.897 

1.12e-2 64.774 

 

The critical DBT temperature under a specific loading rate can be predicted by using the continuum 

approach introduced in section 3. Different elastic zone size (e.g., particle size) of the model is also 

studied. To obtain the critical DBT temperatures under the loading rates listed in table 1, for each elastic 

zone size, several groups of parameters have been tried following the method introduced previously by 

the authors [33]. By doing this, groups of parameters are optimized for each elastic zone size, which 

are listed in the table 2. The computed DBT temperatures under different loading rates are compared 

with experimental results by Tanaka et al [40] in Fig.7. It is shown that the computational results of low 

carbon steel agree well with experimental results, which indicates that the group of parameters for each 

elastic zone size is reliable. Meanwhile, the influence of the elastic zone size on the fracture toughness 

in the transition region is also studied under the loading rate 10 MPam0.5s-1. The applied stress intensity 

factor 𝐾𝐼
𝑎 normalized with the critical stress intensity factor 𝐾𝐼𝐶 vs. temperature are plotted in the Fig.8 

for each elastic zone size. Here, 𝐾𝐼𝐶 = 1.77𝑀𝑃𝑎𝑚0.5  is calculated from the widely used effective 

surface energy for cleavage of steel, e.g., 7 𝐽 𝑚2⁄ , tested by Bowen et al [44] according to Griffith theory. 

It is shown in Fig.8 that to achieve an identical DBT temperature Θ𝑐 the minor difference among the 

fracture toughness for different elastic zone sizes is presented in the whole temperature range by using 

the parameters identified above. Recall the equation (5)-(7), at a specific temperature and under same 

stress level, when activation energy 𝑄 is determined, with the combination of parameter of 𝜀0̇ and 𝑚, 

the similar amount of shielding effect of dislocation dynamics and DBT behavior can be always 

achieved no matter how large the elastic zone size (particle size) is. To this end, it can be concluded 

that the predicted DBT of low carbon steel by using the continuum model is elastic zone size 

independent. In the later simulation, the parameters verified for elastic zone size 1 𝜇𝑚 will be adopted.  

Tab.2 Parameters for different elastic zone size. 

c/2(𝜇𝑚) 𝜀0̇(𝑠−1) 𝑄(𝑒𝑣) 𝑚 𝜎0 

0.25 29934.39 0.236 1.45 1.0 

0.50 11307.01 0.236 1.70 1.0 

1.0 3898.48 0.236 2.00 1.0 

2.0 1717.67 0.236 2.30 1.0 
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Fig.7 comparison of computed and experimental critical DBT temperature of low-carbon steel. 
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Fig.8 the DBT curve of steel predicted by the continuum model with different elastic zone size. The 

loading rate is 10 MPam0.5s-1. 

 

5.2.2 The temperature dependent effective surface energy  

As mentioned above, the shielding effect of dislocation mobility on crack tip is loading rate dependent. 

To obtain the loading rate of Charpy impact test, the three-dimensional analysis of Charpy test is 

conducted. The geometry of Charpy V-notch specimen is identical to that introduced in the section 4. 

To model the transient process of impact and obtain the J-integral from Abaqus, a dynamic implicit 

process is utilized. However, only a stationary crack is studied here. The V-notch Charpy impact 

specimen is actually replaced by U-notch specimen in the calculation of J-integral since that the 

identical J-integrals calculated by Abaqus have been obtained from both notch-type specimen with same 

radius in present study. A path-independence pattern is presented in the Fig.9 (a) in a relative far field 

(beyond the 5 contours) near notch root. A notch radius independence of J-integrals is presented in Fig.9 

(b). The loading rate �̇� of Charpy impact test, 4.0386 × 104MPam0.5s-1, is achieved by fitting the linear 

part of the curve of J-integral vs. time as shown in Fig.9 (c).   
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Fig.9 Charpy impact test modelling results: (a) path-independence of J-integral of U-notch specimen 

with notch radius 0.25mm, (b) J-integral of Charpy impact tests with different notch radius, (c) the 

loading rate of Charpy impact test. Here, 𝑟𝑛𝑜𝑡𝑐ℎ is the notch radius of Charpy specimen. 
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Fig.10 the calculated effective surface energy in the transition region by using continuum model, where 

a, b, c, d, e, f, g, h, i are constant. 

 

By applying continuum approach shown in Section 3, the fracture toughness of the TMCR steel in the 

DBT region is calculated with parameters identified in section 5.2.1 and the loading rate of Charpy 

impact test calculated above. According to equation (8), the effective surface energy of TMCR steel in 

the transition region is calculated as shown in Fig.10. It can be found that the effective surface energy 

of steel in the lower temperature, e.g. below 200K, is very stable and comparatively low. However, it 
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increase rapidly until the critical DBT temperature when temperature beyond 220K. In addition, an 

equation for describing the correlation between the effective surface energy and temperature is obtained 

by fitting the calculated effective surface energy at different temperature, see Fig.10. This equation for 

temperature dependent effective surface energy will be adopted in the later simulation of DBT of TMCR 

steel.  
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Fig.11 absorbed energy of Charpy impact test in the transition region predicted by CAFE method 

with a temperature-dependent effective surface energy.  

 

5.3 DBT of TMCR steel modeled with an effective surface energy  

A temperature-dependent effective surface energy law obtained in Section 5.2 (see Fig.10) is applied to 

the CAFE method to simulate the DBT of TMCR steel. Here, the procedure and parameters used for 

the modelling are identical to those utilized in the Section 5.1 except that a constant value of the 

effective surface energy is replaced by the temperature-dependent effective surface energy. The 

predicted absorbed Charpy energy vs. temperature is plotted in the Fig.11, in which the experimental 

results are also presented for comparison. It can be observed that the DBT transition happens in a very 

narrow temperature range and a dramatic steep transition are obtained comparing with the experimental 

results. In addition, both lower shelf and upper shelf of DBT are obviously underestimated.   

In the process of the unstable cleavage propagation of steel, the second step is critical in terms of the 

formation of unstable fracture [45], otherwise the crack stops or be blunted at the interface, and then 

the cracked particle may act as the nuclei for void growth when ductile fracture intervenes. The critical 

fracture stress for the crack propagation across the interface between the particle and matrix, e.g., 

particle cleavage strength 𝜎𝑝𝑚 [46] , can be calculated by 

𝜎𝑝𝑚 = (
𝜋𝐸𝛾𝑝𝑚

(1 − 𝜈2)𝑐
)

1/2

                                                                              (12) 

where 𝛾𝑝𝑚 is the effective surface energy to propagate the micro-crack across particle-matrix interface; 

𝑐 is the particle size. Once unstable fracture formatted, e.g., micro-crack initiation from the particle and 

penetration into the matrix, the first grain boundary could be the barrier for unstable cleavage crack to 
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trespass, see Fig.3 (a).The critical fractures stress, e.g. grain strength 𝜎𝑚𝑚 [46], becomes a criterion for 

the extension of the crack across the grain boundary, which can be described as 

𝜎𝑚𝑚 = (
𝜋𝐸𝛾𝑚𝑚

(1 − 𝜈2)𝑑
)

1/2

                                                                          (13) 

where 𝛾𝑚𝑚 is the effective surface energy for crack propagation across the grain boundary; 𝑑 is grain 

size. Comparing with the equation (14), it indicates that 

𝜎𝑚𝑚

𝜎𝑝𝑚
=

𝛾𝑚𝑚

𝛾𝑝𝑚

𝑐

𝑑
                                                                                          (14) 

When the local stress near the particle 𝜎𝐿 = 𝜎𝑚𝑚 < 𝜎𝑝𝑚, the micro-crack could propagate across the 

grain boundary, and unstable cleavage fracture would be ensured by the particle cracking. It implies 

that the unstable fracture is dominated by the particle size, e.g., cleavage at the lower shelf, where the 

local stress near the particle is high enough due to the higher yield stress. However, when 𝜎𝐿 = 𝜎𝑚𝑚 >

𝜎𝑝𝑚, the crack arrests at the grain boundary, resulting in the appearance of stable and grain-sized micro-

crack. It means that the propagation of unstable fracture is dominated by the grain size, e.g., cleavage 

occurring in the transition region, where the local stress near the particle is not adequate to overcome 

the grain strength. Therefore, it can be concluded that the role of grain boundary on the unstable 

cleavage propagation should not be neglected, and that the cleavage propagation in the transition region 

depends on the competition between 𝜎𝑚𝑚 and 𝜎𝑝𝑚, e.g., particle dominated or grain size dominated 

[46-50].  

A critical condition for crack propagating across the first grain boundary can be deduced from the 

equation (14) when 𝜎𝑚𝑚 equals to 𝜎𝑝𝑚, from which the lower limit of the effective surface energy for 

crack extension across the grain boundary can be achieved 

𝛾𝑚𝑚 = 𝛾𝑝𝑚

𝑑

𝑐
                                                                                        (15) 

It implies that the minimum of 𝛾𝑚𝑚  is solely related the size ratio of grain and particle when the 

effective surface energy of cleavage formation of the material, e.g., 𝛾𝑝𝑚, has been obtained. As such, 

the 𝛾𝑝𝑚 can be transferred to 𝛾𝑚𝑚, by using equation (15). Recall the equation (3), the 𝛾𝑚𝑚 is exactly 

required to calculate the fracture stress of cleavage in CAFE method. While, the effective surface energy 

obtained in the section 5.2, it is actually not the 𝛾𝑚𝑚 but the 𝛾𝑝𝑚, which is the reason why the absorbed 

energies in the full temperature range is underestimated as shown in the Fig.11.  

Based on the 𝛾𝑝𝑚 obtained in Section 5.2, DBT of the TMCR steel is predicted with the variable ratio 

of  𝑑 𝑐⁄  as shown in the Fig.12. It can be observed that different ratio of  𝑑 𝑐⁄  can achieve a similar 

upper shelf, while the lower shelf and the absorbed energy in transition region are quite different. Since 

complete ductile fracture happens on the upper shelf, the ratio of  𝑑 𝑐⁄  presents no effect on the absorbed 
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energy, which is usually only relevant to the cleavage fracture. It is also found that the larger ratio of 

𝑑 𝑐⁄  enables a higher absorbed energy of steel in the temperature range below the upper shelf. 

Meanwhile, a lower transition temperature, Θ𝑇, is achieved for the larger ratio of 𝑑 𝑐⁄ . San Martin et al. 

[47] has studied the cleavage fracture in the transition region of Ti-V alloyed steel, in which some 

isolated cleavage islands could be formed surrounded by ductile fracture. They have measured the sizes 

of cleavage islands, e.g., 𝑑𝐶𝐿  and the sizes of cleavage initiators, e.g. 𝑐𝑐𝑟𝑖𝑡. . The effective surface 

energy 𝛾𝑚𝑚 has been calculated by using a similar transferring rule (e.g., equation (15)), in which the 

effective surface energy 𝛾𝑝𝑚 =7 𝐽 𝑚2⁄  has been adopted. It has been found that the 𝛾𝑚𝑚  lineally 

increases with the ratio of 𝑑𝐶𝐿 𝑐𝑐𝑟𝑖𝑡.⁄  measured at all temperatures in DBT regime. This proves that the 

ratio 𝑑 𝑐⁄  in equation (15) can physically reflect the toughness of material as shown in Fig.12.  
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Fig.12 the predicted DBT of TMCR steel with different ratios of 𝑑 𝑐⁄ . Here, data is fitted by the 

sigmoidal method. The transition temperature Θ𝑇 is defined as the temperature corresponding to the 

impact energy halfway between the lower shelf energy (LSE) and USE [49]. 

 

It is well known that the particle precipitated in the steel is non-uniformly distributed for both size and 

spacing. Ahead of the crack/notch tip, the particle is sampled as the cleavage nucleate once the 

maximum principle stress ahead of the crack/notch tip is higher than 𝜎𝑝𝑚, see equation (12). However, 

the stress ahead of the crack/notch tip generally decreases with the temperature, which means that 

accordingly the size of qualified particle to be sampled as the initiator of cleavage decreases with the 

decrease of temperature. A linear relation between temperature and critical particle size has been found 

in SA 508 steel by Lee et al [51].  Since the grain size is temperature independent, it implies that the 

ratio of 𝑑 𝑐⁄  is not a constant value in the transition regime but a variable relevant to the temperature. 

In addition, the crystallographic unit of cleavage could not be the grain size, since crack deflection or 

arrest usually does not happens at the lower grain boundary. Whilst, it has been pointed out that the 

cleavage fracture unit (facet) size or the effective grain size is more suitable to describe the cleavage 

fracture unit, and that both of them match each other very well in Mn-Mo-Ni low alloy steel [52]. To 
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accurately describe the competition between 𝜎𝑝𝑚 and 𝜎𝑚𝑚 of cleavage fracture in the transition region, 

the grain size d in equation (15) should be modified to the cleavage facet (unit) size 𝑑𝐶𝐹(𝑈)𝑆 or effective 

grain size 𝑑𝐸𝐺𝑆. According to the findings by Lee et al [51], a linear relation between the ratio of 

𝑑𝐶𝐹(𝑈)𝑆 𝑐𝑐𝑟𝑖𝑡.⁄  or  𝑑𝐸𝐺𝑆 𝑐𝑐𝑟𝑖𝑡.⁄  and temperature could be expected since that the 𝑑𝐶𝐹(𝑈)𝑆  is generally 

temperature independent. To this end, a linear correlation between 𝑑𝐶𝐹(𝑈)𝑆 𝑐𝑐𝑟𝑖𝑡.⁄  and temperature is 

assumed 

𝑑𝐶𝐹(𝑈)𝑆

𝑐𝑐𝑟𝑖𝑡.
= −0.025(Θ − 273) + 4.0                                                                    (16) 

where Θ is temperature. Then, the effective surface energy obtained in section 5.2 as shown in Fig.10 

is corrected by the ratio of  𝑑𝐶𝐹(𝑈)𝑆 𝑐𝑐𝑟𝑖𝑡.⁄  in equation (16) according to the equation (15), from which 

the 𝛾𝑚𝑚 can be obtained.  Then, the calculated 𝛾𝑚𝑚 is implemented in CAFE method to predict the 

DBT of TMCR steel. The predicted absorbed energy vs. temperature is plotted in the Fig.13, in which 

the experimental results of TMCR steel is also presented for comparison. It is observed that simulation 

is able to produce a full transition curve with a scatter pattern of absorbed energies in the transition 

region. Generally, the predicted transition curve is comparative to the experimental results. The 

simulation can reproduce a similar LSE and USE comparing with the experimental results, while the 

absorbed energy in transition region is slightly underestimated comparing with the experimental results. 

It is not surprising for the underestimation of the absorbed energy in the transition region as shown in 

Fig.13 because that the 𝛾𝑚𝑚 estimated from equation (15) is just its lower limit. Actually, it is very 

difficult to precisely measure or predict the effective surface energy for crack propagating across the 

grain boundary [47, 50]. In the section 5.2, a constant exponent m that describes the correlation between 

dislocation velocity and resolved shear stress is used to estimate the effective surface energy of unstable 

cleavage formation (e.g., the second step) in the transition region, see equation (6) and (7). However, it 

has been found that m decreases with the increase of temperature [53, 54], which means that the fracture 

toughness in transition region could be underestimated since the lower m can lead to a higher toughness 

[35] in the transition region. Accordingly, the 𝛾𝑝𝑚 for cleavage penetration into matrix could be under-

predicted as well. This could be a reason why the predicted absorbed energies in the transition region 

are lower than those of experimental results as shown in Fig.13. Since the lacking of the experimental 

correlation between the ratio of 𝑑𝐶𝐹(𝑈)𝑆 𝑐𝑐𝑟𝑖𝑡.⁄  and temperature for this TMCR steel, an artificial linear 

relation between them is assumed to transfer the 𝛾𝑝𝑚 to 𝛾𝑚𝑚, which is inspired by the study in ref. [51]. 

Therefore, measurements on the critical particle size and the cleavage facet (unit) size of steel have to 

be conducted so as to find a more reliable temperature dependent ratio of 𝑑𝐶𝐹(𝑈)𝑆 𝑐𝑐𝑟𝑖𝑡.⁄ .  
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Fig.13 absorbed energy of Charpy impact test in the transition region predicted by CAFE method with 

a temperature-dependent effective surface energy corrected by a temperature dependent ratio of 

𝑑𝐶𝐹(𝑈)𝑆 𝑐𝑐𝑟𝑖𝑡.⁄ . Here, data is fitted by the sigmoidal method. 

 

 

6. Conclusions 

In this study the CAFE method developed by Shterenlikht et al [20-22] has been applied to mitigate 

some of the computational challenges in modelling of DBT and incorporate the statistical nature of 

microstructure at the same time. In order to realistically capture the temperature dependent fracture 

toughness in the transition region, a physical based variable has to be searched, which is also one of the 

motivations of this work. On the basis of our previous work [33] a continuum approach has been 

developed to estimate the effective surface energy for unstable cleavage formation, e.g., 𝛾𝑝𝑚. Further, 

to describe the essence of the competition between particle size and grain size controlled propagation 

of unstable cleavage, a more robust variable, effective surface energy for overcoming the barrier of 

grain boundary, e.g., 𝛾𝑚𝑚, was proposed. Finally, a framework for the modelling of DBT is explored 

through implementing the 𝛾𝑚𝑚 into the CAFE method. Some important findings obtained in present 

work can be summarized as followings: 

• It is proved that a second temperature dependent variable has to be found to reproduce the DBT 

curve, in addition to the temperature dependent flow properties. In present work, a continuum 

approach has been developed to establish the second temperature dependent variable, e.g., 𝛾𝑝𝑚.  

• It is observed that the role of grain boundary on the unstable cleavage propagation cannot be 

ignored. Through analyzing the competition between the particle size and grain size dominated 

unstable cleavage propagation, a method to quantify the lower limit of 𝛾𝑚𝑚 has been built.  
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• Due to the fact that cleavage facet (unit) size or effective grain size, e.g., 𝑑𝐶𝐹(𝑈)𝑆, rather than 

the grain size is more appropriate for characterizing the cleavage fracture unit, the ratio of grain 

size to critical particle size has been replaced by 𝑑𝐶𝐹(𝑈)𝑆 𝑐𝑐𝑟𝑖𝑡.⁄  in the estimation of 𝛾𝑚𝑚.  

• It is found that numerical simulation by using the CAFE method implemented with 𝛾𝑚𝑚 is able 

to produce a full transition curve, especially with scattered absorbed energies in the transition 

region represented. 

Although a framework of modelling DBT of steel is explored in this work, it still has some limitations. 

More experimental results are required for the calibration of parameters to calculate the temperature 

effective surface energy adopted in present work, for instance, the activation energy for the DBT and 

the temperature dependent ratio of 𝑑𝐶𝐹(𝑈)𝑆 𝑐𝑐𝑟𝑖𝑡.⁄  of the TMCR steel. In addition, the adiabatic heating 

effect and viscoplastic of material is not considered in Charpy impact modelling.  
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