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Chapter 1

Introduction

Antiferromagnetism was first studied by L. Néel who introduced a thermodynamic
theory following the Weiss’s model of a local molecular field. This made it possible
to describe the antiferromagnetic order and it predicted the existence of a temper-
ature above which this order vanishes. This temperature is known as Néel tem-
perature. Later Néel proposed the picture of a magnetic order where two sublattices
were magnetized in opposite directions. During the same period, Lev Landau devel-
oped a phenomenological model using a combination of two antiferromagnetically
coupled ferromagnetic layers.

In the 80s, the discovery of the giant magnetoresistance effect by P. Grünberg [1]
and A. Fert [2] opened the gate for a new field of study known as spinotronics, in
which electron spin is exploited in improved electronic devices. Magnetoresistive
random-access memory (MRAM) is an example of a new type of memory in which
data is stored in magnetic elements [3]. Newer techniques include thermal assisted
switching (TA-MRAM) [4] and spin transfer torque (SPRAM) [5].

However, so far, in most spinotronic devices antiferromagnets play only a mi-
nor role. During several decades after the discovery of antiferromagnetics, these
materials were perceived as useless from a practical point of view. On contrast,
ferromagnets have been widely studied historically for its technical applications.
However, the development of information technology demands devices with high
storage density, high energy efficiency and high write-read speeds. Therefore, con-
trolling magnetically ordered systems on subpicosecond timescales is currently a
widely studied area. Antiferromagnets aim to complement or even replace ferro-
magnets due to their rigidity to external magnetic field, and the abscence of stray
field.

It has been shown that spin-transfer torques and giant magnetoresistance effects
can occur in circuits containing only normal and antiferromagnetic materials [6].
Additionally, spin axis reorientation by a lateral electrical current can be used to
offer ultra-fast electrical writing and reading in AFM devices [7].

Our goal in this project is to investigate the techniques to manipulate the mag-
netic state in an antiferromagnetic insulator, which could potantially lead to applica-
tions for ultra-fast writing devices. For ferromagnetic materials it has already been
shown that short laser pulses can induce an effective magnetic field that can reach
an amplitude of a few Tesla [8], [9].

A simple model of antiferromagnetic insulators is provided by the half-filling
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Hubbard model in the strongly correlated regime. In Chapter 2 we do a quick re-
view of the tight binding model and introduce the Hubbard model. A half filled
system described by the Hubbard model leads to a spin Hamiltonian character-
ized by an exchange interaction between spins. This exchange interaction will fa-
vor antiferromagnetic order. Now, in many magnetic systems, spin orbit interaction
plays an important role in the spin dynamics. This interaction is not included in
the original Hubbard model. In Chapter 3 we show that adding a SOI hopping
term to the Hubbard model leads to a spin Hamiltonian including the same ex-
change interaction as before, plus an antisymmetric exchange interaction known as
Dzyaloshinskii–Moriya interaction. This interaction is much weaker than the ex-
change interaction, its presence has important consequences in magnetic materials
and causes weak ferromagnetism in AFM materials [10, 11], topological objects like
chiral skyrmions [12, 13, 14, 15] and chiral domain walls [16, 17, 18], and exotic
phase of topological magnon insulators [19, 20, 21, 22, 23]. Once we have shown
the relation between the electronic Hamiltonian, i.e. the Hubbard model with a SOI
hopping term, and the effective spin Hamiltonian we are in the position to introduce
the effect of light in the system. It has been shown that short, high-frequency laser
pulse can tune the exchange interaction[24, 25, 26, 27, 28, 29, 30, 31]. In Chapter 4
we use the Floquet formalism to show how light can tune, not only the exchange
interaction, but also the DMI. We apply this technique to some more specific, well-
known models, such as the Kane-Mele-Hubbard model. Lastly, in Chapter 5 we use
spin wave theory to study the magnon dispersion of the Hamiltonians we derived
in the previous Chapters.
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Chapter 2

Basic models for solid state

Many properties of solids can be understood using one-electron models, that is, non-
interacting models. When the interaction between the ions and the valence electrons
can be mostly neglected one can adapt the free electron approximation. This model
is mostly limited to the study of metals and despite its simplicity it successfully
explains phenomena related with electrical conductivity and heat capacity. In the
opposite limit, we can consider systems in which the ion potential is so large that
the electrons are bound in the cores with occasional jumps from site to site. This is
known as tight binding model and it can be used to study a wide variety of solids
[32]. It is typically used for calculations of the electronic band structure.

Despite the success of the single particle models, there are several phenomena
which cannot be explained neglecting electron correlations. For example, high tem-
perature superconductivity cannot be understood with these models. The Hubbard
model is the simplest model including electron correlations and despite its simplic-
ity it is not fully understood yet. In this Chapter we will outline the main features
of the tight binding model and the Hubbard model, which are basic tools for any
condensed matter researcher.

2.1 Tight binding

When the electrons are strongly localized in the atom cores, the wavefunction de-
scribing such an electron is similar to the corresponding atomic orbital. Therefore
it is natural to consider linear superposition of atomic orbitals as an anstatz for the
crystal electron states.

Let the atomic Hamiltonian be Ĥa(r) = − h̄2 p̂2

2m + Va(r − rn), where h̄ is the re-
duced Planck constant, m is the electron mass, p̂ is the momentum operator and
Va(r) is the atomic potential. Let φi(r) be the i-th eigenstate of the atomic Hamilto-
nian with energy Ei. The crystal Hamiltonian is:

Ĥ = − h̄2 p2

2m
+ ∑

n
Va(r− rn) (2.1)

An electron localized around the atom at rn will mainly feel the potential of that
atom, and the potential of the rest of the atoms will be a perturbation to the free
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atom problem. That is, we can split 2.1 into:

Ĥ = Ĥa + v(r− rn) (2.2)

Where v(r− rn) = ∑m 6=n Va(r− rm) is a small perturbation. We can expect the crystal
electron to retain the properties of the free atom electron, and so, it is natural to
describe the crystal electron as a superposition of atomic orbitals. Thus, we will try
to find solutions of the form:

ψi(r) = ∑
n

bi(rn)φi(r− rn) (2.3)

Now, the Bloch theorem (we shall provide a short proof of this theorem in the next
Chapter) states that an eigenfunction of the crystal Hamiltonian should only change
by a phase from site to site, that is ψi(r + rm) = eik·rm ψi(r), where k is the crystal
momentum of the Bloch wave. We can see that see implies bi(rm) = eik·rm bi(0),
by normalizing ψi(r) we find bi(0) = 1√

N
, where N is the number of atoms in the

crystal. We therefore obtain:

ψik(r) =
1√
N

∑
n

eik·rn φi(r− rn) (2.4)

The energy of this state is Ei(k) = 〈ψik| Ĥ |ψik〉, using 2.2 this can be written as:

Ei(k) =
1
N ∑

n,m
eik·(rn−rm)

∫
φ∗i (r− rm)(Ei + v(r− rn))φi(r− rn)dr (2.5)

Assuming that φi is spherically symmetric, and neglecting the perturbation v(r− rn)
further away than nearest neighbors, we can simplify this expression to:

Ei(k) = Ei − A− B ∑
δ

eik·δ (2.6)

Where δ are the NN vectors and:

A = − 〈φi(r− rn)| v(r− rn) |φi(r− rn)〉
B = − 〈φi(r− rm)| v(r− rn) |φi(r− rn)〉

A measures the amount of energy reduced when the atom forms a crystal, B is a
measure of the width of the band. In second quantization formalism we can write
the tight binding single band Hamiltonian as:

Ĥ = −t ∑
〈i,j〉σ

ĉ†
iσ ĉjσ (2.7)

Where ĉ†
iσ (ĉiσ) creates (annihilates) an electron in site i and spin state σ. The quan-

tity t is the hopping amplitude, and plays the same role B in the first quantiza-
tion formalism. We can obtain back 2.6 by changing basis to momentum space
ĉkσ = 1√

N ∑j e−ik·rj ĉjσ. In Appendix D we use this formalism to compute the band
structure of a two dimensional system in a honeycomb lattice (i.e. graphene).
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FIGURE 2.1: Image from Scalettar’s notes representing the kinetic
term t and the on-site interaction U in the Hubbard model.

2.2 The Hubbard model

As we discuss earlier, even tough the tight binding model is successful in describing
the band structure of most solids, it fails in some cases. In strongly correlated elec-
tron systems, the effect of electron-electron Coulomb interactions is important, and
this effect is neglected in 2.7. The simplest way to take this effect into account is to
consider the interaction of electrons in the same site only, that is, adding a term of
the form U ∑i n̂i↑n̂i↓, where U is a constant accounting for the onsite electron-electron
interaction:

Ĥ = −t ∑
〈i,j〉σ

ĉ†
iσ ĉjσ + U ∑

i
n̂i↑n̂i↓ (2.8)

This is known as the Hubbard model, which was first proposed by Hubbard [33] to
describe electron correlations in d or f bands in transition metals. The result was a
simplified model to predict metal-insulator transitions. However, it exhibits much
richer phenomena. It can be considered an impoved tight binding model. For ex-
ample, it describes Mott insulators, materials which should be conductors according
to band theory, but electron-electron interactions keep away from. Transitions from
the Mott insulator phase to a metallic phase can also be understood in this frame-
work [34]. Also, the attractive Hubbard model (where U < 0) can be considered
an effective model relevant for understanding high temperature superconductivity
[35]. Despite its simplicity the ground state has no analytic form in more than one
dimensions, and different computational methods must be used to study it [36, 37].

Figure 2.1 shows a graphical representation of the parameters in 2.8. The new
term U ∑i n̂i↑n̂i↓ will add an energy +U when a site is double occupied (n̂i↑ = n̂i↓ =
1) and will not contribute in the more normal case, when n̂i↑ + n̂i↓ = 1. The half-
filled case is most commonly studied, this is the situation where the system has one
electron per site (so that the system contains half the maximum allowed number of
electrons). This situation is simpler in many ways and it exhibits a lot of interest-
ing phenomena (Mott insulating behavior, antiferromagnetic order, etc.). However,
other cases have also been widely studied [38].

Notice that if we set U = 0 in 2.8 we recover the tight binding Hamiltonian,
therefore we can say that the Hubbard model is an expansion of the tight binding
model. The opposite limit t = 0 is also interesting. In the half-filling case, for U > 0
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the ground state will be any state with exactly one electron per site. Since each
electron can be in two spin states there is a 2N degeneracy. The subspace spanned by
these states is referred to as low energy subspace, and in this case is has energy E0 =
0. If we switch 0 6= t� U this hopping term will allow a further decrease in energy
by allowing virtual processes i → j → i that delocalize the electrons withing their
neighbor sites. For t � U the dynamics of the system can be described withing the
low energy subspace only, by doing so we can obtain an effective spin Hamiltonian
Ĥeff = ∑〈i,j〉 JSi · Sj where J > 0 describing an antiferromagnetic system. A rigorous
derivation of this will be offered in the next Chapter, however we can intuitively
understand this result in the following way: the virtual processes i → j → i will be
allowed when the electrons at sites i and j have opposite spin (otherwise it would
contradict the Pauli principle), therefore states where neighbor sites have opposite
spins will have a lower energy due to the delocalization mechanism. Additionally,
the constant J will be proportional to the amplitude of the process i→ j→ i. We can
already see that this amplitude is 2 t2

U , t2 due to two hopping processes, 1
U due to the

energy of the intermediate state and the factor 2 due to the two spin possibilities.

In the next Chapter and in the rest of this thesis we will consider the effects of
spin orbit interaction (SOI) in strongly correlated systems. For this reason we will
have an additionally spin dependent hopping term in 2.8 arising from the SOI. This
additional term will lead to a DMI when deriving the effective spin Hamiltonian in
the t� U limit.
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Chapter 3

Effective Spin Hamiltonian

In this chapter we will derive an effective spin Hamiltonian for the low energy sub-
space of a strongly correlated system described by a Hamiltonian:

Ĥ =
Ne

∑
i=1

Ĥ(1)(ri) +
1
2

Ne

∑
i,j=1
i 6=j

v(ri − rj) (3.1)

where v is the electron-electron interaction and where Ĥ(1) is the single particle
Hamiltonian:

Ĥ(1)(r) = − h̄2

2m
∇2

r + U(r) + λσ ·∇V(r)× p (3.2)

Where λ = h̄2

4m2c2 is the spin orbit coupling constant and U(r) is a periodic poten-
tial. h̄ is the reduced Planck constant, m is the electron mass, c is the speed of light
and σ is a vector of Pauli matrices σ = (σ1, σ2, σ3). The second quantized form
of this Hamiltonian can be approximated by a version of the Hubbard model. We
will consider a half filled system in the strong coupling limit. Ignoring electron
hopping and spin orbit interaction, the ground state of this system is massively de-
generated. We will find an effective Hamiltonian considering that the hopping term
and the spin interaction term act on this subspace. This effective Hamiltonian will
be the sum of three spin interactions: an exchange interaction JSi · Sj with J > 0,
a Dzyaloshinkii-Moriya interaction D · Si × Sj and an anisotropic interaction SiΓSj
known as pseudodipolar interaction [11]. We will start by finding a suitable basis to
write the second quantized version of 3.1.

3.1 Single particle in a periodic potential

First we will define the basis of Bloch wavefunctions. To do so, we will consider the
single particle Hamiltonian without the spin orbit interaction term:

Ĥ(1)
NSOI(r) = −

h̄2

2m
∇2

r + U(r) (3.3)
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Where U(r) has the symmetry of the lattice, i.e. U(r + R) = U(r) for all Bra-
vais lattice vectors R(A). Let Ĥ(1)

NSOI act on a Hilbert space H and let |φ〉 ∈ H, then,
the group of translation symmetries defined by 〈r| TR |φ〉 = 〈r + R|φ〉 is an abelian
group, therefore its irreducible representations are one-dimensional, that is, within
an energy level n the wavefunctions of that level transform according to the rep-
resentation they belong. If Γk is a one dimensional representation and |φn, k〉 is a
wavefunction in the energy level n belonging to that representation then TR |φn,k〉 =
Γk(R) |φn,k〉. Now, imposing periodic boundary conditions, Γk(aµ)Lµ = 1, where aµ

are the primitive translations and Lµ is the number of lattice sites in the µ direction
as defined in Appendix A. This can be accomplished if we label the representation
with a vector of the first Brillouin zone and have Γk(R) = eik·R. Therefore, for a
wavefunction in a periodic lattice we have:

〈r + R|φn,k〉 = eik·R 〈r|φn,k〉 (3.4)

Which is the well-known Bloch function form. Here, n is called the band index, and
k is the quasimomentum. The energy of this wavefunction is εnk. Notice that both
φn,k and εnk are periodic functions of k in the reciprocal lattice.

The Bloch function is extended over the whole crystal volume V. However, we
would like to work with a localized basis. Such a localized basis can be built by a
set of functions known as Wannier functions |ψin〉, which are defined in terms of the
Bloch functions as:

〈r|φnk〉 =
1√
N

∑
R

eik·R 〈r|ψRn〉 (3.5)

〈r|ψin〉 =
1√
N

∑
k∈BZ

e−ik·Ri 〈r|φnk〉 (3.6)

Where N is the number of lattice sites as defined in Appendix A. Using 3.4 we see
that ψin(r) = ψ0n(r− ri) ≡ ψn(r− ri). Therefore, we only need to define one Wannier
function for each band and the others are obtained by translations. From now on we
will restrict ourselves to a fixed band, so we will drop the band index. Addition-
ally, we will include the spin state, therefore the basis states will have two quantum
numbers one for the site and one for the spin state. We will adopt the notation |iσ〉
for the basis state of site i with spin state σ =↑, ↓, or just |i〉 when the spin state is
irrelevant. Fock states with small number of particles will be denoted as |iσ, jσ′〉,
for a state with a particle at site i with spin σ and a particle at j with spin σ′, or |ij〉
when spin is irrelevant. With these definitions we are ready to write down the sec-
ond quantized form of 3.1, and show some approximations that eventually lead to
the Hubbard model.

3.2 Derivation of the single-band Hubbard model

In this section we will derive the second quantized form of 3.1 using the Wannier
functions as a basis. Let ĉ†

jσ and ĉjσ create and annihilate a particle in the state |jσ〉.
In this basis, the second quantized form of 3.1 is:
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Ĥ = ∑
i,j,σ,σ′

〈iσ| Ĥ(1) ∣∣jσ′〉 ĉ†
iσ ĉjσ′ +

1
2 ∑

i,j,k,l,σ,σ′
〈ij| v̂ |kl〉 ĉ†

iσ ĉ†
jσ′ ĉlσ′ ĉkσ (3.7)

Where we assumed v̂ to be spin independent. This can be rewritten as:

Ĥ = − ∑
i,j,σ,σ′

(δσ,σ′ tij + ∆ij · σσ,σ′)ĉ†
iσ ĉjσ′ +

1
2 ∑

i,j,k,l,σ,σ′
〈ij| v̂ |kl〉 ĉ†

iσ ĉ†
jσ′ ĉlσ′ ĉkσ (3.8)

Where tij = − 〈i| − h̄2

2m∇2
r + U(r) |j〉 and ∆ij = − 〈i| λ∇V(r) × p |j〉. Notice that

∆ij = −∆ji, for example, in the x component:

∆ij,x = − 〈i| λ(∂yV(r)pz − ∂zV(r)py) |j〉 =
= ih̄λ

∫
drφi(r)∗(∂yV(r)∂z − ∂zV(r)∂y)φj(r) =

= −ih̄λ
∫

dr
[
∂z(φi(r)∗∂yV(r)− ∂y(φi(r)∗∂zV(r)

]
φj(r) =

= −ih̄λ
∫

dr
[
∂zφi(r)∗∂yV(r)− ∂yφi(r)∗∂zV(r)

]
φj(r) =

=
∫

drφj(r)λ(∇V(r)× p)xφi(r)∗ = −∆ji,x

Therefore it follows that ∆ii = 0 and that ∆ij is purely imaginary. We can impose
that tii = t(0) = 0 since adding a constant term to all the hopping amplitudes would
only lead to a lifting in the zero point energy. Additionally, for a system of strongly
correlated electrons we can make the following approximations:

• A property of the Wannier functions Φj is that they have exponentially decreas-
ing overlaps, therefore tij and ∆ij will decay rapidly with the distance |ri − rj|.
In an isotropic system we can approximate:

tij =

{
t, for (i, j) nearest neighbous
0, otherwise

(3.9)

and

∆ij =

{
∆ij, for (i, j) nearest neighbours
0, otherwise

(3.10)

Hubbard models with hopping terms further than nearest neighbors are also
interesting and will be considered in next chapter.

• Taking into account the locality of the Wannier functions and the Coulomb
interaction, the dominant contribution of 〈ij| v̂ |kl〉 will come from i = j = k =
l. Terms with i = k and j = l also contribute when i, j are nearest neighbors.
Therefore we approximate:
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〈ij| v̂ |kl〉 =


U, if i = j = k = l
V, if i = k and j = l where (i, j) nearest neighbours
0, otherwise

(3.11)

Where we defined:

U =
1
2

∫
drdr′φ(r)∗φ(r′)∗v̂(r− r′)φ(r′)φ(r) (3.12)

V =
∫

drdr′φ(r)∗φ(r′ − R1)
∗v̂(r− r′)φ(r′ − R1)φ(r) (3.13)

Where φ(r) is the Wannier function centered at the origin and R1 is a nearest
neighbour lattice vector. Notice that we made explicit use of the translational
invariance of the system. Also, for i = j = k = l the Pauli principle requires
σ′ = −σ.

Taking these approximations and writing ĉ†
iσ ĉ†

jσ′ ĉjσ′ ĉiσ = n̂iσn̂jσ′ , we obtain:

Ĥ = − ∑
〈i,j〉,σ,σ′

(δσ,σ′ tij + ∆ij · σσ,σ′)ĉ†
iσ ĉjσ′ + U

M

∑
i=1

n̂i↑n̂i↓ + V ∑
i,j,σ,σ′

n̂iσn̂jσ′ (3.14)

Now, in a half filling system this Hamiltonian can be well approximated by an effec-
tive Hamiltonian without non local Coulomb interactions:

Ĥ = − ∑
〈i,j〉,σ,σ′

(δσ,σ′ tij + ∆ij · σσ,σ′)ĉ†
iσ ĉjσ′ + U∗

M

∑
i=1

n̂i↑n̂i↓ (3.15)

Where U∗ = U−V. The physical reason for this is that the energy difference when
the Coulomb interaction pushes an electron from a double occupied site to an empty
site is U−V in 3.14, because the number of double occupied sites is reduced by one
but the number of adjacent occupied sites is increased by one. This is illustred in
Figure 3.1. A more rigouros derivation of this effective approximation can be found
in [39]. Altough V < U, they can be comparable in magnitude, and U∗ can be
reduced by a factor of 0.5 or more.

Now, abusing the notation and writing U = U∗ we arrive at the model that we
will use in the next sections:

Ĥ = − ∑
〈i,j〉,σ,σ′

(δσ,σ′ tij + ∆ij · σσ,σ′)ĉ†
iσ ĉjσ′ + U

M

∑
i=1

n̂i↑n̂i↓ (3.16)

This Hamiltonian is identical to the Hubbard Hamiltonian 2.8 adding a spin depen-
dent hopping, which arises from the SOI. In the next section we will show that this
Hamiltonian leads to an effective spin Hamiltonian in the appropriate limit.
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FIGURE 3.1: Image from [39]. In a half-filled system decreasing the
number of double occupancies increases the number of adjacent oc-

cupied sites, and so the energy difference is reduced to U−V.

3.3 Effective Hamiltonian for half-filling system

At half filling and in the t, ∆ij << U limit, which corresponds to the strong coupling
limit, we can apply perturbation theory to obtain an effective spin Hamiltonian from
the Hubbard model 3.16. First notice that in the case t = 0 the ground state corre-
sponds to a state where all sites are single-occupied. There are two possible spin
orientations for each sites, so there is a 2N degeneracy. The ground state energy is
E0 = 0. The first exited states are obtained by moving one electron from one site to
another, thus leaving one empty site and one double-occupied site. The energy of
one of these states is E1 = U. Now, if we turn the kinetic term on as a perturbation,
having two neighbor electrons with antiparallel spin will allow them to hop and re-
duce the kinetic energy, whereas if the two neighbor electrons have parallel spins,
this hopping is not allowed and there is not such an energy reduction. Therefore, we
can see that when turning the kinetic term on, antiparallel alignment will be favored.

Now we will apply perturbation theory to find an effective Hamiltonian for the
low energy subspace. Let us write Ĥ = Ĥ0 + Ĥt, where Ĥ0 is the Hamiltonian for
t = 0 i.e. Ĥ0 = U ∑M

i=1 n̂i↑n̂i↓ and Ĥt = −∑〈i,j〉,σ,σ′(δσ,σ′ t + ∆ij · σσ,σ′)ĉ†
iσ ĉjσ′ . Let |φ〉

and |φ′〉 be states from the ground state of Ĥ0, then we know that 〈φ′| Ĥ0 |φ〉 = 0 and
the first order correction to this energy vanishes 〈φ′| Ĥ(1) |φ〉 = 〈φ′| Ĥt |φ〉 = 0 since
ĉ†

iσ ĉjσ moves an electron from site j to i thus leaving i doubly occupied, therefore
Ĥt |φ〉 has no superposition with φ′. In second order we have:

〈
φ′
∣∣ Ĥ(2) |φ〉 = ∑

s

〈φ′| Ĥt |s〉 〈s| Ĥt |φ〉
E0 − Es

(3.17)

The sum being over all excited states. Since Ĥt |φ〉 is a superposition of states with
exactly one double occupied site and one empty site, we see that only excited states
with one double occupied site will contribute. These states have energy Es = U

therefore we have 〈φ′| Ĥ(2) |φ〉 = − 1
U ∑s 〈φ′| Ĥt |s〉 〈s| Ĥt |φ〉 = 〈φ′| − Ĥ2

t
U |φ〉. This

means that within the subspace generated by the ground states of Ĥ0, Ĥ acts as an

effective Hamiltonian Ĥeff = − Ĥ2
t

U . Now,
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〈
φ′
∣∣− Ĥ2

t
U
|φ〉 =

= − 1
U
〈
φ′
∣∣ ∑
〈i,j〉,σ1,σ2

∑
〈i′,j′〉,σ3,σ4

{(
δσ1,σ2 t + ∆ij · σσ1,σ2

) (
δσ3,σ4 t + ∆i′ j′ · σσ3,σ4

)
ĉ†

iσ1
ĉjσ2 ĉ†

i′σ3
ĉj′σ4 |φ〉

}
=

= − 1
U
〈
φ′
∣∣ ∑
〈i,j〉,σ1,σ2,σ3,σ4

(
δσ1,σ2 t + ∆ij · σσ1,σ2

) (
δσ3,σ4 t− ∆ij · σσ3,σ4

)
ĉ†

iσ1
ĉjσ2 ĉ†

jσ3
ĉiσ4 |φ〉 =

− 1
U
〈
φ′
∣∣ ∑
〈i,j〉,σ1,σ2,σ3,σ4

{[
t2δσ1σ2 δσ3σ4 + t∆ij(δσ3σ4 σσ1σ2

−δσ1σ2 σσ3σ4)− (∆ij · σσ1σ2)(∆ij · σσ3σ4)
]

ĉ†
iσ1

ĉiσ4 ĉjσ2 ĉ†
jσ3
|φ〉
}
=〈

φ′
∣∣ ĤJ + ĤD + ĤP |φ〉 (3.18)

In the second line we imposed i = j′ and j = i′ since that’s the only way Ĥ2
t |φ〉 has

no double occupied sites and so the matrix element does not vanish (remember that
|φ〉 and |φ′〉 belong in the subspace of zero double occupied states). We also used
∆ij = −∆ji and we defined:

ĤJ = −
t2

U ∑
〈i,j〉,σ,σ′

ĉ†
iσ ĉiσ′ ĉjσ ĉ†

jσ′ (3.19)

ĤD = − t
U ∑
〈i,j〉,σ1,σ2,σ3,σ4

∆ij · (δσ3σ4 σσ1σ2 − δσ1σ2 σσ3σ4)ĉ
†
iσ1

ĉiσ4 ĉjσ2 ĉ†
jσ3

(3.20)

ĤP =
1
U ∑
〈i,j〉,σ1,σ2,σ3,σ4

(∆ij · σσ1σ2)(∆ij · σσ3σ4)ĉ
†
iσ1

ĉiσ4 ĉjσ2 ĉ†
jσ3

(3.21)

Let us now introduce the on-site spin operators:

Si =
1
2 ∑

σ,σ′
ĉ†

iσσσ,σ′ ĉiσ′ (3.22)

Which satisfy:

ĉ†
iσ ĉiσ′ = δσσ′

1
2
(ni↑ + ni↓) + Si · σσ′,σ (3.23)

ĉiσ ĉ†
iσ′ = δσσ′

1
2
(2− ni↑ − ni↓)− Si · σσ,σ′ (3.24)

In the half-filling case we have ni↑ + ni↓ = 1 and we can show three important
relations. First:
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∑
σσ′

(
1
2

δσσ′ + Si · σσ′σ

)(
1
2

δσσ′ − Sj · σσσ′

)
= ∑

σσ′

{
1
4

δσσ′ −∑
ab

Sa
i Sb

j σa
σ′σ · σb

σσ′

}
=

=
1
2
−∑

ab
Sa

i Sb
j 2δab =

1
2
− 2Si · Sj

Where we have neglected the term ∑σσ′
1
2 δσ,σ′(Si · σσ′,σ − Sj · σσ,σ′) because eventu-

ally we will sum over all 〈i, j〉 and it will cancel out. We also used the well known
property tr(σaσb) = 2δa,b. And second:

∑
σ1,σ2,σ3,σ4

∆ij · (δσ3σ4 σσ1σ2 − δσ1σ2 σσ3σ4)

(
1
2

δσ1σ4 + Si · σσ4σ1

)(
1
2

δσ2σ3 − Sj · σσ2σ3

)
=

= {
↑↑↑↑︷︸︸︷

0 +

↑↑↑↓︷ ︸︸ ︷
(−∆+

ij )S
−
i (

1
2
− Sz

j ) +

↑↑↓↑︷ ︸︸ ︷
(−∆−ij )(

1
2
+ Sz

i )(−S+
j ) +

↑↑↓↓︷ ︸︸ ︷
2∆z

ijS
−
i (−S+

j ) +

↑↓↑↑︷ ︸︸ ︷
∆+

ij (
1
2
+ Sz

i )(−S−j ) +

↑↓↑↓︷︸︸︷
0 +

↑↓↓↑︷︸︸︷
0 +

↑↓↓↓︷ ︸︸ ︷
∆+

ij S−i (
1
2
+ Sz

j ) +

↓↑↑↑︷ ︸︸ ︷
∆−ij S+

i (
1
2
− Sz

j ) +

↓↑↑↓︷︸︸︷
0 +

↓↑↓↑︷︸︸︷
0 +

↓↑↓↓︷ ︸︸ ︷
∆−ij (

1
2
− Sz

i )(−S+
j ) +

↓↓↑↑︷ ︸︸ ︷
(−2∆z

ij)S
+
i (−S−j ) +

↓↓↑↓︷ ︸︸ ︷
(−∆+

ij )(
1
2
− Sz

i )(−S−j ) +

↓↓↓↑︷ ︸︸ ︷
(−∆−ij )S

+
i (

1
2
+ Sz

j ) +

↓↓↓↓︷︸︸︷
0 } =

= 2
{

∆+
ij (S

−
i Sz

j − Sz
i S−j ) + ∆−ij (S

z
i S+

j − S+
i Sz

j ) + ∆z
ij(S

+
i S−j − S−i S+

j )
}
=

= −2i
{

∆+
ij (Si × Sj)

− + ∆−ij (Si × Sj)
+ + 2∆z

ij(Si × Sj)
z
}
= −4i∆ij · Si × Sj

Where in the second line we expand the sum in the spin states (overbrace indicates
the spin state σ1, σ2, σ3, σ4 respectively). We also used that for any vector ~v we can
define σ12~v = vx + ivy = v+, σ21~v = vx − ivy = v−, σ11~v = vz and σ22~v = −vz. Also,
for any two vectors~a and~b, the following applies a−bz − azb− = −i(~a×~b)−, azb+ −
a+bz = −i(~a×~b)+, a+b− − a−b+ = −2i(~a×~b)z and a+b− + a−b+ = 2(axbx + ayby).

The third important relation is:
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∑
σ1,σ2,σ3,σ4

(∆ij · σσ1σ2)(∆ij · σσ3σ4)

(
1
2

δσ1σ4 + Si · σσ4σ1

)(
1
2

δσ2σ3 − Sj · σσ2σ3

)
=

=

↑↑↑↑︷ ︸︸ ︷
∆z

ij∆
z
ij(

1
2
+ Sz

i )(
1
2
− Sz

j ) +

↑↑↑↓︷ ︸︸ ︷
∆z

ij∆
+
ij S−i (

1
2
− Sz

j ) +

↑↑↓↑︷ ︸︸ ︷
∆z

ij∆
−
ij (

1
2
+ Sz

i )(−S+
j ) +

↑↑↓↓︷ ︸︸ ︷
∆z

ij(−∆z
ij)S

−
i (−S+

j ) +

↑↓↑↑︷ ︸︸ ︷
∆+

ij ∆z
ij(

1
2
+ Sz

i )(−S−j ) +

↑↓↑↓︷ ︸︸ ︷
∆+

ij ∆+
ij S−i (−S−j ) +

↑↓↓↑︷ ︸︸ ︷
∆+

ij ∆−ij (
1
2
+ Sz

i )(
1
2
+ Sz

j ) +

↑↓↓↓︷ ︸︸ ︷
∆+

ij (−∆z
ij)S

−
i (

1
2
+ Sz

j ) +

↓↑↑↑︷ ︸︸ ︷
∆−ij ∆z

ijS
+
i (

1
2
− Sz

j ) +

↓↑↑↓︷ ︸︸ ︷
∆−ij ∆+

ij (
1
2
− Sz

i )(
1
2
− Sz

j ) +

↓↑↓↑︷ ︸︸ ︷
∆−ij ∆−ij S+

i (−S+
j ) +

↓↑↓↓︷ ︸︸ ︷
∆−ij (−∆z

ij)(
1
2
− Sz

i )(−S+
j ) +

↓↓↑↑︷ ︸︸ ︷
(−∆z

ij)∆
z
ijS

+
i (−S−j ) +

↓↓↑↓︷ ︸︸ ︷
(−∆z

ij)∆
+
ij (

1
2
− Sz

i )(−S−j ) +

↓↓↓↑︷ ︸︸ ︷
(−∆z

ij)∆
−
ij S+

i (
1
2
+ Sz

j ) +

+

↓↓↓↓︷ ︸︸ ︷
(−∆z

ij)(−∆z
ij)(

1
2
− Sz

i )(
1
2
+ Sz

j ) =

=
(∆z

ij)
2 + ∆+

ij ∆−ij
2

+ Sz
i Sz

j (−2(∆z
ij)

2 + 2∆+
ij ∆−ij ) + Sz

i S+
j (−2∆z

ij∆
−
ij ) + Sz

i S−j (−2∆z
ij∆

+
ij )+

+ S+
i Sz

j (−2∆z
ij∆
−
ij ) + S+

i S+
j (−∆−ij ∆−ij ) + S+

i S−j (∆
z
ij)

2+

+ S−i Sz
j (−2∆z

ij∆
+
ij ) + S−i S+

j (∆
z
ij)

2 + S−i S−j (−(∆+
ij )

2) =

=
(∆z

ij)
2 + ∆+

ij ∆−ij
2

+ Sz
i Sz

j (−2(∆z
ij)

2 + 2(∆x
ij)

2 + 2(∆y
ij)

2 + Sz
i Sy

j (−4∆z
ij∆

y
ij) + Sz

i Sx
j (−4∆z

ij∆
x
ij)+

+ Sy
i Sz

j (−4∆y
ij∆

z
ij) + Sy

i Sy
j (2(∆

z
ij)

2 − 2(∆y
ij)

2 + 2(∆x
ij)

2) + Sy
i Sx

j (−4∆y
ij∆

x
ij)+

+ Sx
i Sz

j (−4∆x
ij∆

z
ij) + Sx

i Sy
j (−4∆x

ij∆
y
ij) + Sx

i Sx
j (2(∆

z
ij)

2 + 2(∆y
ij)

2 − 2(∆x
ij)

2) =

=
(∆z

ij)
2 + ∆+

ij ∆−ij
2

+
(
Sx

i Sy
i Sz

i

)
2(∆z

ij)
2 + 2(∆y

ij)
2 − 2(∆x

ij)
2 −4∆x

ij∆
y
ij −4∆x

ij∆
z
ij

−4∆y
ij∆

x
ij +2(∆x

ij)
2 − 2(∆y

ij)
2 + 2(∆z

ij)
2 −4∆y

ij∆
z
ij

−4∆z
ij∆

x
ij −4∆z

ij∆
y
ij 2(∆x

ij)
2 + 2(∆y

ij)
2 − 2(∆z

ij)
2


Sx

j
Sy

j
Sz

j

 =

(∆z
ij)

2 + ∆+
ij ∆−ij

2
+ ∑

α,β
Sα

i (4∆α
ij∆

β
ij − δαβ2∆2

ij)S
β
j

These three relations are important and will be used in the next chapter:
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∑
σσ′

(
1
2

δσσ′ + Si · σσ′σ

)(
1
2

δσσ′ − Sj · σσσ′

)
=

=
1
2
−∑

ab
Sa

i Sb
j 2δab =

1
2
− 2Si · Sj (3.25)

∑
σ1,σ2,σ3,σ4

∆ij · (δσ3σ4 σσ1σ2 − δσ1σ2 σσ3σ4)

(
1
2

δσ1σ4 + Si · σσ4σ1

)(
1
2

δσ2σ3 − Sj · σσ2σ3

)
=

= −4i∆ij · Si × Sj (3.26)

∑
σ1,σ2,σ3,σ4

(∆ij · σσ1σ2)(∆ij · σσ3σ4)Si · σσ4σ1

(
−Sj · σσ2σ3

)
=

= ∑
α,β

Sα
i (δαβ2∆2

ij − 4∆α
ij∆

β
ij)S

β
j (3.27)

Now introducing the spin operators into ĤJ in 3.19, with ni↑ + ni↓ = 1 and using
3.25 we obtain:

ĤJ =−
t2

U ∑
〈i,j〉,σσ′

(
1
2

δσσ′ + Si · σσ′σ

)(
1
2

δσσ′ − Sj · σσσ′

)
=

− t2

U ∑
〈i,j〉

(
1
2
− 2Si · Sj

)
The constant term can be neglected leaving:

ĤJ =
2t2

U ∑
〈i,j〉

Si · Sj = ∑
〈i,j〉

J0
ijSi · Sj (3.28)

Which is the Heisenberg model for antiferromagnets with J0
ij =

2t2

U > 0. Likewise,
for ĤD in 3.20, using 3.26:

ĤD =− t
U ∑
〈i,j〉,σ1,σ2,σ3,σ4

∆ij · (δσ3σ4 σσ1σ2 − δσ1σ2 σσ3σ4)

(
1
2

δσ1σ4 + Si · σσ4σ1

)(
1
2

δσ2σ3 − Sj · σσ2σ3

)
=

= +
4it
U ∑
〈i,j〉

∆ij · Si × Sj = ∑
〈i,j〉

D0
ij · Si × Sj

Where D0
ij =

4it
U ∆ij, notice that being ∆ij purely imaginary, D0

ij is a real vector. Lastly,
using 3.27, the term proportional to 3.21 leads to:

ĤP =
1
U ∑
〈i,j〉,σ1,σ2,σ3,σ4

(∆ij · σσ1σ2)(∆ij · σσ3σ4)

(
1
2

δσ1σ4 + Si · σσ4σ1

)(
1
2

δσ2σ3 − Sj · σσ2σ3

)
=

1
U ∑
〈i,j〉

∑
α,β

Sα
i (δαβ2∆2

ij − 4∆α
ij∆

β
ij)S

β
j = ∑

〈i,j〉
SiΓijSj



16 Chapter 3. Effective Spin Hamiltonian

Where Γij is a tensor with components Γ
αβ
ij = 1

U (δαβ2∆2
ij− 4∆α

ij∆
β
ij). The total effective

Hamiltonian is:

Ĥeff = ∑
〈i,j〉

(
J0
ijSi · Sj + D0

ij · Si × Sj + SiΓijSj

)
(3.29)

With:

J0
ij =

2t2

U
(3.30)

D0
ij =

4it
U

∆ij (3.31)

Γ
αβ
ij =

1
U
(δαβ2∆2

ij − 4∆α
ij∆

β
ij) (3.32)

The J0
ijSi · Sj term is known as exchange interaction. Setting ∆ij = 0 (no SOI) we see

that 3.29 reduces to the Heisenberg model. Since J0
ij > 0 this model describes an anti-

ferromagnetic material. However, the Hubbard model can also lead to ferromagnetic
and paramagnetic magnetic behavior in non half-filled systems as shown in [40] with
a mean-field theory approach. The term D0

ij · Si × Sj is known as Dzyaloshinskii-
Moriya interaction (DMI), the symmetries of the crystal will restrict the direction
of D0

ij [11]. In the next chapter we will examine this further. Lastly SiΓijSj is an
anisotropic term known as pseudodipolar interaction [11] and it is usually neglected
since it is proportional to ∆2

ij.

Notice that the exchange interaction J0
ijSi · Sj effectively models the kinetic-kinetic

second order processes i → j → i, where i and j are nearest neighbors. In the
same fashion the DMI models kinetic-SOI hopping processes and the anisotropic
interaction models SOI hopping-SOI hopping processes. In the next chapter we will
introduce next nearest neighbor (NNN) hopping (both kinetic and SOI), this will
lead to NNN spin interactions. As an introduction to this, in the next subsection we
show the effect of introducing NNN kinetic hopping in the Hubbard model without
SOI.

3.3.1 Next-nearest neighbor hopping

This analysis can be easily extended to electronic Hamiltonians including next-nearest
neighbor (NNN) hopping term. The simplest example of such a Hamiltonian is:

Ĥ = − ∑
〈i,j〉,σ

t1ĉ†
iσ ĉjσ − ∑

〈〈i,j〉〉,σ
t2ĉ†

iσ ĉjσ + U
M

∑
i=1

n̂i↑n̂i↓ (3.33)

Where 〈〈i, j〉〉 denotes sum over NNN and t1 and t2 denote the NN and NNN hop-
ping amplitudes respectively. If we follow the procedure as before we will obtain an
effective spin Hamiltonian:
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Ĥeff = J1 ∑
〈i,j〉

Si · Sj + J2 ∑
〈〈i,j〉〉

Si · Sj (3.34)

Where J1 =
2t2

1
U and J2 =

2t2
2

U . This Hamiltonian is known as J1− J2 Heisenberg model.
This model has been extensively studied, and the J1 − J2 − J3 is also of interest [41].

Notice that we can also obtain a J1 − J2 Heisenberg model starting simply from
a NN hamiltonian Ĥ = −∑〈i,j〉,σ t1ĉ†

iσ ĉjσ + U ∑M
i=1 n̂i↑n̂i↓. This is because the NNN

exchange interaction comes from the possibility of the process iσ → jσ → iσ where
i, j are next nearest neighbours. This process is available when sites i, j have opposite
spins (otherwise it would violate the Pauli principle). Now, when i, j are NNN, we
can consider the fourth order process iσ → kσ → jσ → kσ → iσ, where k is a site
between i and j. The resulting effective spin Hamiltonian has exchange couplings

J1 = 2 t2
1

U − 8 t4
1

U3 and J2 = 2 t4

U . A rigorous derivation can be found in [42].

3.3.2 Introducing disorder

It is possible to consider a disordered Hubbard model by adding random uncorre-
lated on-site energies. We neglect the SOI term for simplicity, then the disordered
Hubbard model can be written as:

Ĥ = −t ∑
〈i,j〉,σ

ĉ†
iσ ĉjσ + ∑

iσ
εi ĉ†

iσ ĉiσ + U
M

∑
i=1

n̂i↑n̂i↓ (3.35)

Where εi are random variables εi ∈ [−W, W]. At half filling we can derive an ef-
fective Hamiltonian using the same procedure as before. The second order virtual
hopping iσ → jσ → iσ will give rise to an exchange spin interaction. In this case,
however, the intermediate energy is U + (εj − εi). Therefore the spin Hamiltonian
will be:

Ĥeff = ∑
〈i,j〉

2t2

U + (εj − εi)
Si · Sj = ∑

〈i,j〉

2t2U
U2 − (εj − εi)2

Si · Sj = ∑
〈i,j〉

JijSi · Sj (3.36)

Where in the second step we added the contributions of 〈i, j〉 and 〈j, i〉 and where
Jij =

2t2U
U2−(εj−εi)2 . This model is relevant for studying many-body localization phe-

nomena [43].

3.4 AFM dynamics

In this section we will show how a continuum one dimensional model can be ob-
tained from the discrete Heisenberg Hamiltonian in order to describe the AFM order
and its dynamics [44]. We write the Heisenberg Hamiltonian as Ĥ = J ∑〈i,j〉 SiSj −
K ∑i S2

iz with J > 0 and K is the anisotropy energy. Let the lattice be a one dimen-
sional chain with 2N sites, such lattice can be described by the repetition of N unit
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cells consisting of two sites α and β for the left and right site respectively. Then the
ground state of this Hamiltonian is double degenerated and is obtained by aligning
the spins in the α sites in the ẑ direction and the β spins in the −ẑ direction or vice
versa. Let us introduce the parameters:

mi =
Si

α + Si
β

2S
(3.37)

li =
Si

α − Si
β

2S
(3.38)

Where S is the spin angular momentum in units of h̄. Inverting these relations,
introducing them into the Hamiltonian and neglecting edge terms we obtain:

Ĥ = JS2
N−1

∑
i
(mi − li) · (mi + li + mi+1 + li+1)− KS2

N

∑
i

[
(miz + liz)

2 + (miz − liz)
2] =

2JS2
N

∑
i
(m2

i − l2
i ) +

JS2

2

N−1

∑
i

[
(li+1 − li)

2 − (mi+1 −mi)
2]

+ JS2
N−1

∑
i

[mi · (li+1 − li)− li · (mi+1 −mi)]− 2KS2
N

∑
i
(m2

iz + l2
iz) (3.39)

Now we can take the continuum limit with:

mi → m(x)
li → l(x)

2d ∑
i
→
∫

dx

Ĥ →
∫ dx

2d
H(l, m)

This, together with mi − li = 2mi − 1 and mi+1 → m(x) + 2d∂xm(x) gives:

H(l, m) = JS2 {4|m|2 + |∂xl′|2 − |∂xm′|2 + (m∂xl − l∂xm)
}

− KS2 {(lẑ)2 + (mẑ)2} (3.40)

This Hamiltonian is used as a starting point for the study of spin dynamics in anti-
ferromagnets. Antiferromagnetic domain wall motion can be described within this
framework [18, 45]. Manipulation of AFM domain walls is of great interest in spin-
tronics since it can lead to high frequency switching of magnetic textures [46].
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Chapter 4

Laser illumination

In this chapter we will derive an effective spin Hamiltonian for different models
in the presence of a high frequency electromagnetic perturbation. The goal is to
manipulate J and Dij in 3.29 separately. For the exchange interaction coupling J
alone, this has already been done ([26], [29]) starting with the Hamiltonian of the
Hubbard model:

Ĥ = −t0 ∑
〈i,j〉,σ

ĉ†
iσ ĉjσ + U

M

∑
i=1

n̂i↑n̂i↓ (4.1)

In this model, since SOI is not taken into account, only the exchange interaction J
plays a role. The electromagnetic perturbation is then introduced via the Peierls
substitution. We reproduce the result in section 4.2. In the following sections we ex-
tend the analysis to different systems with spin orbit interaction thereby modulating
Dij or other spin interactions. The simplest model with spin orbit interaction is the
one we derived in the previous Chapter, 3.16:

Ĥ = − ∑
〈i,j〉,σ,σ′

(δσ,σ′ t0 + ∆ijσσ,σ′)ĉ†
iσ ĉjσ′ + U

M

∑
i=1

n̂i↑n̂i↓

Which is the same as 4.1 plus a spin dependent hopping term, which represents
Rashba SOI for ∆ij = i∆R(Ry

ij,−Rx
ij, 0) or Dresselhaus SOI for ∆ij = i∆R(Rx

ij,−Ry
ij, 0).

In section 4.3 we show how the exchange interaction and the DMI couplings are
modulated in presence of an electromagnetic field.

In the case of graphene or other coplanar honeycomb lattice structures, nearest
neighbor Rashba terms are not allowed by symmetry, and only next nearest neigh-
bor (NNN) spin conserving terms contribute [47], this term opens a gap in the band
structure thus describing a topological insulator. For this case we examine the Kane-
Mele-Hubbard model. The effective spin model of this Hamiltonian contains the
usual exchange interaction and DMI and, in addition, it exhibits anisotropic ex-
change interaction arising from the intrinsic SOI term. This new term has already
been obtained in [48] without taking into account any external electromagnetic field.

Non-coplanar honeycomb lattices may exhibit intrinsic Rashba interactions be-
tween NNN [49], this, together with a NNN hopping (which would arise from direct
overlapping of the next nearest neighbor Wannier functions or from second order
processes) will lead to NNN DMI.
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4.1 Time dependent effective Hamiltonian

In this section we will derive a general effective Hamiltonian starting with any
Hamiltonian that can be written as:

Ĥ = −T̂ + UD̂ (4.2)

Where D̂ = ∑M
i=1 n̂i↑n̂i↓ is the doublon number operator and T̂ is any hopping opera-

tor. In terms of on-site creation and annihilation operators we can write the hopping
operator as T̂ = ∑i,j,σ,σ′ tσσ′

ij ĉ†
iσ ĉjσ′ . For a strongly correlated system, the strength of

the on-site interaction U is much larger than the hopping amplitude, therefore, in a
half filling system the zero double occupancies subspace d = 0 can be taken as the
low energy subspace in which the effective Hamiltonian will act.

The doublon number operator d̂ = ∑i=1 n̂i↑n̂i↓, has eigenvalues positive integers
d, corresponding to states with exactly d double occupancies (doublons). For later
use, we define P̂d as the projection operator onto the subspace spanned by states with
eigenvalue d, i.e., states with exactly d doublons. At site i, we can define the projec-
tion operator to the double occupied state as P̂i,1 = n̂i↑n̂i↓ and the projection operator
to the complementary space as P̂i,0 = 1− P̂i,1 [50]. We can then define the projection
operator P̂d for the whole system as follows. LetO and Pd(O) denote the set of sites
on the lattice and the set of subsets of O with exactly d elements, respectively. Then,
in compact form, the projection operator reads P̂d = ∑A∈Pd(O)

{
∏i∈A P̂i,1 ∏i/∈A P̂i,0

}
.

The effect of the electromagnetic perturbation in the lattice can be introduced
via the Peierls substitution (B). With this notation, in presence of a vector potential
A(t) (which we assume to not vary noticeably in the scale of the lattice) the Peierls
substitution leads to an extra time dependent phase in the hopping amplitude:

tσσ′
ij (t) = tσσ′

ij eieRij·A(t) (4.3)

Where A is the vector potential and Rij = Ri − Rj, e is the electronic charge and we
take h̄ = 1. We write the electric field as E(t) = 1

2 (
~Ee−iωt + ~E∗eiωt), where ~E = E0ê

and ê = 1√
1+λ2

POL
(êx + iλPOL êy) is the polarization vector and λPOL = 0,±1 for plane

polarized, right handed and left handed circular polarized field respectively. The
vector potential takes the form A(t) = 1

2 (
~Ae−iωt + ~A∗eiωt), with ~A = iE0

ω ê. With the
hopping amplitudes in 4.3 the Hamiltonian becomes time dependent. We will use
Floquet theory E to derive an effective Hamiltonian including the laser perturbation.

First, let us define:

eRij ~A = αijeiθij (4.4)

With αij = ±|eRij ~A| in such a way that:

αij = −αji (4.5)

θij = θji (4.6)
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and θij ∈ [0, π). Then we can apply the Jacobi–Anger expansion [51]:

tσσ′
ij (t) = tσσ′

ij eieRij·A(t) = tσσ′
ij eiαij cos(ωt−θij) =

= tσσ′
ij ∑

m
ei( π

2 −θij)mJm(αij)eimωt = ∑ tσσ′
ij,meimωt

Where we defined

tσσ′
ij,m = tσσ′

ij ei( π
2 −θij)mJm(αij) (4.7)

Which is the mth Fourier mode of the hopping term and Jm(x) is the mth Bessel
function [29]. Correspondingly we can write T̂(t) = ∑m T̂meimωt where T̂m is the
sum of all the mth Fourier mode of the hopping terms. We can further decompose
the hopping operator into:

T̂(t) = ∑
m
(T̂−1,m + T̂0,m + T̂1,m)eimωt (4.8)

Where T̂dm(t) changes the doublon number by d, for example, if P̂d is the projection
operator into the subspace with doublon number d, then T̂dm(t) = ∑i P̂i+dT̂m(t)P̂i.
Since the hopping term is of second order in the creation and annihilation operators,
it can change the double occupancy of the states only by ±1.

In order to derive the form of the effective spin Hamiltonian let us introduce a
time dependent unitary transformation Û(t) = e−iŜ(t). The transformed Hamilto-
nian is:

Ĥ′(t) = eiŜ(t)Ĥ(t)e−iŜ(t) − eiŜ(t)idte−iŜ(t) (4.9)

We perform the unitary transformation perturbatively in the hopping operator, we
can formally write T̂(t) = ηT̂(t), where η will play the role of a bookkeeping pa-
rameter in the perturbative expansion. We expand Ŝ(t) = ∑ν ηνŜ(ν)(t) and Ĥ′(t) =
∑ν ηνĤ′(ν)(t). We require the transformed Hamiltonian to be block diagonal in the
doublon number operator d̂. To fulfill this requirement, the unitary transformation
Ŝ(t) must have the same periodicity as T̂(t); consequently, the transformed Hamil-
tonian Ĥ′(t) will have the same periodicity as the original Hamiltonian Ĥ(t). Thus
we can write Ŝ(ν)(t) = ∑m eimωtŜ(ν)

m . With the further requirement that Ŝ(t) does not
contain block-diagonal terms, we can uniquely determine the unitary transforma-
tion:

Ŝ(ν)(t) = ∑
d 6=0

∑
m

ηνŜ(ν)
d,meimωt (4.10)

where Ŝ(ν)
d,m changes the double occupancy number by d.

Now we can use the identity:
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idte−iŜ(t) = ∑
n

1
(n + 1)!

adn
−iŜ(t)(dtŜ(t))e−iŜ(t) (4.11)

Derived in appendix C, where adA(B) = [A, B] to rewrite the transformed Hamilto-
nian as:

Ĥ′(t) = eiŜ(t)

(
Ĥ(t)−∑

n

1
(n + 1)!

adn
−iŜ(t)(dtŜ(t))

)
e−iŜ(t) (4.12)

Using the Baker–Campbell–Hausdorff expansion we can write the transformed Hamil-
tonian as:

Ĥ′(t) = ∑
m

1
m!

adm
iŜ(t)

(
Ĥ(t)−∑

n

1
(n + 1)!

adn
−iŜ(t)(dtŜ(t))

)
(4.13)

Now, in this expression we have to expand Ŝ(t) = ∑ν ηνŜ(ν)(t) and Ĥ′(t) = ∑ν ηνĤ′(ν)(t)
and determine Ŝ(ν)(t) iteratively in ν so that Ĥ′(ν)(t) is diagonal in the doublon
number. Notice that we do not expand Ĥ(t) as an infinite series since Ĥ(t) =
−ηT̂(t) + UD̂. Now, notice also that if we take iŜ(0)(t) = 0 in 4.13, then, to zeroth
order in η only terms in m = 0 and n = 0 contribute obtaining:

Ĥ′(0)(t) = UD̂ (4.14)

Which is indeed diagonal in the doublon number, and therefore we can take iŜ(0)(t) =
0. With this equating terms of the same order in 4.13 is greatly simplified, since terms
with high m, n will correspond to terms with high η. Since we are only interested in
orders up to second order, we can truncate 4.13 up to m = 2:

Ĥ′(t) = Ĥ(t)−∑
n

1
(n + 1)!

adn
−iŜ(t)(dtŜ(t)) + [iŜ(t), Ĥ(t)−∑

n

1
(n + 1)!

adn
−iŜ(t)(dtŜ(t))]+

+
1
2
[iŜ(t), [iŜ(t), Ĥ(t)−∑

n

1
(n + 1)!

adn
−iŜ(t)(dtŜ(t))]] (4.15)

This equation holds up to order η2. In first order we obtain:

Ĥ′(1)(t) = −T̂(t)− dtŜ(1)(t) +
[
iŜ(1)(t), UD̂

]
(4.16)

Now we expanding in m, d and use
[

D̂, Ŝ(ν)
dm

]
= dŜ(ν)

dm because Ŝ(ν)
dm changes the dou-

blon number by d:

Ĥ′(1)(t) = −T̂(t)− ∑
d 6=0

∑
m
(Ud + mω)iŜ(1)

dmeimωt (4.17)

Therefore:
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iŜ(1)
d (t) = −∑

m

T̂d,m

Ud + mω
eimωt (4.18)

Ĥ′(1)(t) = −∑
m

T̂0,m(t)eimωt (4.19)

To second order we find:

Ĥ′(2)(t) = −dtŜ(2)(t)− 1
2

[
−iŜ(1)(t), dtŜ(1)(t)

]
+

[
iŜ(1)(t),−T̂(t)− 1

2
dtŜ(1)(t)

]
+

+
[
iŜ(2)(t), UD̂

]
+

1
2

[
iŜ(1)(t),

[
iŜ(1)(t), UD̂

]]
=

=
[
iŜ(2)(t), UD̂

]
−
[
iŜ(1)(t), T̂(t)

]
+

1
2

[
iŜ(1)(t),

[
iŜ(1)(t), UD̂

]]
− dtŜ(2)(t)

(4.20)

Using 4.16 and using
[
iŜ(1)(t), dtŜ(1)(t)

]
= 0 due to different Fourier modes of the

hopping operator being equal up to a constant (explain better), we can rewrite:

Ĥ′(2)(t) =
[
iŜ(2)(t), UD̂

]
− 1

2

[
iŜ(1)(t), T̂(t)− Ĥ′(1)(t)

]
− dtŜ(2)(t) (4.21)

Using 4.18 and 4.19, the middle term is:

[
iŜ(1)(t), T̂(t)− Ĥ′(1)(t)

]
= −

[
∑
m

(
T̂1m

U + mω
− T̂−1m

U−mω

)
eimωt, ∑

n

(
T̂−1n + 2T̂0n + T̂1n

)
einωt

]

= −∑
mn

{
2
[
T̂1m, T̂0n

]
U + mω

+

[
T̂1m, T̂−1n

]
U + mω

−
[
T̂−1m, T̂1n

]
U−mω

− 2
[
T̂−1m, T̂0n

]
U−mω

}
ei(m+n)ωt

= −∑
mn

2
[

T̂1n, T̂0(m−n)

]
U + nω

+

[
T̂1n, T̂−1(m−n)

]
U + nω

−

[
T̂−1n, T̂1(m−n)

]
U− nω

−
2
[

T̂−1n, T̂0(m−n)

]
U− nω

 eimωt

Altogether:

Ĥ′(2)(t) = ∑
mn


[

T̂1n, T̂0(m−n)

]
U + nω

+

[
T̂1n, T̂−1(m−n)

]
2(U + nω)

−

[
T̂−1n, T̂1(m−n)

]
2(U− nω)

−

[
T̂−1n, T̂0(m−n)

]
U− nω

 eimωt

− ∑
d 6=0

∑
m
(Ud + mω)iŜ(2)

dmeimωt

By choosing iŜ(2)
dm such that the transformed Hamiltonian is block-diagonal, we ob-

tain:
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iŜ(2)
dm = ∑

n

[
T̂dn, T̂0(m−n)

]
(Ud + nω)(Ud + mω)

(4.22)

Ĥ′(2)(t) =
1
2 ∑

mn


[

T̂1n, T̂−1(m−n)

]
U + nω

−

[
T̂−1n, T̂1(m−n)

]
U− nω

 eimωt (4.23)

Now the effective Hamiltonian acts on the subspace of d = 0 (zero double oc-
cupancies), therefore we are only interested on the block P̂0Ĥ′(2)(t)P̂0 (notice that
P̂0Ĥ′(1)(t)P̂0 = 0). In this subspace we can write:

Ĥeff(t) = P̂0Ĥ′(2)(t)P̂0 = −1
2 ∑

mn

(
P̂0T̂−1(m−n)T̂1nP̂0

U + nω
+

P̂0T̂−1nT̂1(m−n)P̂0

U− nω

)
eimωt

= −1
2 ∑

mn

{
P̂0(T̂−1(m−n)T̂1n + T̂−1−nT̂1(m+n))P̂0

U + nω

}
eimωt (4.24)

Now, since the hopping operators act on the subspace d = 0 and must remain within
that subspace, therefore P̂0T̂−1aT̂1bP̂0 will be a sum of all possible hoppings between
two different sites:

P̂0T̂−1aT̂1bP̂0 = ∑
i,j,σ1,σ2,σ3,σ4

tσ1σ2
ij,a tσ3σ4

ji,b ĉ†
iσ1

ĉjσ2 ĉ†
jσ3

ĉiσ4

Where a and b are any two Fourier modes. Inserting this into 4.25 and using the
definition of tσσ′

ij,m = tσσ′
ij ei( π

2 −θij)mJm(αij) and using that θji = θij and αji = −αij and
the properties J−m(x) = (−1)mJm(x) and Jm(−x) = (−1)mJm(x) we can write
4.25 as:

Ĥeff(t) = P̂0Ĥ′(2)(t)P̂0 = −1
2 ∑

mn
∑

i,j,σ1,σ2,σ3,σ4

ĉ†
iσ1

ĉjσ2 ĉ†
jσ3

ĉiσ4

tσ1σ2
ij,m−ntσ3σ4

ji,n + tσ1σ2
ij,−ntσ3σ4

ji,m+n

U + nω
eimωt

= −1
2 ∑

mn
∑

i,j,σ1,σ2,σ3,σ4

{
ĉ†

iσ1
ĉjσ2 ĉ†

jσ3
ĉiσ4 tσ1σ2

ij tσ3σ4
ji ei( π

2 −θij)m

Jm−n(αij)Jn(αji) + J−n(αij)Jm+n(αji)

U + nω
eimωt

}
= −1

2 ∑
mn

∑
i,j,σ1,σ2,σ3,σ4

{
ĉ†

iσ1
ĉjσ2 ĉ†

jσ3
ĉiσ4 tσ1σ2

ij tσ3σ4
ji ei( π

2 −θij)m(−1)m

Jn−m(αij)Jn(αij) + Jn(αij)Jm+n(αij)

U + nω
eimωt

}
= −1

2 ∑
i,j,σ1,σ2,σ3,σ4

ĉ†
iσ1

ĉjσ2 ĉ†
jσ3

ĉiσ4 tσ1σ2
ij tσ3σ4

ji M(αij, U, ω, t) (4.25)

Where we defined:



4.1. Time dependent effective Hamiltonian 25

M(αij, U, ω, t) = ∑
mn

e−i( π
2 +θij)m

{Jn−m(αij)Jn(αij) + Jn(αij)Jm+n(αij)

U + nω

}
eimωt

(4.26)
In the following sections we will use this effective Hamiltonian for different mod-
els of the hopping operator. In each case we will introduce the spin relations 3.23
and 3.24 together with 3.25, 3.26 and 3.27 to obtain the corresponding effective spin
Hamiltonian.

4.1.1 Time independent field

Before we start using 4.25 for different models we would like to investigate the case
in which the electric field is time independent. In that case we can restrict the anal-
ysis to the one dimensional lattice, since in second order the electric field will only
affect the bonds parallel to the field. Let us denote ~E = E0êx, then the Peiels trans-
formed hopping amplitudes can be written as:

tσσ′
ij (t) = tσσ′

ij eie~Rij·~Et (4.27)

Therefore, there will be only two Fourier modes with frequency ω0 = e~Rij · ~E =

±eaE0, where the sign +(−) corresponds to the case ~Rij = ±aêx. Notice that this
frequency ω0 does not correspond to a field frequency (~E is time independent), but
to the Fourier mode in the hopping amplitudes (which is induced by the time inde-
pendent field). From this point we can apply the same procedure as in the general
case up to 4.24. We can greatly simplify this by considering that:

• n can only take values n = ±1 (there are no additional Fourier modes).

• When restricted to the low energy subspace a product T̂−1aT̂1b will only con-
tribute when a and b have opposite signs (a = 1, b = −1 or viceversa). This
is because, in the low energy subspace T̂−1aT̂1b can only represent a hopping
from a site i to a site j and the hopping back to i, we can see from 4.27 that
these two amplitudes will be in opposite Fourier modes.

Taking this into consideration we see that only m = 0 terms will remain, which is
consistent with the fact that the two phases cancel out in the process i → j → i. We
can thus rewrite 4.24 as:

Ĥeff = −P̂0

{
T̂−1,1T̂1,−1

U−ω0
+

T̂−1,−1T̂1,1

U + ω0

}
P̂0 (4.28)

Now, the first fraction represents a hopping process i → j → i where j lies left to i,
whereas in the second fraction j lies right to i:
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P̂0T̂−1,1T̂1,−1P̂0 = ∑
i>j,σ1,σ2,σ3,σ4

tσ1σ2
ij tσ3σ4

ji ĉ†
iσ1

ĉjσ2 ĉ†
jσ3

ĉiσ4

P̂0T̂−1,−1T̂1,1P̂0 = ∑
i<j,σ1,σ2,σ3,σ4

tσ1σ2
ij tσ3σ4

ji ĉ†
iσ1

ĉjσ2 ĉ†
jσ3

ĉiσ4

We can rewrite this in the more compact form:

Ĥeff = − ∑
i,j,σ1,σ2,σ3,σ4

tσ1σ2
ij tσ3σ4

ji ĉ†
iσ1

ĉjσ2 ĉ†
jσ3

ĉiσ4

U + sgn(j− i)ω0
(4.29)

This is the same effective Hamiltonian obtained in the previous section without an
electric field but with a shift in the intermediate state energy by ±ω0 = ±eaE0. This
can be easily interpreted physically, the processes with intermediate energy U + ω0
correspond to processes in which an electron ’climbs up’ the electric potential and
then ’falls down’ so that the intermediate energy is raised by the potential energy
gained in the process; processes with intermediate energy U − ω0 correspond to
the opposite process. We will analyze the corresponding spin Hamiltonian of this
effective Hamiltonian when we consider the Kane-Mele-Hubbard model in Section
4.4.

4.2 Hubbard model without SOI

We start by considering the simplest hopping operator, excluding SOI terms 4.1:

Ĥ = −t0 ∑
〈i,j〉,σ

ĉ†
iσ ĉjσ + U

M

∑
i=1

n̂i↑n̂i↓ (4.30)

We see that the hopping amplitudes introduced in the previous section can be
written as tσσ′

ij = δσσ′ t0 for i, j being nearest neighbors, and tσσ′
ij = 0 otherwise. With

this we can directly apply 4.25 to obtain:

Ĥeff(t) = −
t2
0
2 ∑
〈i,j〉,σ,σ′

ĉ†
iσ ĉjσ ĉ†

jσ′ ĉiσ′M(αij, U, ω, t) (4.31)

Now, introducing the spin operators 3.23 and 3.24 and summing over the spin
states as in 3.25:

∑
σ,σ′

ĉ†
iσ ĉjσ ĉ†

jσ′ ĉiσ′ = ∑
σ,σ′

(
δσσ′

2
+ Si · σσ′σ

)(
δσσ′

2
− Sj · σσσ′

)
= −2Si · Sj

Where we neglected the constant term. The effective spin Hamiltonian is thus:
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Ĥeff(t) = ∑
〈i,j〉

JijSi · Sj (4.32)

With

Jij = t2
0M(αij, U, ω, t)

= ∑
mn

t2
0e−i( π

2 +θij)m
(Jn−m(αij)Jn(αij) + Jn(αij)Jn+m(αij)

U + nω

)
eimωt (4.33)

After time average this reduces to the m = 0 term:

M(αij, U, ω) ≈∑
n

2
Jn(αij)

2

U + nω
(4.34)

For ω >> U we can truncate this to the three smallest values of n, i.e. n = 0,±1.
We can also use that αij << 1 because αij is proportional to ~A which is proportional
to ω−1. Therefore we can use Jn(x) ≈ xn for n > 0 and x << 1 to obtain:

M(αij, U, ω) ≈ 2

(
α2

ij

U + ω
+

1
U

+
α2

ij

U−ω

)
(4.35)

And the exchange interaction coupling becomes:

Jij ≈ J0
ij + 2t2

0α2
ij

(
1

U + ω
+

1
U−ω

)
(4.36)

The lattice structure is contained in αij = ±|eRij ~A|. For a square lattices aligned
with the coordinate system so that~a1 = êx and~a2 = êy, we will have Rij = ±aêx,±aêy,
where a is the lattice constant. Using ~A = iE0

ω
√

1+λ2 (êx + iλêy) we have:

αij =

{
± eaE0

ω
√

1+λ2 = ± E√
1+λ2 , for Rij = ±êx

±λ eaE0
ω
√

1+λ2 = ± λE√
1+λ2 , for Rij = ±êy

(4.37)

Where E = eaE0
ω .

For plane polarized light (λ = 0) the exchange interaction only changes in the
direction of the polarization, that is:

JPP
ij =

{
J0
ij + 2t2

0E2 ( 1
U+ω + 1

U−ω

)
for Rij = ±êx

J0
ij for Rij = ±êy

(4.38)
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For circular polarized light (λ = ±1) in this approximation the exchange interac-
tion changes in the same way in all the directions:

JCP
ij = J0

ij + t2
0E2

(
1

U + ω
+

1
U−ω

)
(4.39)

Notice that this result is independent of the helicity of the applied field, this is
true even if we do not make the approximation 4.35.

4.2.1 Honeycomb lattice

Now consider a honeycomb lattice structure, so that the αij values are given by αij =

±|eRij ~A| where Rij are the displacement vectors in a honeycomb lattice. There are
six such vectors:

R±1 = ±aêx (4.40)

R±2 = ±a
1
2
(êx +

√
3êy) (4.41)

R±3 = ±a
1
2
(êx −

√
3êy) (4.42)

These six possible directions will lead to α±a = ±|eRa ~A| where ~A = iE0
ω
√

1+λ2 (êx +

iλêy):

α±1 = ± eaE0

ω
√

1 + λ2
(4.43)

α±2 = α±3 = ± eaE0

2ω

√
1 + 3λ2

1 + λ2 = ± eaE0

2ω

√
1 +

2λ2

1 + λ2 (4.44)

From here we can see that if we take the same approximation as in 4.36 we will
obtain the same form of exchange interaction for circular polarized light (λ = ±1)
4.39 with possibly a different lattice constant a.

4.2.2 Dielectric permittivity

Using the approximation for the exchange coupling constant for circular polarized
light derived in 4.39 we can write the free energy of the system Φ as:
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Φ = Φ0 + ∑
〈i,j〉

JijSi · Sj =

= Φ0 + ∑
〈i,j〉

J0
ijSi · Sj + |~E0|2

t2
0e2a2

ω

(
1

U + ω
+

1
U−ω

)
∑
〈i,j〉

Si · Sj (4.45)

Then, the dielectric permittivity is εkl =
∂2Φ

∂Ek∂El
, i.e., the dielectric permittivity is

isotropic εkl = ε and:

ε = ε0 + 2
t2
0e2a2

ω

(
1

U + ω
+

1
U−ω

)
∑
〈i,j〉

Si · Sj (4.46)

Where ε0 = ∂2Φ0
∂Ek∂El

. The refractive index will therefore depend on the magneti-
zation of the antiferromagnet, this was already demonstrated experimentally in the
80’s [52].

4.3 Hubbard model with SOI

Now, let’s investigate the effect of the electric field for the Hubbard model with SOI,
i.e. 3.16, in this case the hopping operator gets an extra spin-dependent term:

T̂ = ∑
〈i,j〉,σ,σ′

(δσ,σ′ t0 + ∆ij · σσ,σ′)ĉ†
iσ ĉjσ′ (4.47)

The vector ∆ij can describe Rashba or Dresselhaus SOI, ∆ij = i∆R(Ry
ij,−Rx

ij, 0) for
Rashba SOI and ∆ij = i∆R(Rx

ij,−Ry
ij, 0) for Dresselhaus SOI. In this case the hopping

amplitudes are:

tσσ′
ij =

{
(δσσ′ t0 + ∆ij · σσ,σ′) for i, j nearest neighbors
0 otherwise

(4.48)

And as before Ĥ = −T̂ + UD̂. In the presence of an electromagnetic field we can
apply the Peierls substitution as we did before, and the effective Hamiltonian will
be given by 4.25. inserting the spin operators 3.23 and 3.24 we get:

Ĥeff(t) = −
1
2 ∑
〈i,j〉,σ1,σ2,σ3,σ4

ĉ†
iσ1

ĉjσ2 ĉ†
jσ3

ĉiσ4 tσ1σ2
ij tσ3σ4

ji M(αij, U, ω, t)

= −1
2 ∑
〈i,j〉,σ1,σ2,σ3,σ4

(
δσ1σ4

2
+ Si · σσ4σ1

)(
δσ2σ3

2
− Sj · σσ2σ3

)
(δσ1σ2 t0 + ∆ij · σσ1,σ2)(δσ3σ4 t0 + ∆ji · σσ3,σ4)M(αij, U, ω, t) (4.49)
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Using ∆ji = −∆ij:

(δσ1σ2 t0 + ∆ij · σσ1,σ2)(δσ3σ4 t0 + ∆ji · σσ3,σ4) =

δσ1σ2 δσ3σ4 t2
0 + t0∆ij · (δσ3σ4 σσ1σ2 − δσ1σ2 σσ3σ4)− (∆ij · σσ1,σ2)(∆ij · σσ3,σ4)

The term proportional to t2
0 will lead to the modified exchange interaction, as in the

previous section. The term proportional to t0∆ij will lead to the modified DMI inter-
action and the term proportional to ∆2

ij will lead to the pseudodipolar interaction.

Now we can rewrite 4.49 as:

Ĥeff(t) = −
1
2 ∑
〈i,j〉,σ1,σ2,σ3,σ4

(
δσ1σ4

2
+ Si · σσ4σ1

)(
δσ2σ3

2
− Sj · σσ2σ3

)
[
δσ1σ2 δσ3σ4 t2

0 + t0∆ij · (δσ3σ4 σσ1σ2 − δσ1σ2 σσ3σ4)− (∆ij · σσ1,σ2)(∆ji · σσ3,σ4)
]
M(αij, U, ω, t)

= − t2
0
2 ∑
〈i,j〉σ,σ′

(
1
2

δσσ′ + Si · σσ′σ

)(
1
2

δσσ′ − Sj · σσσ′

)
M(αij, U, ω, t)−

− t0

2 ∑
〈i,j〉σ1,σ2,σ3,σ4

(
1
2

δσ1σ4 + Si · σσ4σ1

)(
1
2

δσ2σ3 − Sj · σσ2σ3

)
×

∆ij · (δσ3,σ4 σσ1σ2 − δσ1,σ2 σσ3σ4)M(αij, U, ω, t)+

+
1
2 ∑
〈i,j〉σ1,σ2,σ3,σ4

(
1
2

δσ1σ4 + Si · σσ4σ1

)(
1
2

δσ2σ3 − Sj · σσ2σ3

)
(∆ij · σσ1,σ2)(∆ij · σσ3,σ4)M(αij, U, ω, t) =

= ∑
〈i,j〉

(
t2
0Si · Sj + 2it0∆ij · Si × Sj + ∑

α,β
Sα

i (δαβ2∆2
ij − 4∆α

ij∆
β
ij)S

β
j

)
M(αij, U, ω, t) =

= ∑
〈i,j〉

{
JijSi · Sj + Dij · Si × Sj + SiΓijSj

}
Where we used relations 3.25, 3.26 and 3.27. We have:

Jij = t2
0M(αij, U, ω, t) (4.50)

Dij = 2it0∆ijM(αij, U, ω, t) (4.51)

Γαβ
ij = (δαβ∆2

ij − 2∆α
ij∆

β
ij)M(αij, U, ω, t) (4.52)

We can see that since we only considered NN hopping processes, all the terms in the
spin Hamiltonian are renormalized in the same way by the laser field (as in [28]).
In order to obtain different dependencies with the field we should consider NNN
hopping processes.
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4.4 Including next nearest neighbor hopping

In the previous sections we have seen that the second order perturbation effective
Hamiltonian will contain the following terms:

• Exchange interaction JijSiSj, arising from the kinetic hopping - kinetic hopping
terms.

• DMI DijSi × Sj, arising from the kinetic hopping - SOI hopping terms.

• Anisotropic or pseudodipolar interaction SiΓijSj, arising from the SOI hopping
- SOI hopping terms.

And all these coupling factors will be renormalized by the laser field. This renor-
malization depends only on the field and the sites i, j, it does not depend on the
nature of the interaction. With this in mind we will introduce a model with addi-
tional NNN hopping terms:

Ĥ = − ∑
〈i,j〉,σ,σ′

(δσ,σ′ t1 + ∆1,ij · σσ,σ′)ĉ†
iσ ĉjσ′ − ∑

〈〈i,j〉〉,σ,σ′
(δσ,σ′ t2 + ∆2,ij · σσ,σ′)ĉ†

iσ ĉjσ′ + UD̂

(4.53)

Where sum over next-nearest neighbors is denoted by 〈〈ij〉〉. This Hamiltonian is
the same we studied in section 4.3 plus a NNN hopping and SOI term. The hopping
amplitudes thus are:

tσσ′
ij =


(δσσ′ t1 + ∆1,ij · σσ,σ′) for i, j nearest neighbors
(δσσ′ t2 + ∆2,ij · σσ,σ′) for i, j next nearest neighbors
0 otherwise

(4.54)

The effective Hamiltonian will be the same as in section 4.3, with the correspond-
ing NNN terms. This is because in second order perturbation NN hopping terms do
not mix with NNN hopping terms. Thus, the effective spin Hamiltonian will be:

Ĥeff(t) = ∑
〈i,j〉

{
J1,ijSi · Sj + D1,ij · Si × Sj + SiΓ1,ijSj

}
+

∑
〈〈i,j〉〉

{
J2,ijSi · Sj + D2,ij · Si × Sj + SiΓ2,ijSj

}
(4.55)

Where:
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Jn,ij = t2
nM(αij, U, ω, t) (4.56)

Dn,ij = 2itn∆n,ijM(αij, U, ω, t) (4.57)

Γαβ
n,ij = (δαβ∆2

n,ij − 2∆α
n,ij∆

β
n,ij)M(αij, U, ω, t) (4.58)

NNN interaction coupling factors will be normalized according toM(αij, U, ω, t),
where i, j are NNN sites, whereas NN interaction coupling factors will be normal-
ized according toM(αij, U, ω, t) where i, j are NN sites. Therefore the dependence
on the field will differ. For example, if we take the time independent approximation

4.35, and use λ = ±1 for circular polarized light, and αij = ± E|Rij|
a
√

2
, where E = eaE0

ω .
Then the exchange interaction will be:

J1,ij = J0
1 + t2

1
E2

2

(
1

U + ω
+

1
U−ω

)
= J0

1 + J0
1
E2

2

(
1

1 + ω
U
+

1
1− ω

U

)
J2,ij = J0

2 + t2
2

3E2

2

(
1

U + ω
+

1
U−ω

)
= J0

2 + J0
2

3E2

2

(
1

1 + ω
U
+

1
1− ω

U

)

Where J0
n = t2

n
U and where we used that |Rij| = a for NN and |Rij| =

√
3a for

NNN in a honeycomb lattice. The other coupling factors in 4.57 and 4.58 can be
approximated in the same way.

In section 4.5 we will investigate this numerically. The reason why the renormal-
ization differs for NN and NNN spin interactions is that in a hopping process, the
electron picks up a phase eieRij·A(t) (assuming flat field approximation). This phase
will be larger for NNN hopping than for NN hopping and this will therefore trans-
late in the corresponding spin interactions.

Next we will show several well-known models which are described by 4.53.

4.4.1 Kane-Mele-Hubbard model

The first model to describe topological insulators was introduced by Kane and Mele
[47] to describe quantum spin Hall effect in graphene. In a honeycomb lattice time
reversal symmetry and inversion symmetry allow only next-nearest neighbor spin
orbit coupling, which is known as intrinsic spin orbit coupling. In these circum-
stances the system can be modeled by the Kane-Mele-Hubbard model:

ĤKMH = −t1 ∑
〈ij〉σ

ĉ†
iσ ĉjσ + i∆ ∑

〈〈ij〉〉σσ′
ĉ†

iσνijσ
z
σσ′ ĉjσ′ + UD̂ (4.59)
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Where ∆ is the intrinsic spin orbit coupling constant. νij = ±1 depending on whether
the electron traversing from i to j makes a right (+1) or a left turn (−1). This Hamil-
tonian is described by 4.53 if we set ∆1,ij = 0, t2 = 0 and ∆2,ij = −i∆νij êz. Then, the
effective spin model will be:

Ĥeff
KMH(t) = ∑

〈i,j〉
JijSi · Sj + ∑

〈〈i,j〉〉
SiΓijSj (4.60)

With and:

Jij = t2
1M(αij, U, ω, t)

Γij = ∆2diag(−1,−1, 1)M(αij, U, ω, t)

according to 4.56 and 4.58. Notice that:

SiΓijSj = ∆2M(αij, U, ω, t)
(

Sz
i Sz

j − Sx
i Sx

j − Sy
i Sy

j

)
This describes a type of anisotropic exchange interaction known as XXZ Heisenberg
model for next nearest neighbors. Notice that the anisotropic term breaks the SU(2)
symmetry of the bare Heisenberg model. The same spin model is obtained in [48]
without the laser perturbation, this model has a much richer phase diagram than
the J1 − J2 Heisenberg model [53]. If the laser field is not too strong so that we can
assume M(αij, U, ω, t) > 0, then Γzz

ij > 0. Therefore we see that this interaction
favors antiferromagnetic order in the êz direction and ferromagnetic order in the
êx − êy plane. The exchange interaction Jij will favor antiferromagnetic order for
nearest neighbors, so that next nearest neighbors will tend to be aligned. Therefore,
Γzz

ij will compete against Jij in the êz direction. In the êx − êy plane, Γij will favor
ferromagnetic order between next nearest neighbors, which adds to the effect of Jij.
In general the strength of the exchange interaction will be larger and the net effect of
Γij will be a tilting of the spins towards the êx-êy plane.

4.4.2 Modified Kane-Mele-Hubbard model

As we saw in the previous section the effective Hamiltonian 4.60 does not contain
NNN DMI terms. The reason for this is because in the original Hamiltonian t2 = 0.
Next we will study the same Hamiltonian adding a finite NNN hopping terms t2.
In general this is more accurate than imposing t2 = 0, and it can be understood as a
second order NN hopping process (the direct NNN hopping integral would usually
be much smaller). Our next Hamiltonian is thus:

Ĥ = −t1 ∑
〈i,j〉,σ

ĉ†
iσ ĉjσ − ∑

〈〈i,j〉〉,σ
(t2 − i∆νijσ

z
σ,σ)ĉ

†
iσ ĉjσ + UD̂ (4.61)

This corresponds to the case ∆1,ij = 0 and ∆2,ij = (0, 0,−iνij∆) in 4.53. The Hamilto-
nian parameters are sketched in Figure 4.1. With this, the effective Hamiltonian will
be:
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FIGURE 4.1: A honycomb cell with NN hopping t1, NNN hopping
t2 and intrinsic SOI ∆. νij = ±1 depending on whether the electron

traversing from i to j makes a right (+1) or a left turn (−1).

Ĥeff(t) = ∑
〈i,j〉

J1,ijSi · Sj + ∑
〈〈i,j〉〉

{
J2,ijSi · Sj + D2,ij · Si × Sj + SiΓijSj

}
(4.62)

Where:

J1,ij = t2
1M(αij, U, ω, t)

J2,ij = t2
2M(αij, U, ω, t)

D2,ij = 2νijt2∆êzM(αij, U, ω, t)

Γ2,ij = ∆2diag(−1,−1, 1)M(αij, U, ω, t)

Such a Hamiltonian was first proposed by S. A. Owerre to model honeycomb topo-
logical magnon insulators [19] [20]. Experimental results regarding topological prop-
erties of spin waves in honeycomb ferromagnet CrI3 can only be understood by con-
sidering this Hamiltonian [21]. This model is also relevant for the study of Spin Hall
effects of Weyl magnons [54] [55].

Now, a Hamiltonian with the form Ĥ = ∑〈i,j〉 J1Si · Sj + ∑〈〈i,j〉〉 J2Si · Sj is known
as the J1-J2 Heisenberg model and in a 2D honeycomb lattice it exhibits Néel order
for J2 < J1/6 and for J2 > J1/6 spin density waves (SDW) appear [56]. In the
presence of DMI alone there will always be SDW in the plane perpendicular to D
[57]. In Hamiltonian 4.62 we expect SDW to appear in the ground state and the SDW
wavevector will be determined by a function of the parameters of this model. In the
next section we will do a numerical of study on how modifying the ratio between
NN and NNN spin interaction factors can change the spin state of the system.
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4.4.3 Time independent electric field in the NN + NNN Hamiltonian

Now, let us examine the case in which the applied electric field is time independent.
In this case the effective Hamiltonian is 4.29, which is the same Hamiltonian ob-
tained when no electric field is applied except for a shift in the intermediate energy
by ±ω0 = e~Rij~E0. In this case, if we consider a Hamiltonian such as 4.53, we can fol-
low the same procedure done before: we plug in the hopping amplitudes 4.54 into
4.29 and apply 3.25 to sum over the spin states and obtain the corresponding spin
Hamiltonian. We obtain:

Ĥeff(t) = ∑
〈i,j〉∗

{
J1,ijSi · Sj + D1,ij · Si × Sj + SiΓ1,ijSj

}
+

∑
〈〈i,j〉〉∗

{
J2,ijSi · Sj + D2,ij · Si × Sj + SiΓ2,ijSj

}
(4.63)

〈i, j〉∗ denotes sum over NN avoiding repeating the same two sites. The coupling
factors are:

Jn,ij = 4
t2
n

U∗ij
(4.64)

Dn,ij = 8
tni∆n,ij

U∗ij
(4.65)

Γαβ
n,ij =

4
U∗ij

(δαβ∆2
n,ij − 2∆α

n,ij∆
β
n,ij) (4.66)

Where:

1
U∗ij

=
1
2

(
1

U− e~Rij ·~E0
+

1
U + e~Rij ·~E0

)
(4.67)

We thus see that, again, the effect of a static electric field can be taken into consider-
ation by a renormalization of the onsite interaction U∗ij.

4.5 Numeric results

In this section we will make a short numerical study of the analytic results obtained
in the previous sections. Additionally, for the one dimensional spin chain we will
show the tilting angle between spins in presence of DMI, θ can be controlled with
the laser field.
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4.5.1 One dimensional system

We will start with a one dimensional chain with hamiltonian Ĥ = ∑〈i,j〉 |J1|Si · Sj −
∑〈〈i,j〉〉 νij|D2|êz · Si × Sj. This approximated Hamiltonian with no NNN exchange
interaction is very simple, but in some systems where it has even been observed that
|D2,ij| > |J2,ij| [21], therefore it can be a good approximation to disregard |J2,ij| with
respect to |D2,ij|. We write the absolute values in |J1| and |D2| to limit the analysis to
the range in which the field does not change the sign of these factors. In this case we
can write S(r) = S(cos(kr), sin(kr), 0), where the real number k plays the role of the
wavevector, and θ = ka− π is the deviation from the Néel state. This form assumes
spiral order, with Néel state being the special case θ = 0 (or k = π). From now we
will use θ instead of k. Then the classical energy per site is given by:

E(θ)
2S2 = −|J1| cos(θ)− |D2| sin(2θ) (4.68)

and the energy is minimized for

θ∗ = arcsin

− J1
D2

+
√
( J1

D2
)2 + 32

8

 (4.69)

i.e. θ∗ = θ∗( J1
D2
). This is the correct minimization for J1, D2 > 0. Next we will

show numerically that the ratio between the NN and NNN parameters, J1
D2

, can be
modulated by the intensity of the field, and therefore the field can be used to control
the SDW wavevector.

We will use the time average approximation 4.34 so that we can write:

J1,ij = J0
1,ij ∑

n

Jn(αij)
2

1 + n ω
U

(4.70)

D2,ij = D0
2,ij ∑

n

Jn(αij)
2

1 + n ω
U

(4.71)

Where D2,ij = êzD2,ij and where J0
1,ij = J0

1 =
2t2

1
U and D0

2,ij = −
4t2∆νij

U . Since Jn(−x) =
(−1)nJn(x) the dependance is on |αij| only. Now, using 4.4, for circularly polarized

light we have |αij| = 1√
2
e|~Rij| E0

ω = 1√
2
ea E0

ω

|~Rij|
a =

|~Rij|√
2a
E , where a is the lattice constant

and E = eaE0
ω . Now, for J1,ij, i and j are NN and so we can write |~Rij| = a, whereas

for D2,ij, i and j are NNN and so |~Rij| = 2a. Thus:

J1,ij = J1 = J0
1 ∑

n

Jn(
1√
2
E)2

1 + n ω
U

(4.72)

D2,ij = D0
2,ij ∑

n

Jn(
√

2E)2

1 + n ω
U

(4.73)
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is plotted as function of E , it diverges every
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In each case the absolute vale is independent of i, j. Now, in units h̄ = t1 = 1 we
measure energy in units of t1 and frequency in units of t1

h̄ . Then, for t2 = 0.1, ∆ = 0.5,

U = 10 and ω = 4, 14 we obtain the plots in Figure 4.2a. The ratio J1,ij
D2,ij

is plotted in
Figure 4.2b. The field can change the sign of J1 and D2 for strong amplitudes. Finally,
in Figure 4.3 we plot the SDW NN angle θ limited to the case J1 > 0 and D2 > 0.

4.5.2 Two dimensional systems

In a honeycomb lattice described by the effective spin model 4.62 the usual approach
is to write:

S1(r) = S (cos(Q · r), sin(Q · r), 0) (4.74)
S2(r) = −S (cos(Q · r + θ), sin(Q · r + θ), 0) (4.75)

The 1, 2 subindex stands for the sublattice. The êz component vanishes in order
to minimize the contribution of the pseudodipolar interaction. Let Qa = Qâ and
Qb = Qb̂, where â and b̂ are the primitive cell vectors. Then, the classical energy per
spin is given by:

E
NS2 = − J1

2
(cos(θ) + cos(θ −Qa −Qb) + cos(θ −Qb)) +

+ (J2 − Γ) (cos(Qa) + cos(Qb) + cos(Qa + Qb)) +

+ D2 (sin(Qa) + sin(Qb) + sin(Qa + Qb)) (4.76)

Notice that when the spins are constrained in the êx, êy plane, the anisotropic inter-
action SiΓijSj becomes a ferromagnetic interaction. The minimization of this energy
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FIGURE 4.3: The spin wave density NN angle θ as a function of E . The
field modifies the ratio J1

D2,ij
thus modifying the wave vector. Solid

lines are for ω = 4 and dashed lines are for ω = 14.

will lead to an involved phase diagram in the J1, J2, D2, Γ2 space (or equivalently, in
the t1, t2, ∆ space). We will not attempt to describe this phase diagram. However,
as we have shown in the one dimensional case, by modulating the laser amplitude
we can control the ratio between the NN and NNN coupling factors, and thus the
parameters Q and θ of the system state.
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Chapter 5

Spin wave theory of
antiferromagnets

In this Chapter we will study the magnon dispersion for the effective spin Hamil-
tonian obtained in the last two Chapters. The standard way of doing this is to use
the Holstein-Primakoff transformation [58, 59], which maps S-spin operators on a
lattice to bosonic creation/annihilation operators. The linear approximation of this
transformation leads to a bosonic Hamiltonian which can be diagonalized to obtain
the magnon dispersion relation. Keeping higher order terms in this transformation
is also useful to study scattering effects between magnons.

We will start studying the simplest model of spin interaction, the Heisenberg
model. In the following sections we will add terms such as the DMI and the anisotropic
NNN term derived in 4.62.

5.1 Heisenberg antiferromagnet

We will start with the Heisenberg antiferromagnet:

Ĥ = J ∑
〈ij〉

Si · Sj (5.1)

In order to obtain the magnon Hamiltonian for this model we introduce the antifer-
romagnet Holstein-Primakoff transformation:

S+
Ai =

√
2S− â†

i âi âi (5.2)

S−Ai = â†
i

√
2S− â†

i âi (5.3)

Sz
Ai = S− â†

i âi (5.4)

S+
Bj = b̂†

j

√
2S− b̂†

j b̂j (5.5)

S−Bj =
√

2S− b̂†
j b̂jb̂j (5.6)

Sz
Bj = −S + b̂†

j b̂j (5.7)
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Where A and B denote two Neél sublattices and âi, b̂i are bosonic annihilation oper-

ators. In the large-S limit we approximate
√

2S− â†
i âi ≈

√
2S. Then, the exchange

term becomes:

Si · Sj = Sz
i Sz

j +
1
2

(
S+

i S−j + S−i S+
j

)
= S

(
â†

i âi + b̂†
j b̂j + âi b̂j + â†

i b̂†
j

)
− â†

i âi b̂†
j b̂j − S2

Now the S2 term is a constant that lowers the energy of the antiferromagnet. The
term â†

i âi b̂†
j b̂j is zeroth order in S and therefore neglected. We can rewrite the sum

over NN as:

∑
〈ij〉

= 2 ∑
i∈Aδ

(5.8)

Where δ are the NN vectors. Using this, and the Fourier relations:

â†
i =

1√
N

∑
k

eik·ri â†
k (5.9)

b̂†
j =

1√
N

∑
k

eik·rj b̂†
k (5.10)

Where the sum is over k in the first Brillouin zone. Using these relations, together
with ∑ iei(k−k′)·ri = δk,k′ and denoting the number of sites by N and the number of
nearest neighbors by z, we find:

Ĥ = −S2 JNz + 2JS ∑
kδ

(
â†

k âk + b̂†
kb̂k + eik·δ âkb̂−k + e−ik·δ â†

kb̂†
−k

)
(5.11)

At this point it is common to define γk = ∑δ eik·δ. Using δ1 = a0
2 (1,
√

3), δ2 =
a0
2 (1,−

√
3), δ3 = a0(−1, 0) (see Fig 5.1) and taking a0 = 1, we can write this as:

γk = 2e
i
2 kx cos

(√
3

2
ky

)
+ e−ikx (5.12)

Then denoting z = ∑δ we get:

Ĥ = −S2 JNz + 2JS ∑
k

{
z
(

â†
k âk + b̂†

−kb̂−k

)
+ γk âkb̂−k + γ−k â†

kb̂†
−k

}
(5.13)

Which can be written in matrix form as:

Ĥk = 2JS
(

z γk
γ−k z

)
(5.14)
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Acting on the spinor Ψk =
(

âk, b̂†
−k

)T
. That is, Ĥ = −S2 JNz+∑k ΨkĤkΨ†

k. In order
to diagonalize this Hamiltonian we introduce the Bogoliubov transformation:

(
α̂k
β̂k

)
=

(
uk v∗k
vk u∗k

)(
âk

b̂†
−k

)
(5.15)

Where uk and vk are complex functions satisfying |uk|2 − |vk|2 = 1 in order to
perserve the bosonic commutation relations. The inverse transformation is given
by:

(
âk

b̂†
−k

)
=

(
u∗k −v∗k
−vk uk

)(
α̂k
β̂†

k

)
(5.16)

Inserting this in 5.13 and ignoring constant terms we get:

Ĥ = −S2 JNz + 2JS ∑
k

{(
α̂†

kα̂k + β̂†
k β̂k

) (
z(|uk|2 + |vk|2)− γku∗kv∗k − γ−kukvk

)
+

+ α̂†
k β̂†

k
(
−2zukv∗k + γk(v∗k)

2 + γ−ku2
k
)
+ α̂k β̂k

(
−2zu∗kvk + γk(u∗k)

2 + γ−kv2
k
)
+

+
(

2z|vk|2 − γku∗kv∗k − γ−kukvk

)}
(5.17)

Therefore, in order to erase the non diagonal terms we impose:

− 2zukv∗k + γk(v∗k)
2 + γ−ku2

k = 0 (5.18)

Notice that for the β̂†
kα̂k term −2zu∗kvk + γk(u∗k)

2 + γ−kv2
k = 0 is the same equation.

This, together with |uk|2 − |vk|2 = 1 determines uk and vk. To see this, first notice
that an overall phase in both uk and vk leads to the same physical state. We can use
this fact to impose that vk is real, and we can use |uk|2 − |vk|2 = 1 to parametrize uk
and vk in the following way:

uk = cosh
(

θk

2

)
eiξk (5.19)

vk = sinh
(

θk

2

)
(5.20)

Where θk and ξk are real functions to be determined. Introducing these relations in
5.18:

− z sinh(θk) + γke−iξk
cosh(θk)− 1

2
+ γ−keiξk

cosh(θk) + 1
2

= 0 (5.21)

By taking ξk to be the phase of γk, i.e. γk = |γk|eiξk we get a real equation on θk.
Altogether we find:
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γk = |γk|eiξk (5.22)

tanh(θk) =
|γk|

z
(5.23)

This erases the non diagonal terms in 5.17 leading to a diagonal term:

z cosh(θk)− |γk| sinh(θk) =

√
z2 − |γk|2 (5.24)

With this, we can rewrite 5.17 as:

Ĥ = −S2 JNz + 2JS ∑
k

(
α̂†

kα̂k + β̂†
k β̂k + 1

)
εk + 2JS ∑

k
z(|vk|2 − |uk|2) =

= E0 + ∑
k

(
α̂†

kα̂k + β̂†
k β̂k

)
(5.25)

Where we used ∑k = N
2 and where εk = 2JS

√
z2 − |γk|2. The ground state energy

of this magnon Hamiltonian is:

E0 = −JNz(S2 + S) + ∑
k

εk (5.26)

Note that the classical ground energy of 5.1 is Ecl = −JNzS2, whereas the ground
state that we obtained is lowered by:

∆E = −JNzS + ∑
k

εk = 2JS ∑
k

(√
z2 − |γk|2 − z

)
(5.27)

Which is indeed negative since the terms in the sum are always negative. This term
represents quantum corrections to the classical ground energy Ecl . Note that the fact
that the quantum corrections lower the energy of the classical ground state means
that the classical ground state (Néel order) is not an eigenstate of the Heisenberg
Hamiltonian.

5.2 Adding DMI

Let’s now consider

Ĥ = J ∑
〈ij〉

Si · Sj + D ∑
〈〈ij〉〉

νij êz · Si × Sj (5.28)

The NNN DMI term will couple spins within the same sublattice. Using the HP
transformation:
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FIGURE 5.1: NN vectors δa and NNN vectors δNNN
a . Red and blue

denote sites of sublattices A and B respectively.

êzSi × Sj =
i
2
(S+

i S−j − S−i S+
j ) =

{
iS(â†

j âi − â†
i âj), for (i, j) ∈ A

iS(b̂†
i b̂j − b̂†

j b̂i), for (i, j) ∈ B
(5.29)

Now we will make the sum over NNN in the following way:

∑
〈〈ij〉〉

= ∑
i∈AδNNN

+ ∑
i∈BδNNN

(5.30)

Where δNNN are the NNN vectors (as depicted in Fig 5.1):

δNNN
1 = δ1 − δ3 =

1
2
(3,
√

3)

δNNN
2 = δ2 − δ1 = (0,−

√
3)

δNNN
3 = δ3 − δ2 =

1
2
(−3,

√
3)

δNNN
4 = −δNNN

1 = −1
2
(3,
√

3)

δNNN
5 = −δNNN

2 = (0,
√

3)

δNNN
6 = −δNNN

3 =
1
2
(3,−

√
3)

Notice that with these definitions, if i is a site on the A sublattice, νi,i+δNNN
a

= +1 for
a = 1, 2, 3 and νi,i+δNNN

a
= −1 for a = 4, 5, 6. The opposite relations hold for i in the
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B sublattice.

Following the same procedure as before we get and additional magnonic term:

D ∑
〈〈ij〉〉

νij êz · Si × Sj = 2JS ∑
k

{
∆k â†

k âk + ∆−kb̂†
−kb̂−k

}
(5.31)

Where ∆k = Di
2J ∑δNNN νi,i+δ(eik·δ− e−ik·δ), for i in the A sublattice. This can be rewrit-

ten as:

∆k = −2D
J

{
sin
(

δNNN
1 · k

)
+ sin

(
δNNN

2 · k
)
+ sin

(
δNNN

3 · k
)}

(5.32)

Note that ∆k = −∆−k .The full magnonic Hamiltonian now is:

Ĥ = −S2 JNz + 2JS ∑
k

{
â†

k âk(z + ∆k) + b̂†
−kb̂−k(z− ∆k) + γk âkb̂−k + γ−k â†

kb̂†
−k

}
(5.33)

Or:

Ĥk = 2JS
(

z + ∆k γk
γ−k z− ∆k

)
(5.34)

In this case, applying the transformation 5.15 leads to the same condition for the
coefficients uk and vk, leading to:

Ĥ = −S2 JNz + 2JS ∑
k

{
α̂†

kα̂k

(
|uk|2(z + ∆k) + |vk|2(z− ∆k)− γku∗kv∗k − γ−kukvk

)
+

+β̂†
k β̂k

(
|uk|2(z− ∆k) + |vk|2(z + ∆k)− γku∗kv∗k − γ−kukvk

)
+

+
(

2|vk|2 − γku∗kv∗k − γ−kukvk

)}
Where we already took 5.19 and 5.20. The ground state energy E0 remains the same
as in the base Heisenberg model while the excitation modes α̂†

k and β̂†
k change in the

following way:

Ĥ = E0 + ∑
k

(
α̂†

kα̂kε+k + β̂†
k β̂kε−k

)
(5.35)

ε±k = 2JS
(
±∆k +

√
z2 − |γk|2

)
(5.36)

The new term±∆k breaks the degeneracy between the α modes and the β modes. In
Figure 5.2 we plot the resulting energy dispersion of 5.35. This dispersion relation
has already been studied in [60, 61].
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FIGURE 5.2: The energy
ε±k
JS obtained for D = 0.1J. For simplicity we

take E0 = 0.

5.3 NNN exchange

We would like to see how the anisotropic spin interaction derived in 4.62 enters in
the magnon Hamiltonian. To this end, we introduce now a term:

∑
〈〈i,j〉〉

{
Γxy(Sx

i Sx
j + Sy

i Sy
j ) + ΓzSz

i Sz
j

}
(5.37)

Notice that taking Γxy = −|J2| − |Γ2| and Γz = −|J2|+ |Γ2| describes the NNN ex-
change interaction and the NNN anisotropic interaction in 4.62. In terms of bosonic
operators we have:

Γxy(Sx
i Sx

j +Sy
i Sy

j )+ΓzSz
i Sz

j =

{
SΓxy(â†

i âj + â†
j âi)− SΓz(â†

i âi + â†
j âj), for (i, j) ∈ A

SΓxy(b̂†
i b̂j + b̂†

j b̂i)− SΓz(b̂†
i b̂i + b̂†

j b̂j), for (i, j) ∈ B
(5.38)

Fourier transform leads to:

∑
〈〈i,j〉〉

{
Γxy(Sx

i Sx
j + Sy

i Sy
j ) + ΓzSz

i Sz
j

}
= S ∑

k
(Γxy∆′k − 4zΓz)(â†

k âk + b̂†
−kb̂−k) =

= 2JS ∑
k

Γ̃k(â†
k âk + b̂†

−kb̂−k)

Where we defined:

∆′k = ∑
δNNN

(
eik·δNNN

+ e−ik·δNNN
)
= 4

{
cos
(

δNNN
1 · k

)
+ cos

(
δNNN

2 · k
)
+ cos

(
δNNN

3 · k
)}

Γ̃k =
1
2J
(
Γxy∆′k − 4zΓz

)
Therefore, now:
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Ĥk = 2JS
(

z + ∆k + Γ̃k γk
γ−k z− ∆−k + Γ̃k

)
(5.39)

This is the same as 5.34 if we replace z→ z + Γ̃k, therefore the magnon Hamiltonian
is:

Ĥ = E0 + ∑
k

(
α̂†

kα̂kε+k + β̂†
k β̂kε−k

)
(5.40)

ε±k = 2JS
(
±∆k +

√
(z + Γ̃k)2 − |γk|2

)
(5.41)

This concludes our discussion of the magnons in the models derived in the last
Chapter. The main difference of the magnonic Hamiltonian of a Kane-Mele system
with a simple Heisenberg interaction is that the α̂†

k and β̂†
k modes have non degen-

erate spectrum. This is arising from the addition of DMI in the model which breaks
the symmetry of the system.
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Appendix A

Crystal structure and reciprocal
lattice

Here we will introduce some notation. The Bravais lattice in a crystal is the lattice
generated by the primitive translations aµ:

R =
3

∑
µ=1

mµaµ (A.1)

Where mµ are integers. The volume of the unit cell is v = a1 · (a2 × a3). The crystal
volume is V = Nv where N = L1L2L3 is the number of lattice sites. The primitive
translations in the reciprocal lattice are defined as b1 = 2π

v a2 × a3, etc. With this
notation the first Brillouin zone is:

k =
3

∑
µ=1

κµbµ (A.2)

Where κµ =
νµ

Lµ
,− Lµ

2 + 1 ≤ νµ ≤ Lµ

2 so that, − 1
2 < κµ ≤ 1

2 .

In the case of a cubic lattice we have |aµ| = a and |bµ| = 2π
a and the vectors of

the first Brillouin zone have components kµ =
2πνµ

aL .

In the next chapters we will also consider the two dimensional honecomb lattice.
For this lattice we can choose the primitive translations to be:

a1 =
a0

2

(
3,
√

3
)

(A.3)

a2 =
a0

2

(
3,−
√

3
)

(A.4)

Where a0 is the atom-atom distance (in the case of graphene a0 = 1.42). Each unit
cell contains two atoms, dividing the lattice into two sublattices, usually denoted A
and B. The reciprocal lattice is defined by the vectors:
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FIGURE A.1: Image from a web source. In Fig. (a) the unit cell is
sketched and the sublattices A and B are shown in blue and red re-
spectively. In Fig. (b) the reciprocal lattice is shown, toghether with

the high symmetry points K, M and K′.

b1 =
2π

3a0

(
1,
√

3
)

(A.5)

b2 =
2π

3a0

(
1,−
√

3
)

(A.6)

These two vectors also span an hexagonal structure. The vectors connecting an atom
in the A sublattice to its B sublattice nearest neighbors are:

RA
1 =

a0

2

(
1,
√

3
)

(A.7)

RA
2 =

a0

2

(
1,−
√

3
)

(A.8)

RA
3 = a0 (−1, 0) (A.9)

The vectors connecting an atom in the B sublattice to its A sublattice nearest neigh-
bors are just RB

i = −RA
i
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Appendix B

Peierls Substitution

In first quantization we can introduce a vector potential A(r, t) by changing the
Hamiltonian of the lattice 3.3 to:

Ĥ′(r) =
(p− eA)2

2m
+ U(r) (B.1)

Now the Bloch functions defined for 3.3 will not be eigenfunctions of this Hamilto-
nian. We define a new set of Wannier functions in terms of those defined in 3.6, and
obtain the new Bloch functions.

ψ′R(r) = ei e
h̄

∫ r
R dr′·A(r′,t)ψR(r) (B.2)

φ′k(r) =
1√
M

∑
R

e−ik·Rψ′R(r) =
1√
M

∑
R

e−ik·Rei e
h̄

∫ r
R dr′·A(r′,t)ψR(r) (B.3)

Where we omitted the band number. The action of the new Hamiltonian is greatly
simplified:

Ĥ′(r)ψ′R(r) =
[
(p− eA)2

2m
+ U(r)

]
ei e

h̄

∫ r
R dr′·A(r′,t)ψR(r) =

= ei e
h̄

∫ r
R dr′·A(r′,t)

[
(p− ih̄∇r(i e

h̄

∫ r
R dr′ · A(r′, t))− eA)2

2m
+ U(r)

]
=

= ei e
h̄

∫ r
R dr′·A(r′,t)

[
p2

2m
+ U(r)

]
ψR(r) = ei e

h̄

∫ r
R dr′·A(r′,t)Ĥ(r)ψR(r)

And so, the matrix elements as in the case without field except for a phase:

tij(t) =
〈
ψ′Ri

∣∣ Ĥ′(r)
∣∣∣ψ′Rj

〉
= e

i e
h̄

∫ Ri
Rj

dr′·A(r′,t) 〈ψRi | Ĥ(r)
∣∣∣ψRj

〉
(B.4)

When the field can be approximated as constant along the lattice we have: e
i e

h̄

∫ Ri
Rj

dr′·A(r′,t)
=

ei e
h̄ (Ri−Rj)·A(t).
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Notice that this substitution also applies if we add a Rashba Spin-Orbit interac-
tion term to B.1, i.e., if Ĥ′(r) = (p−eA)2

2m + U(r) + αR êz · (σ̂ × (p− eA)), then

αR êz · (σ̂ × (p− eA))ψ′R = αR(σ̂x( p̂y − eA)− σ̂y( p̂x − eA))ei e
h̄

∫ r
R dr′·A(r′,t)ψR =

= ei e
h̄

∫ r
R dr′·A(r′,t)αR êz · σ̂ × pψR

Therefore relation B.4 still holds.
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Appendix C

Identities

Let Z(t) be an operator dependent on the parameter t. Then:

dteZ = dt

∞

∑
n=0

1
n!

Zn =
∞

∑
n=0

n−1

∑
m=0

1
n!

Zm ∂Z
∂t

Zn−m−1 =

=
∞

∑
m=0

∞

∑
p=0

1
(m + p + 1)!

Zm ∂Z
∂t

Zp =
∞

∑
m=0

∞

∑
p=0

m!p!
(m + p + 1)!

Zm

m!
∂Z
∂t

Zp

p!
=

=
∞

∑
m=0

∞

∑
p=0

∫ 1

0
dxxm(1− x)p Zm

m!
∂Z
∂t

Zp

p!
=
∫ 1

0
dxeZx ∂Z

∂t
eZ(1−x) =

=
∫ 1

0
dx

∞

∑
n=0

1
n!

[
xZ, . . . ,

[
xZ,

∂Z
∂t

]
. . .
]

eZ =
∞

∑
n=0

1
(n + 1)!

[
Z, . . . ,

[
Z,

∂Z
∂t

]
. . .
]

eZ

Where we used the Beta function
∫ 1

0 dxxm(1− x)p = m!p!
(m+p+1)! and we also used the

Baker-Campbell-Hausdorff expansion for exZ ∂Z
∂t e−xZ and

∫ 1
0 xn = 1

n+1 . Therefore we
proved:

dteZ =
∞

∑
n=0

1
(n + 1)!

[
Z, . . . ,

[
Z,

∂Z
∂t

]
. . .
]

eZ =
∞

∑
n=0

1
(n + 1)!

adn
Z

(
∂Z
∂t

)
eZ (C.1)

Where adA(B) = [A, B].
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Appendix D

Tight binding model in the
honeycomb lattice

Graphene, as a representative two dimensional solid with honeycomb lattice struc-
ture has some interesting electrical properties induced by its lattice structure. Graphene
is a zero gap semiconductor, meaning that its conduction and valence bands touch
each other at the K points in the momentum space. Around these points the elec-
trons have a linear dispersion relation, resembling that of massless Dirac fermions.
In the following we will show this in detail.

Using the same notation introduced in A we can introduce the fermionic opera-
tors â†

i and b̂†
j which create and electron on the A and B site receptively, at position

Ri or Ri. Then, the tight binding Hamiltonian considering only NN hopping is:

Ĥ = −t ∑
i∈A

∑
δ

(â†
i b̂i+δ + b̂†

i+δ âi) (D.1)

Where i labels sites in sublattice A and δ are the NN vectors, we make an abuse of
notation by summing i + δ referring, of course, to the site at position Ri + δ. In order
to diagonalize this Hamiltonian we change to momentum space:

â†
i =

1√
N

∑
k

eik·ri â†
k (D.2)

b̂†
j =

1√
N

∑
k

eik·rj b̂†
k (D.3)

Then D.1 reads:

Ĥ = − t
N ∑

i∈A
∑
δ

∑
kk′

ei(k−k′)·ri e−ik′·δ â†
kb̂k′ + ei(k′−k)·ri eik′·δb̂†

k′ âk =

= −t ∑
δk

e−ik·δ â†
kb̂k + eik·δb̂†

k âk = ∑
k

ψ†(k)h(k)ψ(k)

Where ψ(k) =
(

âk, b̂k

)T
and:
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FIGURE D.1: Image from [62]. The energy bands of graphene.

h(k) =
(

0 f (k)
f ∗(k) 0

)
(D.4)

being f (k) = −t ∑δ eik·δ. In order to obtain the band structure we need to diagonal-
ize h(k). This is straightforward and the resulting energy bands are:

E±(k) = ±| f (k)| = ±t
√

3 + 2 cos
(√

3kya
)
+ 4 cos

(√
3ky

a
2

)
cos
(

3kx
a
2

)
(D.5)

The bands will cross, or equivalently the band gap will vanish if f (k) = 0 has a
solution, which it does at the corners of the first Brillouin zone, i.e. the points:

K =
2π

3a

(
1,

1√
3

)
K′ =

2π

3a

(
1,− 1√

3

)
Where a is the lattice constant. The other corner points are equivalent to either one
of these (that is, they can be obtained by a translation of a reciprocal lattice vector).

As depicted in D.1 the bands touch in the K and K′ points of the first Brillouin
zone. Now, since the system has one electron per atom with two possible spin states
it is clear that at zero temperature the lower energy band will be filled (and the upper
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band will be empty). Thus, the excitations of the system will occur near the crossings
at the K points. In order to study these excitations it is interesting to linearize the
Hamiltonian around these points. Around the K point for example, since f (bsk)
vanishes, we can write:

h(K + q) ≈
(

0 ∂ f (k)
∂k (K) · q

∂ f ∗(k)
∂k (K) · q 0

)
(D.6)

Now,

∂ f (k)
∂k

(K) · q = −ie
2πi

3
3a
2
(qx + iqy) (D.7)

We can ignore the phase and write:

h(K + q) = vF

(
0 qx + iqy

qx − iqy 0

)
(D.8)

Where vF = 3at
2 . This result is usually written in terms of Pauli matrices as:

h(K + q) = vF(qxσx − qyσy) (D.9)

We can write this more compactly as h(K + q) = vF (q · σ)∗. Analogously for the K′

point we obtain h(K′ + q) = vFq · σ. This result is identical to the massless Dirac
Hamiltonian for relativistic electrons where the speed of light is changed to vF. The
linearized energy is simply given by E±(K + q) = ±vF|q|. In [47], Kane and Mele
added a term :

hSO = ∆SOσzτzsz (D.10)

to this Hamiltonian (where τz = ±1 describing states around the K or K′ points
respectively and sz representing the electron’s spin). This term leads to an energy

E±(K + q) = ±
√
(vFq)2 + ∆2

SO, i.e. it opens an energy gap 2∆SO. If this gap is
large enough, the material becomes insulator in the bulk, while supporting states at
the boundaries. This states are known as edge states and are of relevance for the
transport of charge and spin.
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Appendix E

Floquet Theory

In this appendix we will state and proof the Floquet theorem and employ the Floquet
formalism to derive a perturbative analysis of high frequency time periodic Hamil-
tonians. This formalism been widely used recently in many-body driven systems
([63], [64], [65]).

We will start with a periodic Hamiltonian:

Ĥ(t) = Ĥ(t + T) (E.1)

The Floquet theorem states that the eigenstates for the time evolution operator for
one period, Û(t + T, t) can be written as:

|ψn(t)〉 = e−iεnt |un(t)〉 (E.2)

Where |un(t + T)〉 = |un(t)〉 is a periodic function, called Floquet mode, and εn
is a real number known as the quasienergy. To show this, let an(t) be the eigen-
value of |ψn(t)〉 under Û(t + T, t), that is Û(t + T, t) |ψn(t)〉 = an(t) |ψn(t)〉, then by
multiplying this equation by Û(t′, t) from the left and using the periodicity of the
Hamiltonian in Û(t′, t) = Û(t′ + T, t + T) we obtain:

Û(t′ + T, t) |ψn(t)〉 = an(t)
∣∣ψn(t′)

〉
→

Û(t′ + T, t)Û(t, t′)Û(t′, t) |ψn(t)〉 = an(t)
∣∣ψn(t′)

〉
→

Û(t′ + T, t′)
∣∣ψn(t′)

〉
= an(t)

∣∣ψn(t′)
〉

Which means that an(t′) = an(t), so the eigenvalue does not depend on time, and
since it is an eigenvalue of an unitary operator it can be written as an = an(t) = e−iεnT

for certain real number εn. Therefore, we have

|ψn(t + T)〉 = e−iεnT |ψn(t)〉 →
|ψn(t)〉 = e−iεnt |un(t)〉

For |un(t)〉 = eiεnt |ψn(t)〉 = |un(t + T)〉, and this proves the theorem. The states
|ψn(t)〉 are called Floquet states and are solutions of the time dependent Schrödinger
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equation idt |ψn(t)〉 = Ĥ(t) |ψn(t)〉. The time evolution operator can be written as:

Û(t2, t1) = ∑
n

e−iεn(t2−t1) |un(t2)〉 〈un(t1)| (E.3)

Therefore the time evolution of a superposition of Floquet states will be determined
by two different contributions:

• The periodic evolution of the superposing Floquet modes. This is called mi-
cromotion.

• The non-periodic dephasing due to the factor e−iεn(t2−t1) depending on the
quasienergies εn.

It is interesting to study these two time dependencies separately. With his purpose
we define the micromotion operator and the Floquet Hamiltnian. The micromotion
operator is defined as:

ÛF(t2, t1) ≡∑
n
|un(t2)〉 〈un(t1)| (E.4)

so that |un(t2)〉 = ÛF(t2, t1) |un(t1)〉, i.e. it is responsible of the periodic time evolu-
tion intrinsic of the Floquet modes. On the other hand, the Floquet Hamiltonian ĤF

t0

is a time-independent Hamiltonian defined such that:

e−iTĤF
t0 ≡ Û(t0 + T, t0) (E.5)

or equivalently:

e−itĤF
t0 = ∑

n
e−iεnt |un(t0)〉 〈un(t0)| (E.6)

this Hamiltonian will time-evolve states by adding a phase e−iεn(t2−t1) to the corre-
spondent fixed-time modes. The full time evolution operator is a combination of
both time evolutions:

Û(t2, t1) = ∑
n

e−iεn(t2−t1) |un(t2)〉 〈un(t1)| =(
∑
n

e−iεn(t2−t1) |un(t2)〉 〈un(t2)|
)(

∑
n
|un(t2)〉 〈un(t1)|

)
=(

∑
n
|un(t2)〉 〈un(t1)|

)(
∑
n

e−iεn(t2−t1) |un(t1)〉 〈un(t1)|
)

That is:
Û(t2, t1) = e−i(t2−t1)ĤF

t2 ÛF(t2, t1) = ÛF(t2, t1)e
−i(t2−t1)ĤF

t1 (E.7)

E.1 Extended Hilbert space

Having introduced the micromotion operator and the Floquet Hamiltonian, we turn
on to introduce the concept of extended Hilbert space. Introducing E.2 in the Scrödinger
equation we get:
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[
Ĥ − idt

]
|un(t)〉 = εn |un(t)〉 (E.8)

This can be regarded as an eigenvalue problem in the space F = H ⊗ LT, where
LT is the space of square integrable T-periodic functions. The operator Q̂ = Ĥ − idt
acting on F is referred to as the quasienergy operator. States in the extended Hilbert
space (that is, a state plus its periodic time dependence) is usually denoted as |u〉〉,
and the inner product in this space is defined as:

〈〈u|v〉〉 = 1
T

∫ T

0
dt 〈u(t)|v(t)〉 (E.9)

An orthonormal basis for the extended Hilbert space can be obtained as the direct
product of an orthonormal basis of H and LT. A convenient orthonormal basis for
LT is given by the functions eimωt, where m is usually referred to as the photon
number. Then, if |α〉 labels an orthonormal basis of H, then the set of functions
|αm(t)〉 = |α〉 eimωt is a basis of the extended Floquet space, and it is denoted as
|αm〉〉. In this basis, the quasienergy operator has matrix elements:

〈
〈
α′m′

∣∣ Q̂ |αm〉〉 = 1
T

∫ T

0
dte−im′ωt 〈α′∣∣ Ĥ(t)− ih̄dt |α〉 eimωt =

=
〈
α′
∣∣ Ĥm′−m |α〉+ δm′mδα′αmh̄ω (E.10)

Where

Ĥm =
1
T

∫ T

0
dte−imωtĤ(t) (E.11)

is the Fourier transform of the Hamiltonian. Now, a Floquet state |ψn(t)〉 = e−iεnt |un(t)〉
can be expanded as |un(t)〉 = ∑m eimωt |unm〉, using E.10 and projecting onto the mth
Fourier mode we can rewrite the Scrödinger equation as:

(εn + mω) |unm〉 = ∑
m′

Ĥm−m′ |unm′〉 (E.12)

E.2 Diagonalization

We introduce a unitary transformation Û(t) = ∑m eimωtÛm, that transforms the
quasienergy operator Q̂→ Q̂′ = Û†(t)Q̂Û(t) or:

Ĥ(t)→ Ĥ′(t) = Û†(t)Ĥ(t)Û(t)− iÛ†(t)dtÛ(t) (E.13)

|ψ(t)〉 →
∣∣ψ′(t)〉 = Û†(t) |ψ(t)〉 (E.14)

The goal is to find Û(t) such that the transformed quasienergy operator Q̂′ is block
diagonal in the photon number. Using E.10 we notice that this requirement is equiva-
lent to the requirement that the transformed Hamiltonian Ĥ′(t) is time independent.
Different techniques can be employed for determining the transformation Û(t). In
[66] degenerate perturbation theory is used for this end.
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