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Abstract 

 

This thesis encompasses three main research topics including, 1) field investigations of 

the seasonal development in ridge structure and strength, 2) identification and 

classification of full-scale high force ice ridge-structure interactions and 3) numerical 

studies of parameters of ductile consolidated ice-structure interactions. The highest 

identified global forces in the full-scale ice ridge-structure interactions were caused by 

simultaneous failure of the consolidated layer in spring when the consolidated layer 

thickness was at the seasonal maximum.  

 

The first topic is the development in thermo-mechanical properties in decaying Arctic ice 

ridges. In the transition from the main phase to the decay phase both the air and water 

temperatures exceed the freezing point and the ice ridge is thus heated from both the air 

and water surface. Measurements were performed on four ridges during the N-ICE2015 

expedition in the Arctic Ocean in May and June. The results showed that the consolidated 

layer continued to grow, although being heated, as long as the temperature inside the 

consolidated layer was low enough that it could consume both the heat flux from the air 

and the latent heat released from the growth of ice. Simultaneously, the oceanic heat flux 

melted the bottom of the rubble, and as a result, both the rubble thickness and the 

macroporosity decreased towards zero in the decay phase. In the main phase, both the 

drilling resistance and the uniaxial compressive strength varied with depth, whereas in 

the decay phase the drilling resistance was low throughout the ridges. The uniaxial 

compressive strength remained constant after the ice had reached an isothermal state of 

approximately -1.8˚C, although the brine volume increased. 

 

The second research topic in this thesis is the identification of high global forces and 

classification of interaction modes in ice ridge interactions. Available data from the 

Norströmsgrund lighthouse was used in this analysis. The highest global forces measured 

at the Norströmsgrund lighthouse in the winters of 1999/2000-2002/2003, occurred in 

spring (March/April) when both the consolidated layer thickness and the transportation 

of ice was at maximum. Among all ice interactions with Norströmsgrund lighthouse, first-

year ice ridges gave the highest global forces and the overall maximum measured global 

force was ~6 MN, but because of instrumentation limitations, the entire global forces 

were under-predicted. The type of high global force ice-ridge interaction mode was 

classified based on the signatures in force and the response time series as well as video 

records. The classified ice-ridge interactions included:  

1) limit-force stalling, 

2) limit-stress ductile failure and  

3) limit-stress brittle failure.  
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All of these interaction modes potentially gave a high global force, and high global forces 

occurred when ice failed simultaneously across the lighthouse circumference or the ice 

ridge was stalled against the lighthouse. Frequency-lock-in vibrations and intermittent 

crushing was not identified for the high force ridge events. Due to the limited vertical 

extent of the load panels, the high forces were mostly caused by the consolidated layer.  

 

The third and final research topic in this thesis is numerical studies of parameters in 

ductile consolidated ice interactions with fixed vertically sided structures. The highest 

quasi-static forces at the Norströmsgrund lighthouse were cause by the consolidated layer 

in ice-ridge stalling and ductile events. These events occurred without structural 

vibrations and thus the purpose of the numerical model is therefore not to simulate 

frequency lock-in vibrations. The model is applied in conjunction with two level factorial 

design of experiments to identify the statistical significance of material properties to the 

global ductile ice force transmitted to a structure. The model is an elastic-plastic finite 

element model, with an isotropic pressure dependent yield function and a non-associated 

flow rule. The model is applied in simulations of ductile ice failures at two vertically 

sided structures, a flat indenter in the JOIA experiment and the cylindrical 

Norströmsgrund lighthouse, to evaluate the effect of the structure shape on the stress-state 

in the ice. The model was further used to show that the stress state and thus effective 

pressure was affected by aspect ratio and strength heterogeneities. Low aspect ratios and 

flat prismatic indenters caused higher lateral ice stresses and thus higher effective 

pressures than high aspect ratios and cylindrical indenters. 
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Notations 

 

Scalars, vectors and matrices 

 

, ,zx y  Scalar variables 
x, y, z  Vector variables 

X,Y,Z  Matrix variables 

I   Identity matrix 

 

 

Fixed symbols 

 

T, Tf, Tair Ice temperature, freezing point, air temperature  

Si Ice salinity  

hi Level ice thickness 

hc Consolidated layer thickness  

hk Ice ridge keel thickness 

hru=hk - hc Ice rubble thickness  

ρi, ρw Ice density, water density  

D, Dep Elastic- and elastoplastic stiffness matrix 

E Elastic modulus 

υ Poisson’s ratio 

σ Stress 

𝝈̂ =  𝜎̂1 ≥ 𝜎̂2 ≥ 𝜎̂3 Principal stress  

ε, εe, εp, 𝜀𝑒𝑞
𝑝

 Strain, elastic strain, plastic strain and equivalent plastic strain, 

respectively  

𝜺̂ = 𝜀1̂ ≥ 𝜀2̂ ≥ 𝜀3̂ Principal strains 

σt Uniaxial tensile strength of the ice  

σc Uniaxial compressive strength of the ice  

σb Biaxial compressive strength of the ice 

τ Shear strength of the ice 

F Yield function 

Q Flow potential 

ψ Dilatancy angle 

dλ Plastic multiplier 

I1 First stress invariant  

J2 Second deviatoric stress invariant 

P=I1/3 Hydrostatic pressure 

Peff Effective pressure  

Fglobal Global force 
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σAcc Standard deviation of acceleration 

σFdyn Standard deviation of dynamic force 

Abbreviations 

 

CEL Coupled Eulerian Lagrangian  

DOE Design of experiments   

EM Electromagnetic ground conductivity geophysical instrument  

FDD Freezing degree days  

FEM Finite element method  

FMI Finnish Meteorological Institute  

FYR First-year ice ridge  

HSE Health, safety and environment  

JOIA Japan Ocean Industries Association  

LOLEIF Low level ice forces  

MYR Multi-year ice ridge  

MWL Mean water level  

N-ICE2015 The Norwegian young sea ice expedition  

NPI Norwegian Polar Institute  

OFAT One-factor-at-a-time  

SYR Second-year ice ridge  

STRICE Structures in ice  

STD Standard deviation   

SMHI Swedish Meteorological Institute  

ULS Upward locking sonar  
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Chapter 1  

Introduction 

 

The highest free-floating ridge we know of was 12.8 m above the sea level. The deepest 

keel observed extended some 47 m below sea level. – Weeks et al. (1971) 

1.1 Background and motivation 

Natural resources and adventure have drawn people to the harsh environment of the polar 

regions for centuries, from early explores and whalers to oil and gas companies. The 

transport and exploitation of natural resources in the Arctic and the sub-Arctic has led to 

increased demand for infrastructure that can withstand the harsh environment. Presently, 

various types of bottom-founded structures are designed for ice-infested waters, including 

lighthouses, wind turbine foundations, quay structures, mono-pod platforms, multi-

legged platforms, caisson-retained islands and bridges. In the absence of old ice features, 

first-year ice ridges establish the quasi-static design loads for structures in ice-infested 

waters. Sea ice ridges (ridges in short) are common morphological features in any ice 

covered water and have a key role in the sea ice mass budget. Ridges form due to 

deformations in an ice pack, by either shearing or pressure. In average, from 1990-2011, 

ridges contributed to 66% of the mean ice thickness of Arctic Sea ice in the Fram Strait 

(Hansen et al., 2014). Thus, ridges are both common morphological ice features and they 

establish high global forces on structures. This thesis focuses on high global force ridge 

interactions with vertically sided structures. 

 

A ridge develops during its life, a life than can span for one year, a first-year ridge (FYR), 

to several years, a multi-year ridge (MYR). The ridge consists of a sail above and a keel 

below the water surface. The first-year ridge keel consists of a consolidated and an 

unconsolidated layer (ice rubble), and the structure of a FYR is displayed in Figure 1. 

Macroporosity is a common property used to describe the internal structure of an ice 

feature. Macroporosity is defined as the ratio of non-sea ice volume (air or snow voids in 

the sail and water voids in the keel) to the total ice feature volume (Høyland, 2002). A 

first-year ridge that survives a summer melt transforms into a second-year ridge (SYR), 

and a SYR is fully consolidated (with zero macroporosity) and with low salinity. The 

process of transforming a FYR into a SYR affects the ridge structure including the 

thickness of the consolidated layer, the macroporosity as well as the strength of the ridge. 

The development in ridge properties is not well understood, especially the evolution 

during spring and summer. The development in these properties affects the modes which 

a ridge interacts with a structure and the global forces the ridge transmits. In high global 

force ridge interactions with vertically sided structures, the thickness and resistance from 

the consolidated layer are especially important.  
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Figure 1. Ice ridge cross-section. The light blue line is the snow cover, the dark blue line is the water surface, and 

the black lines are ridge boundaries. The vertical lines are drill holes, the light gray shading is ice, and the dark gray 

sections of the vertical lines represent voids (Ervik et al., 2018). 

 

In 2015, the Norwegian Polar Institute (NPI) led the Norwegian young sea ice expedition 

(N-ICE2015), which was a multidisciplinary expedition extending from January 11 until 

June 23. During this expedition, the research vessel RV Lance was frozen into the drifting 

sea ice in the Arctic Ocean. I was lucky to take part in the expedition in three weeks in 

May/June and my colleague Dr. Aleksey Shestov took part in the following three weeks 

in the end of June. We studied the development of the consolidated layer, in terms of its 

structure and strength, in drifting Arctic ice ridges during spring and early summer.   

 

Properties of ridges in spring and summer are important because the global ice movement 

often accelerates in spring. Several extreme ridge events also occurred in spring, 

including the failure of the Swedish Björnklack lighthouse (Engelbrektson, 1987b), the 

extreme ice loading events on the Confederation Bridge (Brown et al., 2010; Shrestha and 

Brown, 2018) and high global force events at Norströmsgrund lighthouse (Poirier, 2014). 

Blenkarn (1970) notes, with reference to ice forces measured at platforms in Cook Inlet, 

Alaska, that “if anything, it would appear that the largest ice forces correspond to 

somewhat warmer ice ...". Among those events, high forces at Cook Inlet platforms and 

at Baltic lighthouses were caused by ductile interactions (Blenkarn, 1970; Engelbrektson, 

1987b; Ervik et al., 2018b; Neill, 1976). Presently several oil and gas fields are explored 

in the southwestern Barents Sea (Hasle et al., 2009). Properties of ice entering the 

southwestern Barents Sea will probably resemble Arctic ice properties measured in spring 

and summer.  

 

In 1941 the first five Swedish lighthouses were built to offer safe navigation and 

transportation between the Öland island and the city of Kalmar on mainland Sweden 

(Frost, 1941). The following years until 1990, 59 caisson lighthouses were built along the 

Swedish coastline, and since 1971 year around navigation was maintained in the Gulf of 

Bothnia. Among the Swedish lighthouses, three suffered from failure due to ice actions. 
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Engelbrektson (1987b), provides a detailed description of the extreme overloading event 

of the cylindrically shaped Björnklack lighthouse in 1985 on April 4. The event was 

considered a 10,000-year event. In the overloading event, the lighthouse slid 17 m and 

tilted 12° due the movement of a 10 km wide ice sheet. The ice that caused the failure of 

the Björnklack on April 4 was deformed ice with thickness 1.4-1.5 m and the calculated 

effective pressure from the ice was 2.6 MPa (Engelbrektson, 1987b). The Swedish 

lighthouses were unmanned and to save costs a certain level of risk was accepted. During 

the Low Level Ice Forces project (LOLEIF) and Structures in Ice project (STRICE) 

(winters 1999/2000-2002/2003), ice forces were measured at the Norströmsgrund 

lighthouse located in the Gulf of Bothnia (N65°6.6’ E22° 19.3’), 60 km southeast of Luleå 

in Sweden. The lighthouse was instrumented to measure ice forces at MWL, structural 

responses (accelerations and tilt), ice thickness, meteorological data and videos. A 

detailed description of the instrumentation is available in Bjerkås (2006), Haas (2000), 

Jochmann and Schwarz (2000). Because ice forces were measured with load panels 

extending approximately 1.6 m below the MWL, the global force in ridge interactions 

was mostly caused by the consolidated layer. 

 

Although deformed ice and ridges establish some of the most severe ice conditions, they 

are among the least understood types of ice-structure interactions and are not described 

in standards, such as the ISO19906 (2018). For ridge-structure interactions, very little has 

been reported on the signatures in force and response, and before studies presented in this 

thesis only Bjerkås (2006), Brown et al. (2010) and Poirier (2014) had presented time 

series of force signatures in ridge interactions and identified ridge failure modes. 

However, the identified signatures in forces and responses have never previously been 

systematically associated with the type of ridge-structure interaction mode. The LOLEIF 

and STRICE data, measured at Norströmsgrund lighthouse, offered a unique possibility 

to both investigate the global force levels in ice ridge interactions and to classify different 

types of high force interaction modes. High global force ridge events were chosen for this 

study because they govern quasi-static design loads.   

 

The data collected at the Norströmsgrund lighthouse is among the most detailed full-scale 

data that currently exists. However, the behaviour of the ice cannot be extractable from 

the experimental data. That means, it is not possible to solve the inverse problem of 

determining the behaviour and deformations of the ice from the forces measured in the 

experiment. A numerical model is a supplement to full-scale experiments where both the 

forces on the lighthouse and the behaviour of the ice can be studied. In numerical models, 

the ice properties and boundary conditions can be controlled and thus effects of aspect 

ratio, structural shape and strength heterogeneities can be studied. The model can also be 

used, in conjunction with a statistical framework, to evaluate the effect of varying ice 

properties, in addition to estimating forces missed by the limited instrumentation. The 

global forces measured at the Norströmsgrund lighthouse in ridge interactions were 
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mostly caused by the consolidated layer in the ridges, due to the limited vertical extent of 

the load panels. Generally, forces measured from ice rubble in full-scale ridge interactions 

are absent. Therefore, the applied numerical model aims at simulating the consolidated 

layer in ice ridge interactions. Furthermore, at the Norströmsgrund lighthouse the highest 

global forces occurred when the ice failed simultaneously across the lighthouse 

circumference. At other structures such as; the Cook Inlet platforms, Baltic lighthouses 

and in the medium-scale indentation tests in the JOIA experiment, maximum quasi-static 

forces occurred during ductile ice-interactions (Blenkarn, 1970; Engelbrektson, 1987b; 

Ervik et al., 2018b; Neill, 1976; Sodhi and Haehnel, 2003; Sodhi et al., 1998). As part of 

this thesis, ductile consolidated ice interactions will be studied numerically with an 

elastic-plastic Finite Element Model (FEM). 

1.2 Research approach  

The research was conducted by obtaining and analysing field measurements of ice ridge 

properties, analysing existing full-scale measurements of ice ridge-structure interactions, 

combining numerical modelling with statistical methods and understanding of the 

underlying physical processes.  

1.3 Objectives and scope 

The main objectives of this thesis are to study the seasonal development in first-year ridge 

properties, identify high global force ridge interactions with the fixed vertical sided 

Norströmsgrund lighthouse and studying numerically parameters of ice ridge-structure 

interactions. High global forces at the Norströmsgrund lighthouse were mostly caused by 

the consolidated layer in ridges, and the interactions were quasi-static. Therefore, ice-

induced vibrations are considered outside the scope of this thesis. Ice rubble forces were 

not quantified in measurements at the Norströmsgrund lighthouse and the ice rubble was 

therefore not considered in the numerical simulations. The rubble forces were considered 

less significant compared to the forces from the consolidated layer at the Norströmsgrund 

lighthouse.  

The scope of the work is the following:  

 Measure the seasonal development in consolidated layer thickness, consolidated 

layer strength and rubble macroporosity in drifting ridges in the Arctic Ocean in 

spring 2015.  

 Establish the magnitude of global forces in previously measured ridge interactions 

with the Norstömsgrund lighthouse and study how the seasonal development in 

ridge properties affects high global force ridge events. 

 Classify high force ridge-structure interaction modes from measurements of force 

and response time series at the Norströmsgrund lighthouse. 

 Review and use existing material models in combination with measured material 

properties to simulate high global force interactions between consolidated ice and 

vertically sided fixed structures. 
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 Determine the statistical significance of ice property variations in the applied 

material model and evaluate how this is related to the seasonal variation in ice 

properties.  

 Use the numerical model to study the ice stress state in consolidated ice-structure 

interactions and evaluate the effect of aspect ratio, structure shape and 

heterogeneities on the global force. 

1.4 Thesis structure 

This thesis encompasses a collection of papers, provided in Appendices 1-6. Following 

the introduction (Chapter 1), three chapters provides a summary of each of the three 

research topics treated in this thesis. The first research topic includes field measurements 

of the development in the thickness and strength of the consolidated layer as well as the 

rubble macroporosity in Arctic ridges (in Chapter 2). In the second research topic, full-

scale high force ridge interactions at the Norströmsgrund lighthouse are identified and 

classified (in Chapter 3). The third research topic is numerical modelling of ductile 

consolidated ice interactions with fixed vertically sided structures (in Chapter 4).  

 

The development in measured ridge properties described in Chapter 2 is related to the 

occurrence of high global forces and interaction modes identified in Chapter 3. The 

identified high force interaction modes in Chapter 3 are simulated in Chapter 4. Because 

rubble forces are not quantified in interactions presented in Chapter 3, the rubble is 

excluded from simulations in Chapter 4. The rubble forces were also considered less 

significant compared to the forces from the consolidated layer. The structure of this thesis 

is illustrated in Figure 2.  
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Figure 2. Illustration of the objective-related activities of the doctorial study, including the connections 

between these activities.  
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Chapter 2  

 

Seasonal development in ridge structure and strength 

  
Most analyses produce the apparently self-evident result that forces are greatest – other 

things being equal – when ice strength is greatest; yet it seems to be well-known that 

icebreakers have the greatest difficulty with apparently weak, easily deformable ice. 

- (Neill, 1976) 

 

This chapter summarizes analyses and results from experimental data collected from 

ridges drifting in the Arctic Ocean in 2015. Experimental studies of the seasonal 

development in rubble macroporosity, consolidated layer thickness and strength are 

presented in the full length paper (Appendix 1). Thermodynamics and consolidation of 

decaying ridges are presented in the full length paper (Appendix 2). 

2.1 Background 

A first-year ridge lifespan, from formation to breakup or transition into a second-year 

ridge, can be divided into the following phases: 1) the ‘initial’ phase, 2) the ‘main’ phase, 

and 3) the ‘decay’ phase (Høyland and Liferov, 2005). In the initial phase, the ridge is 

formed, and cold ice blocks are submerged, which results in strong, local thermal 

gradients between cold ice pieces and warm water pockets. The initially low temperature 

of the ice increases due in part to the freeze bond formation as well as seawater energy 

transfer (oceanic heat flux). The energy transfer from the seawater, which is the oceanic 

heat flux, is stronger near the bottom surface of the ice rubble. Because of this difference 

in the oceanic heat flux, the temperatures in the lower rubble increase and approach the 

seawater freezing point (Tf) faster. If the seawater is at Tf, the isothermal conditions 

gradually spread upward through the keel, and because the air is colder than Tf, an 

assumed linear temperature profile will slowly spread downward simultaneously. The end 

of the initial phase is defined as the moment when the ice rubble becomes isothermal. The 

main phase begins, and the break point between the linear temperature profile above the 

isothermal rubble defines the consolidated layer thickness, as shown by Høyland (2002). 

The freezing front in the consolidated layer insulates the underlying ice rubble 

(unconsolidated layer) from the cold air. Therefore, there is a continuous rubble 

degradation process (heating) leading toward transformation into a second-year ridge or 

melting/disintegration. Finally, the decay phase begins when the air temperature stabilizes 

around or above 0ºC; thus, the ridge is heated from the air surface and from the bottom. 

Toward the end of the decay phase, the first-year ridge either disintegrates and melts 

completely or transforms into a second-year ridge.  
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Although the air temperature exceeds 0ºC, in the decay phase, the snow may insulate the 

consolidated layer, which allows further consolidation (i.e. new ice growth). 

Simultaneously, keel melting is accelerated during this phase, and the rubble temperature 

and water temperature both increase toward 0ºC, which causes strong oceanic heat fluxes. 

These processes are not well understood, but even under isothermal conditions, the rubble 

continues to consolidate while being heated during the transformation of macroporosity 

to microporosity (Shestov and Marchenko, 2016b). In addition, the freshwater supply 

(either from melted snow or changing salinity of the underlying water) may be a key 

factor contributing to further consolidation (Shestov and Marchenko, 2016a).  

 

The consolidation process affects both the internal structure (macroporosity) and strength 

of a ridge, and these properties are essential for estimating design ridge loads. Most 

previous ridge studies were conducted over just a few days’ time, and only Leppäranta et 

al. (1995) studied the full history of a Baltic ridge, from formation to break up. Most sea 

ice compressive strength measurements were obtained in laboratories using ice 

temperatures colder than -10°C (Poplin and Wang, 1994; Schulson and Duval, 2009; 

Sinha, 1984; Timco and Frederking, 1990; Timco and Weeks, 2010). However, decaying 

saline ice has temperatures of around -1.8°C. Strength measurements of decaying Arctic 

and subarctic first-year ice were presented by Johnston (2006), Moslet (2007) and 

Johnston (2017).  

 

This part of the thesis presents the seasonal development in consolidated layer thickness, 

rubble macroporosity, ridge drilling resistance and consolidated layer uniaxial 

compressive strength measured in four ridges (R1, R2, R3 and R4). Ridges R1-R4 were 

measured on two ice drift stations (floes) in the Arctic Ocean in May and June during the 

Norwegian young sea ice expedition (N-ICE2015). 

2.2 Method 

N-ICE2015 was a multidisciplinary expedition extending from January 11 to June 23, 

2015 and led by the Norwegian Polar Institute (NPI). The expedition base took place on 

the research vessel RV Lance, which was frozen into and drifted with the young sea ice 

in the Arctic Ocean. Two researchers from the Centre Sustainable Arctic Marine and 

Coastal Technology (SAMCoT) were invited to study ridges on Floe 3 (May 21st to June 

9th) and on Floe 4 (June 9th to June 23rd). Figure 3 shows the ice floe drift trajectories.  
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Figure 3. a) Drift trajectories of all four floes visited during the N-ICE2015 expedition and b) drift trajectories of 

Floe 3 and Floe 4 when ice ridge work was conducted. The distance to the ice edge on Floe 3 was approximately 200 

km on April 26 and 40 km on June 5, and on Floe 4, the distance was approximately 70 km on June 9 and 15 km on 

June 17, 2015 (Oikkonen et al., 2017).  

 

The ridges investigated were equipped with thermistor strings (ridge R1 and R4), 

morphology mapped by mechanical drilling, and cored for physical property 

(temperature, density and salinity) measurement. Uniaxial compressive strength was also 

measured (in field) in cores sampled form the ridges, under constant effective strain rate 

3
10


 s-1, measured in a mobile compression machine (KOMPIS). Temperature data 

were used to calculate heat fluxes and study the evolution in consolidated layer thickness 

in R1 and the keel melting in R4. Mechanical drilling was conducted to study the 

evolution in ridge geometry, macroporosity and drilling resistance. For details about the 

experimental methods, see papers by Ervik et al. (2018a) and Shestov et al. (2018) in 

Appendices 1 and 2.  

2.3 Results and discussion 

2.3.1 Overview 

Ridge R1, with maximum keel depth of 13 m and length 200 m, had formed before April 

18, and the ridge was still intact when the ship left Floe 3 on June 5. Ridge R2, with 

maximum keel depth of 5 m and length of 500 m, formed during a storm when a refrozen 

lead was pushed against thicker level ice April 26 – April 30, and this ridge broke up on 

June 4. The formation and break up was captured by the ship radar (Haapala et al., 2017) 

and observed from the ship. Ridge R3, with maximum keep depth of 6 m and length of 

75 m, and R4, with maximum keel depth of 9 m and length of 150 m, both formed before 

June 8.  

 

The transition from the main phase to the decay phase occurred at the beginning of June 

(Figure 4), when air temperatures stabilizes around 0˚C and ridges were thus heated from 

both the air and water surfaces. The oceanic heat flux changed during the transition from 
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the main phase to the decay phase. In Floe 3, which was measured towards the end of the 

main phase, the oceanic heat flux was in the range of 10-15 W/m2, whereas on floe 4, 

which was measured in the decay phase, the oceanic heat flux was 20-400 W/m2 (Peterson 

et al., 2017).  

 

 

Figure 4. Hourly time series of a) air temperature b) wind and drift speeds and c) current speed. The dashed vertical 

line separates the data collected on Floe 3 (left side) and Floe 4 (right side).  

 

 

2.3.2 Seasonal development in consolidated layer thickness and rubble 

macroporosity 

Measurements in ridge R1-R4 showed that the consolidated layer thickness grew during 

the transition from the main phase to the decay phase, whereas the rubble macroporosity 

decreased. The rubble macroporosity in our four ridges ranged from 10% to 27% and 

were all measured with the same equipment. Temperature and salinity profiles in ridge 

R1-R4 are displayed in Figure 5.  

 

Ridge R1 and R2, on Floe 3, were studied at the end of the main phase. In ridge R1, which 

was instrumented with a thermistor string, a 3-4 W/m2 upwards vertical conductive heat 

flux through the keel was calculated, which caused cooling and growth of new ice (i.e. 
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0.5 m over 22 days between May 5 and May 27). The growth of the consolidated layer 

thickness was also estimated from repeated mechanical drilling (i.e. 0.2 m over 12 days 

between April 22 and June 3/4). The thickness measured by means of drilling was 2.5±1.2 

m (May 22) and 2.7±1.4 m (June 3/4). The large standard deviation in the consolidated 

layer thickness estimated from drilling, was partly due to the subjective observation and 

partly due to the natural variation of the ice block orientation inside the consolidated layer. 

In ridge R2, the consolidated layer kept constant over the measurement period (i.e. 

0.8±0.3 m on May 24 and 0.8±0.4 m on May 31). Ridges R1 and R2 were both exposed 

to the same meteorological-oceanic environment, but the consolidated layer thickness in 

R1 was greater than in R2, mainly because R1 was exposed to a larger number of freezing 

degree days (FDD) and formed from thicker level ice. 

 
Figure 5. In situ temperature and salinity profiles.  
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Ridge R3 and R4, on Floe 4, were studied during the decay phase, Ridge R4 was 

instrumented with a thermistor string that measured temperatures over 12 days from June 

12 to June 24.  Over these 12 days, R4 consumed 1.83 MJ/m2 of energy. The consolidated 

layer in R4 (that coincided with the keel at the position of the thermistor string) melted 

by approximately 1.5 m. Drilling measurements were not repeated for ridges on Floe 4, 

therefore consolidated layer thickness developments based on drilling were unavailable. 

The consolidated layer thickness in ridge R3 and R4 was 2.3 ± 1.4 m (June 10) and 3.0 

±1.9 m (June 12), respectively.  

 

Considerable rubble transformation occurred in R2 (rubble macroporosity decreased from 

25% to 16% between May 24 and May 31), whereas little transformation occurred in R1 

(macroporosity changed from 11% to 10% between May 22 and June 3/4). The different 

macroporosities in R1 and R2 were mainly caused by different permabilities in these 

ridges. The two macroporosity reducing effects explained in Shestov and Marchenko 

(2016a) and Shestov and Marchenko (2016b) may explain the measured macroporosity 

development. First, the strong non-linear specific heat capacity (Schwerdtfeger, 1962) 

during melting results in transformation of macro- to microporosity. This process occurs 

without measured temperature gradient, and in order to understand this process salinity 

should be measured in a future study. Second, a cyclic change in water salinity, which 

was caused due to the percolation of fresh meltwater would draw energy out of the rubble 

and contribute to further consolidation and reduction in macroporosity. Mechanical 

erosion, flushing, gravitational adjustments and drift-induced turbulence may also affect 

the ridge structure and macroporosity.  

 

From the thermistor string in ridge R4 (Figure 5f) the rubble thickness melted completely 

between June 12 and June 28. Rubble macroporosity in R3 and R4 was 22% (June 10) 

and 27% (June 12), respectively, which were higher than those in R1 and more in line 

with previously reported values of 30-35% (Høyland, 2007; Leppäranta and Hakala, 

1992; Leppäranta et al., 1995; Strub-Klein and Sudom, 2012). 

2.3.3 Seasonal development in ice ridge strength and drilling resistance 

The development in drilling resistance in R2 is displayed in Figure 6, where vertical 

lines represents boreholes and yellow, orange and red represents soft, medium and hard 

drilling resistance respectively. The gray vertical lines display voids, whereas the blue 

and black horizontal lines display the snow and ice surfaces, respectively. Repeated 

measurements of drilling hardness are places next to one another in Figure 6. In ridge 

R1 and R2 the drilling resistance decreased, the decrease was consistent with the 

temperature increase.  
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Figure 6. Cross-section drilling of ridge R2.  

 

Small-scale uniaxial compressive field strength tests were completed in 21 samples from 

the sail and the consolidated layer (in R1, R2 and R3). Uniaxial compressive strength and 

effective modulus measured in R1 is displayed in Figure 7, where strength and effective 

modulus was normalized by the maximum strength measured among the ice ridge 

samples. The maximum uniaxial compressive strength coincided with the highest in-situ 

temperature measured (-6.9˚C). All samples were loaded in the vertical direction of the 

ice sheet. Temperature and salinities were measured in separate cores, sampled a few 

centimeters form the core used in the strength test. In ridge R1 the temperature was 

obtained from thermistor string data.  

 

 
 

Figure 7. Vertical uniaxial compression strength, secant modulus, TS.  
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The average brine volumes were estimated (Cox and Weeks, 1983; Leppäranta and 

Manninen, 1988) under a constant density assumption of 0.881 Mg m-3, which was equal 

to the average density measured in the R2 samples. The strength decreased until the ice 

temperature approached -1.8°C. For the ice samples tested on May 26 and June 13, the 

average temperature increased (from -5.5°C to -2.3°C) and the average brine volume 

increased (from 5% to 11%), whereas the average strength decreased (from 0.4∙σmax to 

0.2∙σmax).  

 

The standard variation in ice strength also decreased when the ice temperature approached 

-1.8°C, the variation in strength is displayed in Figure 8. 

 

 
Figure 8. Mean strength with standard deviation compared to temperature rounded to the closest integer. 

 

A similar development in borehole strength was measured by Johnston (2006), who found 

that the borehole strength continuously decreased until the ice became isothermal at -

1.8°C. When the ice became isothermal (in July and August in the Beaufort Sea), the 

brine drained and was replaced by air; thus, additional radiation increased the gas pocket 

volumes and increased the microporosity. The increase in gas volume and microporosity 

was visually observed in the ice cores. Johnston (2006), further suggests that when the 

microporosity reaches 15-20%, the strength changes very little with increasing 

microporosity. Moslet (2007) showed the same pattern for the horizontal level ice 

uniaxial compressive strength, which is similar to the consolidated layer strength. 

Høyland (2007) also found uniaxial compressive strength values to level out for 

microporosity values above 15-20%. 

 

All samples were ductile except the coldest and strongest sample that was brittle. 

Measurements presented in this study, Moslet (2007) and  Johnston (2006) indicated that 

the decaying ice was ductile, and the strength was less dependent on brine volume 

(microporosity) than the strength in cold and brittle ice.  
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2.4 Conclusions and recommendations 

Four first year ice ridges were studied in the transition from the main phase to the decay 

phase. The changes in consolidated layer thickness, consolidated layer strength, drilling 

resistance and rubble macroporosity were investigated. Based on temperature profiles in 

conjunction with mechanical drilling:  

 The consolidated layer continued growing although being heated as long as the 

temperature inside the consolidated layer was low enough to consume the latent 

heat and the heat flux from the air.  

The repeated drilling measurements showed that:  

 The rubble macroporosity in the decaying saline first-year ridges decreased and 

reached a minimum measured rubble macroporosity of 10%.  Probably the rubble 

macroporosity in saline ridges continuously decreases during the first year and the 

process accelerates during the decay phase.  

A decrease in drilling resistance was observed when the in situ ice temperature increased. 

The ice drilling resistance varied with depth in the ridges during the main phase, whereas 

the drilling resistance was low through all ridge depths during the ridge decay phase. 

Furthermore, the decreasing trend of drilling resistance and measured uniaxial 

compressive strengths of the sail and consolidated layer were all in agreement.  

 After the ice reached an isothermal state of approximately -1.8ºC, the brine 

volume increased, whereas the ice strength remained almost constant.  

Measuring strength in decaying ice is difficult, and more data are required to fully 

understand how the strength in decaying ice is affected by brine volume, especially to 

rule out equipment limitations.  

 To understand the processes inside the rubble that occur without measured 

temperature gradients, salinities should be continuously measured in future 

investigations.  

Furthermore, the currently used technique for obtaining the macroporosity is uncertain 

due to factors such as drill chips filling the boreholes, drill auger jams, bending of drill 

augers and subjective observations made by the drill operator.  

 To eliminate uncertainties in measurements of macroporosity and consolidated 

layer thickness, more advanced measurement techniques should be explored. 

How the development in consolidated layer thickness and strength affects the modes 

which a ridge fail and the global force the ridge transmits are studied in the following 

(Chapter 3). The statistical significance of ice strength is studied in Chapter 4.   
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Chapter 3  

Full-scale high force ridge-structure interactions  

 

The difference between cold and warm ice is clearly evident in the character of the 

resulting sound. Upon failure, warm ice will cause a low, muffled, steady rumble, while 

hard, cold ice produces a sharper, louder sound with a greater degree of randomness. - 

(Blenkarn, 1970) 

 

This chapter summarizes analyses of high global force ice ridge-structure interactions 

measured at previously instrumented fixed structures. An overview of full-scale ridge 

interactions with the Molikpaq drilling platform, the Confederation Bridge piers and the 

Norströmsgrund lighthouse is presented in the full length paper (Appendix 3). Details on 

identification and classification of high global force ridge interactions with the 

Norströmsgrund lighthouse are presented in the full length paper (Appendix 4). 

 

3.1 Background 

The best documented full-scale fixed structures instrumented to measure forces from 

drifting ice (and ice ridges) include the Molikpaq drilling platform (Frederking et al., 

1999; Wright and Timco, 2001), two of the Confederation Bridge piers (Brown et al., 

2010; Shrestha and Brown, 2018) and the Norströmsgrund lighthouse (Poirier, 2014; 

Sudom and Frederking, 2014). The Molikpaq was located in the Arctic Beaufort Sea in 

the winters of 1984/1985 and 1985/1986 (Timco et al., 2000) The Confederation Bridge 

crosses the Northumberland Strait in Canada, whereas the Norströmsgrund lighthouse is 

located in the Gulf of Bothnia. Other instrumented structures includes Cook Inlet 

platforms (Blenkarn, 1970; Neill, 1976), the Baltic Kemi-1 lighthouse (Brown and 

Määttänen, 2009), and a few caisson structures located in the Beaufort Sea (Timco and 

Johnston, 2003). 

 

The Molikpaq platform was 90 m wide at MWL and nearly vertical (with 8˚ inclination 

to the vertical) and the instrumentation included load panels, strain gauges and video 

footage. Because of the large width of the platform, direct failures of ice ridges onto the 

full width of the platform were never reported (Wright and Timco, 2001). The limit ridge 

building length was estimated to approximately 10 km for failure of a typical ridge across 

the full platform width, see Appendix 3 (Ervik, 2015). Due to the structure width, ice 

ridge forces at the Molikpaq were often limited by the driving or pack-ice driving forces 

(Wright and Timco, 2001).  
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The Confederation Bridge is a 13 km long bridge with conically shaped piers 14.2 m in 

diameter, (with 38˚ inclination from the vertical) with 250 m spacing. Two of the bridge 

piers were instrumented in 1997 with tiltmeters, an upward looking sonar and video 

footage (Brown and Määttänen, 2009; Brown et al., 2010). Data are still being collected 

at the Confederation Bridge piers. Analysis have shown that during ice ridge interactions, 

the ice rubble does not contribute significantly to the global force and was over-estimated 

during the design of the bridge piers (Brown et al., 2010). Furthermore, based on 20 years 

of monitoring of the Confederation Bridge, the two highest peak force events were one 

extreme simultaneous ice ridge failure event (6.74 MN) and one ridge stalling event (>10 

MN).  

 

The Norströmsgrund lighthouse is cylindrically shaped, with diameter 7.2 m at MWL. 

The lighthouse was instrumented in the winters of 1999/2000-2002/2003 with load 

panels, tiltmeters, an upward looking sonar, an EM-antenna and video footage. Ice ridge 

interactions with the Norströmsgrund lighthouse were not systematically documented 

prior to the work presented in this thesis.  

 

Time series of forces and responses are crucial when observations of processes at the ice-

structure interface are attributed to the different modes of ice-structure interactions, e.g., 

ductile or brittle failure. The signatures of these different interaction modes when level 

ice interacts with a structure are well-established (Jordaan, 2001; Sodhi and Haehnel, 

2003). Interaction mode classification was important to narrow the scope of experimental 

campaigns and the development of phenomenological models in the “ice-induced 

vibrations” community. For ice-ridge interactions, very little has been reported on the 

signatures in force and response, and only Bjerkås (2006), Brown et al. (2010), Ervik 

(2015) and Poirier (2014) have presented time series of force signatures in ridge 

interactions and identified ridge failure modes. However, the identified signatures in 

forces and responses have never been systematically associated with the type of ice ridge-

structure interaction mode.  

 

High global force ridge events were chosen in the study because they are likely to 

establish events that will govern the quasi-static ultimate limit state design and the high 

global force ridge events are required when probabilistic design methods are applied. The 

data collected at the Norströmsgrund lighthouse was applied in this study.  

3.2 Method 

3.2.1 The Norstömsgrund lighthouse 

During the LOLEIF and STRICE projects (winters 1999/2000-2002/2003), ice forces 

were measured at the Norströmsgrund lighthouse located in the Gulf of Bothnia 

(N65°6.6’ E22° 19.3’), 60 km southeast of Luleå in Sweden. Since 1971, year-around 
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navigation has been maintained in the Gulf of Bothnia, and ice-breaking activities have 

increased the movability of the ice in the area around the Norströmsgrund lighthouse 

(Engelbrektson, 1987a). The ice drift is wind-driven and predominantly along the coast 

in the southwesterly and northeasterly directions (Engelbrektson, 1987a). Typical level-

ice conditions are 40-60 cm, but the thickness of rafted ice may exceed 1 m, and ridges 

are frequent. The Norströmsgrund lighthouse is a gravity-based concrete structure 

(displayed in Figure 9) with a diameter of 7.2 m at mean water level (MWL) and 23 m at 

the underwater caisson at +7.5 m elevation from the seabed (Bjerkås and Nord, 2016). 

The estimated MWL was + 14.5 m elevation from the seabed (Jochmann and Schwarz, 

2000). The lighthouse was instrumented to measure ice forces at MWL, structural 

responses (accelerations and tilt), ice thickness, meteorological data and videos. A 

detailed description of the instrumentation is available in Bjerkås (2006), Haas (2000) 

and Jochmann and Schwarz (2000).  

 

 
 

 
S 

Figure 9. The Norströmsgrund lighthouse (Photo: Basile Bonnemaire, 2003 March 27); b) the Gulf of Bothnia 

with the position of the lighthouse marked with a red dot and ice-covered areas shaded in gray, the light blue and blue 

areas represents water at temperatures colder than +1˚C and +3˚C respectively (2003 March 31, FMI); c) load panel 

orientation. 
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3.2.2 Event identification and signal processing  

All data files recorded during LOLEIF and STRICE were considered in this study. A 

program in MATLAB 2017a (The MathWorks, Inc., Natick, Massachusetts, United States) 

was developed to search though all data files and filter out data files based on 

requirements (e.g., ranges in ice thickness, acceleration and/or global panel force). The 

individual data file records contained time series of various length, sampling frequency 

and interaction modes. First, data files with a global force in excess of 3MN was filtered 

out. Then the ridge events were selected manually, based on a combination of global 

force, acceleration, ice thickness and video footage, to capture different interaction modes 

in which the maximum global force exceeded 3 MN. The 3 MN global force limit was 

applied to obtain a manageable amount of high global force data files for detailed analysis, 

the limit was approximately 50% of the maximum global force (~6 MN). Unfortunately, 

a quantifiable criteria to define event time intervals was not found, due to different 

sampling frequencies between measurements within the same data file (ice thickness, drift 

speed, global force/acceleration were sampled with different frequencies). 

 

To classify the type of ice interaction mode, both force-time series and acceleration-time 

series were investigated qualitatively, similar to that described by Sodhi and Haehnel 

(2003) for level ice and adopted by ISO19906 (2018). Additionally, the dynamic forces 

was quantified. To quantify the dynamic global force (σFdyn), the time series was filtered 

with a Butterworth high-pass filter with a cutoff frequency of 0.3 Hz. The cutoff 

frequency was chosen such that it both removed as much as practically possible of the 

slow-varying drift in the global force signals, and that the filter worked for a range of 

sampling frequencies. For the acceleration-time series, the standard deviation (σAcc) was 

calculated.  

 

For more details about the methods applied, see Appendix 4 Ervik et al., 2018b. 

3.3 Results and discussion 

3.3.1 Ice conditions and environmental data 

The ice conditions for the winters of 1999/2000-2002/2003 were mild or average winters 

based on seasonal FDDs, seasonal FDDs for winters of 1952/1953-2014/2015 are 

displayed in Figure 10a, where the horizontal dashed line displays the average seasonal 

FDD over the time period. Figure 10b displays the seasonal development in FDD for the 

winters of 1999/2000-2002/2003, where dates with high force events are displayed with 

circles.  
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Figure 10. FDDs measured at the Rödkallen meterological station located 23.6 km north-northeast of the 

Norströmsgrund lighthouse. a) Seasonal FDDS from winter 1952/1953 to 2014/2015 and b) time development in FDD 

for winters 1999/2000-2002/2003, where circles display days with high global force ridge events. 

 

3.3.2 Interaction modes 

During LOLEIF and STRICE, ice interacted with the Norströmsgrund lighthouse on 162 

days, where 519 data files were recorded. In total, 35 ridge events with a maximum global 

force above 3 MN were identified, and the following three ice-ridge interaction modes 

were identified: 

 

 Limit-force stalling (stalling in short); 

 Limit-stress ductile failure (ductile in short); and  

 Limit-stress brittle failure (brittle in short). 
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No intermittent or frequency lock-in ice ridge events were identified among the high 

global force events. The interaction modes including some measured quantities are 

summarized in Table 1, time series of measured quantities in a stalling -, ductile- and 

brittle event is displayed in Figure 11, Figure 12 and Figure 13, respectively. Figure 11-

Figure 14a) time series of the global force (black line) including a seven-second average 

(red line) and accelerations measured at +16.5 m (light gray line) and + 37.1 m elevation 

(dark gray line); b) at left, the average panel force, including a blue arrow marking the 

wind direction; at right, the panel force distribution at the time of maximum global force, 

including a red arrow marking the ice-drift direction; c) time series of EM (black line) 

and laser (gray line) ice thickness; d) at left, the average segment force; at right, the 

segment force at the time of maximum global force. The water level is marked with red 

arrows and the text WL; e) time series of ice speed from image processing and a table 

with ice speed for the logbook and met-ocean data; f) time series of panel forces.  

 
Table 1. Summary of the parameters identified for the different interaction modes. 

Interaction Mode Unit Stalling Ductile Brittle 

σAcc m/s2 0.007 0.008 0.02-0.11 

σFdyn kN 3-14 8-27 83-203 

Ice drift speed m/s ~0 0.005-0.02 0.1-0.4 

Mean air temperature ⁰C -1.2 +0.8 -6.6 

Mean wind speed m/s 10.7 7.6 10.1 
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Figure 11. Time series data of a stalling event.  
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Figure 12. Time series data of a ductile event. 
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Figure 13. Time series data of a brittle event.  
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3.3.2.1 Limit force stalling 

The dynamic force had low amplitudes during all stalling events, with σFdyn in the range 

3-14 kN. The acceleration measured at +16.5 m elevation with a sampling frequency of

10 Hz was low (σAcc = 0.007 m/s2). The ice speed was equal to zero most of the time

duration in stalling events, and the duration of these events was between 5 minutes and 6

hours. The peak global force measured during stalling events was recorded either just

before the ice sheet started moving or the moment the ice sheet came to a halt. However,

for the second type of stalling events (where the global force peaked the moment the ice

sheet came to a halt) the force development was not always captured by the load panels

because the ice sheet rotated such that the ice interacted with parts of the lighthouse not

instrumented. During stalling events, the ice sheet could be stalled against the lighthouse

for several hours attaining a high global force. The stalled events ended when either the

ice-drift direction changed, allowing the thick ice feature to avoid the lighthouse, or a

global failure occurred, e.g., cracks and splitting.

The accuracy of the ice-drift measurements was insufficient to quantify ice speeds on the 

order of mms-1 at which ice creeps (Michel and Toussaint, 1977; Sodhi and Haehnel, 

2003). Among the identified high-force events, the ice interacted with the lighthouse only 

in stalling events from the southeast to the northwest 157.4°-315° outside the load panel 

coverage (351°-153°). In the event in Figure 9a (2003 March 26-27), a large ice ridge 

came to a halt and was grounded on the underwater caisson (~7 m below MWL) (Bjerkås 

et al., 2003). Because the ice interacted with the south-southwest interface of the 

lighthouse (with no load panels), the event was not identified as a high-force event. The 

tilts measured at +22.8 m were compared between the maximum global force event (6 

MN), and the grounding event on 2003 March 26-27 (Figure 9a), and the absolute 

maximum values were, respectively, 1.33 mrad, and 1.41 mrad. Because the events 

occurred within approximately one week in 2003, it is assumed that the measurement 

signal drift was negligible, and therefore it is likely that the stalled event on March 26-27 

was also a high-force event, perhaps with global force higher than 6 MN. On the 

Confederation Bridge, considering all ice events with global force > 3 MN, almost 55% 

of high global forces were measured in limit force stalling events, and the overall highest 

global force >10 MN was a stalling event (Shrestha and Brown, 2018).  

3.3.2.2 Limit stress ductile failure 

The dynamic force had low amplitudes during all ductile events, with σFdyn in range 8-27 

kN. The acceleration measured at +16.5 m elevation with a sampling frequency of 10 Hz 

was (σAcc = 0.008 m/s2), approximately the same as the acceleration for stalling events. 

The ice speed was 0.005-0.02 m/s, lower than for the brittle events, and the duration of 

these events was between 5 minutes and 2 hours. The wind velocity under these 

conditions was 7-8 m/s, the mean air temperature was +0.8°C (minimum of -2.7°C and 

maximum of +4.4°C), and the ice drift was from 72° or 90°. 
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Level-ice ductile failure occurs at low indentation speeds, and the force signature 

gradually increases, reaches a peak value and decreases to a steady state value of 

approximately 50% of the peak force without structural vibrations (Michel and Toussaint, 

1977; Sodhi and Haehnel, 2003). This classification agrees with the classification 

identified for ridge interactions, with the exception of the steady state force. The force 

signature for the ductile ridge interaction (identified in this paper) increased, attained a 

peak and decreased but never reached a steady state value, perhaps because of 

heterogeneities in the ice ridge, variations in ice drift speed or the formation of cracks. 

During ductile events, both the dynamic force (σFdyn 8-27 kN) and structural acceleration 

(σAcc ~0.008 m/s2) were low, and the interactions were thus quasi-static. The type of ice-

ridge interaction was related to ice speed, where interactions with low ice speed (0.005-

0.02 m/s) were ductile, whereas interactions with high ice speed (0.1-0.4 m/s) were brittle.  

 

3.3.2.3 Limit stress brittle failure 

During brittle events, the signature of the force-time series was dynamic (σFdyn 83-203 

kN). The structure acceleration was larger than the structure acceleration for both ductile 

and stalling events, and the standard deviation of the acceleration ranged from 0.02 to 

0.11 m/s2. The ice speed was 0.1-0.4 m/s, higher than for any other interaction mode. The 

ice drift was mostly from 23°, but a few events were from 0°, 45°, and 90°, and one from 

180°. The duration of these events was from 1 minute to 1 hour. The wind speed was 7-

14 m/s and the mean air temperature was -6.6°C (minimum of -14.4°C and maximum of 

-0.8°C).  

 

During level-ice brittle failures, the interaction force attains a steady state mean value 

with random variations above and below the average force level (Sodhi and Haehnel, 

2003). This classification of the force signature is qualitatively different from the 

classification presently identified for ice ridge-structure interactions. The force-time 

series appeared non-stationary for ridged ice (Figure 13), whereas stationary for rafted 

and level ice (Figure 14). There was generally a larger spread in measured quantities for 

brittle-ridge events than level- or rafted-ice events, noting that there was also a greater 

number of high-force ridge events than level- or rafted-ice events. 
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Figure 14. time series data for rafted ice brittle event.  
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3.3.3 Global forces and probability of exceedance  

All the 35 identified high global force ridge events occurred in March and April and 

among the 35 events, 77% occurred in winter of 2002/2003. This may have several 

reasons, and probably a combination of the high number of FDD in winter of 2002/2003 

compared to the winters of 1999/2000-2001/2002, the increased ice transportation in 

spring and the thickness of the consolidated layer. In spring, the thickness of the 

consolidated layer is at maximum, as shown in the previous chapter. The frequency (in 

per cent) of both high ice concentration (>90%) and ice ridges in the Bay of Bothnia were 

typically at maximum in March and April based on data from 1965-1985 (Engelbrektson, 

1987a). In 2003 February 14, a global crack formed north in the Bay of Bothnia resulting 

in a global movement of the Baltic ice sheet of approximately 15 km until March 31 

displayed in Figure 15. Assuming ice drift from the north only (and no rafting or ridge 

formation), Bjerkås et al. (2012) found that the daily drift past Norströmsgrund was 

approximately 300-350 m. However, the ice drift between February 14 and March 31 

changed directions several times, such that the ice drift past Norströmsgrund was 

probably considerably higher and from both a northerly and southerly direction. 

 

 
Figure 15. The ice movement in the Bay of Bothnia between 2003 March 12 and April 8. 

https://worldview.earthdata.nasa.gov/ (2018)  

 

The largest global forces were caused by the ice ridges with the largest EM ice thickness, 

but the global pressure decreased with increasing ice thickness and was independent of 

ice speed (Figure 16). Note that the maximum panel vertical length was 1.6 m, the water 

level varied and thus forces from thicker ice might be missed. 
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Figure 16. Global force and pressure compared to EM ice thickness and drift speed. a) Maximum force compared 

to ice thickness, b) global pressure compared to ice thickness, and c) global pressure compared to ice speed. 

B=brittle, D=ductile and ST=stalling event, 45º-90º represents events with ice drift from north to northeast.  

 

In 7 of the 35 identified events, the ice drift was from a direction only partly covered with 

load panels. For these events, panel forces were mirrored with respect to the ice-drift 

direction on fictive load panels at the ice-structure interface. In cases where the ice came 

from a direction with no panel coverage (in Figure 17 b-d), the force on the panel closest 

to the ice-drift direction was extrapolated to the ice-drift direction and mirrored 

accordingly. With this technique, the maximum global force was estimated as ~9 MN for 

the stalling event in Figure 11. Panel force distributions are displayed in Figure 17a-g, 

where the black and gray panel forces represent measurements and mirroring estimates, 

respectively, and the blue arrows display ice-drift directions. Furthermore, two of the load 

panels (36° and 108°) had problems with water filling and freezing inside, and thus force 

components may have been missing (Kärnä and Yan, 2009).  

 

 
Figure 17. Force distribution with the mirroring technique. The blue arrows mark the direction of the ice drift. The 

black panel forces show the measurements on actual load panels, and the gray panel forces are estimated on fictive 

panels. ST=stalled, B=brittle events. 
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The probability of exceedance is displayed in Figure 18 (i/(n+1), where i is the rank of 

the global force and n is the number of events). Figure 18 a) displays 42 identified events 

(including 7 level and rafted ice events) with a global panel force above 3 MN. In Figure 

18b, the global force was recalculated for the 7 events displayed in Figure 17, and one 

can see that the maximum force increased to 9.4 MN. The global forces measured at the 

vertically sided lighthouse were significantly higher than those measured at the conical 

piers of the Confederation Bridge, with similar structural width and ice conditions. For 

the Confederation Bridge, the force level with a probability of exceedance of 0.1 was 

approximately 2 MN based on twenty years of measurements (Shrestha and Brown, 2018) 

compared to approximately 4.5 MN from four years of measurements at the 

Norströmsgrund lighthouse (Figure 18a). The number of events recorded at the 

Confederation Bridge was approximately 16,000/9,000 on the two piers. 

 

 
Figure 18. Probability of exceedance for events above 3 MN from four years of measurements: a) global force 

from instrumented panels; b) global force including fictive panel forces. 

  



Full-scale high force ridge-structure interactions 

32 

3.4 Conclusions and recommendations 

All data files from LOLEIF and STRICE were analysed, and 35 ridge events with a global 

panel force above 3 MN were identified. In addition to 35 ridge events, 7 level and rafted 

ice events were identified with a global panel force above 3 MN, where ice ridge events 

governed the highest global forces. For the identified ridge events, the type of interaction 

mode was classified based on the signatures in the force and response time series as well 

as footage of the ice failure. The following conclusions were drawn:  

 Three types of ice-ridge interaction modes were identified ordered by increasing

ice speed: 1) limit-force stalling events, 2) limit-stress ductile events, and 3) limit-

stress brittle events. All of these interaction modes potentially gave a high global

force and were associated with high forces occurring simultaneously across the

lighthouse.

 Frequency-lock in and intermittent crushing was not observed during high force

ridge events.

 The overall maximum global force was ~6 MN, but because of instrumentation

limitations, the global forces were under-predicted.

 77% of the high force ridge events occurred in the winter of 2002/2003, with the

highest seasonal FDD compared to the winters 1999/2000-2001/2002.

 All high force events occurred in spring (March and April) when the ice

transportation and consolidated layer thickness was at seasonal maximum, despite

the strength of the ice decreasing compared to the winter (cf. Chapter 2).

At  the Norströmsgrund lighthouse, ice rubble forces were not measured due to the limited 

load panel coverage. For future instrumentation of similar full-scale structures capable of 

also measuring rubble forces, the following is suggested: 

 Necessary instrumentation includes accelerometers and inclinometers or strain

gauges. For accurate tilt and acceleration measurements, instruments need

repeated zeroing and calibration. The sampling frequency should be constant for

all measurements and sufficient to capture dynamic modes of interaction.

Acceleration and tilt or strain measurements, when repeatedly calibrated, are sufficient to 

determine both global forces and responses and to classify the type of interaction mode. 

Load panels are expensive, have limited coverage, only measure normal forces, and can 

break.  

Because of the limited vertical extent of the load panels the rubble forces were probably 

not measured at the Norströmsgrund lighthouse. The highest global forces were measured 

in simultaneous failure of the consolidated layer with high contact areas. The high force 

ridge events were quasi-static, and ice-induced vibrations were absent. In Chapter 4 a 

plasticity based model is used to simultaneous failure of consolidated ice and to study the 

significance of parameters in the ice-structure interactions. 
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Chapter 4  

Numerical modelling of ductile consolidated ice interactions  

 

Essentially, all models are wrong, but some are useful. - (Box and Draper, 1987) 

 

This chapter summarizes numerical simulations of ductile consolidated ice interactions 

with fixed structures. An isotropic, pressure dependent material model is applied in 

simulations of a medium-scale ductile ice-structure interactions presented in the full-

length paper (Appendix 5). The same material model is applied in simulations of ductile 

ice interactions with the Norströmsgrund lighthouse and the medium-scale JOIA 

experiment, where effects of parameters in the ice-structure interactions are presented in 

the full-length paper (Appendix 6).  

 

4.1 Background 

At the Norströmsgrund lighthouse, the highest quasi-static global forces were measured 

during simultaneous failures in ice-ridge interactions (Ervik et al., 2018b). In the medium-

scale indentation tests under the sponsorship of the Japan Ocean Industries Association 

(JOIA) (Saeki et al., 1997; Sodhi et al., 1998), the highest global forces occurred during 

ductile interactions. These events occurred without any significant structural vibrations, 

so the purpose of the proposed model is to predict quasi-static design forces in cases for 

which the dynamic response of the structure is not of interest.  

 

Because of limited instrumentation at the Norströmsgrund lighthouse, the peak global 

forces were underestimated (Ervik et al., 2018b). A numerical model is a supplement to 

field experiments where both global and local forces as well as responses can be studied, 

without issues related to instrumentation. In numerical models, the ice properties and 

boundary conditions can be controlled and thus effects of aspect ratio, structural shape 

and strength heterogeneities can be studied. 

 

At the Norströmsgrund lighthouse, the measured global forces were most probably caused 

by the consolidated layer in ice ridges (Ervik et al., 2018b). The consolidated layer 

consists of solid ice, and the structure and strength of the consolidated layer is typically 

more isotropic than level ice (Høyland, 2007). Furthermore, in the JOIA data the level ice 

was composed of an almost even layer of granular snow-ice and columnar sea ice which 

was more isotropic than columnar level ice (Ushikoshi et al., 2001). These observations 

support the use of an isotopic model. 
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In addition to the Norströmsgrund lighthouse and the JOIA experiment, a medium-scale 

indentation experiment in the Van Mijen Fjord on Svalbard, was modelled. The Van 

Mijen Fjord experiment was level ice indentation with a cylindrical indenter. The purpose 

of modelling this experiment, was to compare the measurements at the Norströmsgrund 

lighthouse to this simple medium-scale indentation experiment. Unfortunately, the 

stiffness of the ice-structure system was too soft to keep a constant ice indentation speed, 

because the ice sheet was towed against the indenter with a series of chains and wires. 

The system setup made it difficult to separate the ice response from the system response, 

for details see Appendix 5 Ervik et al., 2017.  

The two main classes of existing numerical models are continuum and discrete models. 

Discrete element models (DEM) have been applied in simulations of interactions between 

rigid ice fragments, handled by contact models (Hopkins, 1992). DEM is used in 

simulations including discontinuities such as in interactions between discrete ice blocks 

in ice rubble (Polojärvi and Tuhkuri, 2009). DEM has also been applied to study the 

formation and deformation of ice rubble and rubble piles (Tuhkuri and Polojärvi, 2018). 

The contact force laws used in DEM are relatively simple, however they often include 

parameters without any physical interpretation. Contrarily, continuum finite element 

models (FEM) are formulated based on the constitutive behaviour of the material. In 

simulations where discontinuities are absent, such as during ductile ice deformation, FEM 

is preferred to DEM. In this part of the thesis ductile deformations are simulated with an 

elastic-plastic FEM and the simulation results are used to study effects of aspect ratio, 

structure shape and strength heterogeneities.  

4.2 Material strength and models 

4.2.1 The finite element elastic-plastic stiffness matrix 

The required mathematical relationships between stress and strain (constitutive equations) 

necessary to obtain the elastic-plastic stiffness matrix are presented in the following. All 

equations are expressed in matrix notation. Eq. (1) presents the strain decomposition 

equation. 

d𝜺 = d𝜺𝒆 + d𝜺𝒑,                                                                                                           (1) 
where dε, dεe and dεp denotes the 6x1 vector of the total, elastic and plastic strain, 
respectively. Eq. (2) is Hooke’s law.

d𝝈 = 𝐃d𝜺𝒆,                 (2) 
where 𝝈 denotes the 6×1 stress vector and D denotes the 6×6 elastic stiffness matrix, 
which is expressed through the elastic modulus E and the Poisson’s  ratio ν for an isotropic 
linearly elastic material. Eq. (3) is the plastic flow rule.

d𝜺𝒑 = dλ
𝜕𝑄

𝜕𝝈
, (3)
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where dλ denotes the plastic multiplier and Q denotes the plastic flow potential (hereafter 

flow potential). Eq. (4) expresses the development of the yield function called the 

hardening rule. 

d𝛋 = dλ𝐡(𝛔, 𝛋, λ),                   (4) 

where 𝛋 denotes a set of state variables either scalar or vector and 𝐡(𝛔, 𝛋, λ) expressed 

the evolution of the yield function. The elastic limit (yield criteria F) is expressed in Eq. 

(5). 

0, 0

0, 0

p

p

F d

F d

 

 

ε

ε
                (5) 

The final equation required to obtain the plastic multiplier and the stiffness matrix, is 

called the consistency condition, which comes from the condition than F=0 during plastic 

deformation. Eq. (6) expresses the consistency condition.  

 d d 0

T
F

A 
 

  
 

σ
σ

,              (6) 

where A denotes the plastic resistance number expressed in Eq. (7).  
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
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    

κ
h σ κ

κ κ
               (7) 

By combining Eqs. (1-7), the plastic multiplier is expressed in Eq. (8).  
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                    (8) 

Finally, by combining Eq. (1), (2), (3) and (8) the stiffness matrix is expressed in Eq. (9).  
T

ep

T

Q F

F Q
A

   
  
    
    

    
    

D D
σ σ

D D

D
σ σ

,                      (9) 

where ep
D denotes the elastoplastic stiffness matrix. If the material is perfectly plastic, F 

is independent of κ and A=0, and if the material follows the normality condition (typical 

for metals) the flow rule is associated, and F=Q.  

4.2.1.1 Yield surface  

The constitutive model is essential in a FEM, and particularly the yield function. Triaxial 

compressive strength measurements (displayed in Figure 19) show that the deviatoric ice 

strength is pressure dependent (Gagnon and Gammon, 1995; Jones, 1982; Riska and 

Frederking, 1987; Rist and Murrell, 1994). The strength displayed in Figure 19 was tested 

at strain rate 10-3 s-1 and the ice texture was granular/discontinuous columnar 

(polycrystalline, iceberg and multi-year sea ice). Several pressure dependent ice yield 
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functions exists, a selection of the most frequently used yield functions is presented in 

Table 2.   

 
Figure 19. Multiaxial compression data, strain rate ~10-3 s-1. The references (Rist and Murrell, 

1994), (Riska and Frederking, 1987) and (Gagnon and Gammon, 1995) was shorted to Rist (1994), 

Riska(1987) and Gagnon (1995), respectively. The Jones (1982) data was obtained by digitalization of 

images. 

 

In this thesis, the pressure dependent yield function presented by Lubliner et al. (1989) is 

applied, available in ABAQUS 6.13, which is similar to the Pariseau (1968) yield function, 

but is extended to also fit the tensile strength, and is given in Eq. (10).  

 2 1 min

1
ˆ( ) 3

1
cF J I   


      


σ           (10) 

, where 
0 0

0 02

b c

b c

 


 





, (1 ) (1 )c

t


  


      and the operator min̂  is defined as

 min min min

1
ˆ ˆ ˆ( )

2
abs     , which is non-zero in the tensile part of the yield function 

only.  

 

 

 

 

  



Chapter 4 

 

37 

 

 

Table 2. Yield functions including the number of required strength parameters and a sketch of the yield function, 

23J  compared to
1I .  

Yield function: 

 
Strength 

parameters 

Sketch of the yield 

function 

Von Mises: 
2 2

( ) 3
c

F J J     

Anisotropic: - 

Isotropic: 1 

 

 
Extended von Mises, (Pariseau, 1968): 

2 2

1 11 22 2 11 33

2 2 2 2

3 22 33 4 12 5 23 6 13

7 11 8 22 9 33

( ) ( ) ( )

( )

1

F a a

a a a a

a a a

   

    

  

   

    

   

σ

 

Anisotropic: 9 

Isotropic: 2 

 

 
Extended von Mises, Smith (1974): 

2 2 2

11 22 11 33 22 33

11 22 33

2

11 22 33

2 2 2

12 23 13

( ) ( ) ( ) ( )

( )

( ) 1

F A B U

H K L M N P

R S V

     

     

  

     

     

   

σ

 

Anisotropic: 12 

Isotropic: 3 

 

Teardrop model, Nadreau and Michel (1986): 

2 2

10 11 33 11 33 11

2 2 2 2

12 11 22 13 12 14 23 15 13 16 11

2

17 22 18 33 19 11 20 22 21 33

3

22 11 23 22 24 33

( ) ( ) ( )

( )

( )

( ) 1

F a a

a a a a a

a a a a a

a a a

   

     

    

  

   

     

    

   

σ

 

Anisotropic:15 

Isotropic: 3 

 

Tsai-Wu model (failure function not yield function): 
3 2

2 1 1 1 1 2
( , ) 1F J I I I I J    χ ξ ζ ω  

Anisotropic:27 

Isotropic: 3 

 

 
 

Extended von Mises, Lubliner et al. (1979): 

 2 1 min

1
ˆ( ) 3

1
c

F J I   


      


σ  

Anisotropic:- 

Isotropic: 3 

 

 

4.2.1.2 Flow rule 

In addition to the yield function, the flow potential is also required to formulate the 

elastic-plastic stiffness matrix. Pressure dependent materials such as rock/soil/concrete 

dilate i.e. they disobey the normality condition. According to the normality condition, the 

plastic flow is normal to the yield surface, and the flow potential is associated i.e. identical 

to the yield function. Measurements presenting dilatancy (volumetric expansion) or 

generally triaxial strain measurements in ice are rare, however Dorris (1991) presents 
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both stress and strain measured in multiyear Arctic sea ice, and showed that ice dilates, 

where the dilatancy increased with increasing strain rate and decreasing pressure (I1). The 

dilatancy is described via a parameter called the dilatancy angle. For rocks and concrete, 

the dilatancy angle ( ) is typically in the range 10˚ to 20˚ at low to moderate pressure 

(I1) (Alejano and Alonso, 2005; Vakili, 2016; Vermeer, 1998). 

 

The significance of dilatancy is studied though the non-associated flow rule with flow 

potential given in Eq. (11) that is expressed though the dilatancy angle  , available in 

ABAQUS 6.13. The dilatancy angle is varied in the range (10˚-20˚), and the significance 

is  quantified by means of two-level factorial design of experiments (in Section 4.4.1).  

2 1
2( ) ( tan ) 3 tan

3
t

I
Q J    σ             (11) 

4.3 Experimental data 

4.3.1.1 The medium-scale JOIA data 

The ice in JOIA experiment was first-year level sea ice (the mean salinity in 1998 was 

5.5‰ from 139 samples) with ice thickness of approximately 0.2-0.4 m and the ice crystal 

structure was a mixture of granular and columnar (Ushikoshi et al., 2001). A stiff 

vertically sided flat indenter was pushed against the level ice at constant indentation speed. 

The indenter was instrumented with load cells, displacement transducers, an 

accelerometer and an inclinometer, for details about the instrumentation see papers 

presented by Sodhi et al. (1998), Saeki et al. (1997) and Sakai et al. (1998).  

 

The events considered were measured in 1998 and 1999, where the indenter width and 

height was equal to 1.5/0.6 m and 0.4 m respectively, the indentation speed was constant 

equal to 0.0003 ms-1, for which the type of ice failure mode was ductile deformation 

(Sodhi et al., 1998). In addition to global and local forces, ice properties were measured 

including; density, salinity, uniaxial compressive strength (averaged for each day) and 

tensile splitting strength was occasionally measured (Kamio et al., 2000; Matsushita et 

al., 1999). Material properties are summaries in Table 3. 

4.3.1.2 The full-scale Norströmsgrund lighthouse data 

See Appendix 4 or Section 3.2.1 in this thesis for details about the Norströmsgrund 

lighthouse and instrumentation, some additional information about the considered data, 

is provided here. The maximum level ice thickness in 2003, estimated from the number 

of freezing degree days (FDD), was 0.71 m (Li et al., 2016). Strub-Klein and Sudom 

(2012), found that in the Baltic Sea the maximum ratio of the consolidated layer to level 

ice thickness was 1.84. Accordingly, assuming that the level ice thickness was 0.71 m, 

the maximum consolidated layer thickness was estimated to 1.3 m. This is considered a 

conservative estimate. Ice thickness was measured with an EM antenna at the 
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Norströmsgrund lighthouse, however for ice ridges, the EM antenna underestimated the 

maximum keel depth and overestimated the consolidated layer thickness (Ervik et al., 

2018b; Haas, 2017).  The maximum global force measured at the Norströmsgrund 

lighthouse was ~6 MN measured during simultaneous failure, but due to limited load 

panel coverage the global force might have reached ~9 MN during a stalling event, see 

Appendix 4 (Ervik et al., 2018b). Material properties are summaries in Table 3. 

 
Table 3. Measured ice properties in the JOIA experiment in both 1998 and 1999, in the Van Mijen Fjord 

experiment and at the Norströmsgrund lighthouse. In the JOIA experiment ice properties (except tensile strength) 

were measured daily, in the van Mijen Fjord ice properties were measured for each test, whereas at Norströmsgrund 

lighthouse ice properties were measured 2003 March 20. σc measured at T=-3°C, and 
3 110 s   , except at 

Norströmsgrund, where at T=-1°C, and 
3 10.5 10 s    . 

Parameter Unit 
JOIA Norströmsgrund 

2003 1998 1999 

ρi kg/m3 857 849 894 

Si ‰ 6.1 2.6 0.7 

hi m 0.254 0.357 1.3 

T ˚C -2.1 - -0.5 

Tair ˚C - -4.8 -6.7 

E  GPa - - 4.8 

ν - - - - 

σc MPa 1.04 (0-27-1.4) 1.6 (0.57-3.27) 3.2 (2.0-5.0) 

σt MPa 0.16 c  0.16 c  0.59-2.23 

Structure width m 1.5 0.6 7.2 

Peak Fglobal MN 0.34  0.36 6/9 

4.4 Methods 

4.4.1 Two level factorial design of experiments 

Two level factorial design of experiments (2k DOE) is a statistical tool used to determine 

the statistical significance of factors in an experiment (here numerical model). In 2k DOE, 

a given set of factors (here material properties) are varied in combination to investigate 

how the different factors and combination of factors affect an output response (here the 

peak global force). Each factor is given two levels one “low” and one “high” level. The 

combination of the “low” and “high” values for the different factors produces 2k number 

of experiments, where k is the number of factors. The benefit of 2k factorial compared to 

one-factor-at-a-time (OFAT) DOE, is that the 2k factorial DOE considers the interaction 

between the different factors. Interactions between factors are very common, and if they 

occur, the OFAT produces poor results (Montgomery, 2013).  
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Presently, where factors represent material properties and experiments represent 

simulations, six elastic-plastic material properties are considered, provided in Table 4. 

The simulation setup consists of a rigid indenter and deformable ice where the global 

force on the rigid indenter is the output, for details see Appendix 6.  

 
Table 4. Factors in 2k factorial DOE, low and high value for each factor. 

Parameter Unit Factor Low High 

σc MPa A 1 10 

σt / σc - B 0.05 0.15 

σb / σc - C 1.2 2 

E GPa D 1 10 

ν - E 0.2 0.4 

ψ ° F 10 20 

 

The effect of each factor on the output response is calculated. The effects are t-statistics 

that test the null hypothesis that the effect is zero. Positive effects increase the response 

(peak global force) when the settings change from the low value of the factor to the high 

value. Negative effects decrease the response (peak global force) when they change from 

the low value of the factor to the high value of the factor. The effects that are not 

significant are normally distributed, with mean zero and variance (STD2), whereas 

significant effects will have nonzero means. (Montgomery, 2013). 

 

The statistical software Minitab 18.1 (Minitab Inc., State College, Pennsylvania, United 

States) was used to make the setup and to analyze the results. 

4.4.2 Simulation matrix  

The simulation matrix including important ice properties for a selection of the JOIA and 

the Norströmsgrund lighthouse simulations are provided in Table 5. For details about the 

simulation setup, and additional simulations, see Appendix 6. 
Table 5. Simulation matrix. *mean value (minimum- maximum) 

Simulation 

identity 
σt σb/σc σc hi 

Indenter/lighthouse 

width/diameter 

Unit  MPa - MPa m m 

JOIA98L 0.16 σc 1.1 1.04 0.25 1.5 

JOIA99L 0.16 σc 1.1 2.6 0.36 0.6 

JOIA99H 0.16 σc 1.1 1.6(0.57-3.27)* 0.36 0.6 

JOIA99VM 1.6 - 1.6 0.36 0.6 

NSGL 0.59 1.1 2.0 1.30 7.2 
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4.5 Results and discussion 

4.5.1 The significance of material properties 

The normal probability plot displayed in Figure 20 shows which factors and combination 

of factors that are statically significant. Significant factors include A, B, AB, F, C, AF, 

ABC, BC, AC, AD, where factor names are provided in Table 4 and in Figure 20. Effects 

further from 0 on the x-axis have greater magnitude and are more statistically significant. 

The three most statistically significant factors and combination of factors were the 

uniaxial compressive strength (A), the ratio of the uniaxial compressive/tensile strength 

(B) and the combination AB. Among the main factors, the poisons ratio (E) and elastic 

modulus (D) were not significant to the global force, whereas the combination of the 

uniaxial compressive strength and the elastic modulus (AD) was the least significant 

effect (among the significant effects).  

 

 
Figure 20. Normal plot of the effects, the red line shows the effects that are normally distributed with zero mean 

and variance (STD2). 

 

Among the strength properties the uniaxial properties were most significant. On one hand, 

this is beneficial because uniaxial strengths are among the ice properties that are typically 

measured in field experiments. On the other hand, uniaxial strengths vary significantly in 

naturally grown sea ice. The variation in uniaxial compressive strength depends on at 

least ice temperature and strain rate. The uniaxial compressive strength measured in 

decaying ice presented in Chapter 2 showed that the strength was almost constant when 
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the ice temperature exceeded approximately -3˚C or when microporosity reached 15-20%, 

whereas for colder ice the strength varied more.  

 

The dilatancy angle, which is the ratio between the volumetric and deviatoric strain was 

also significant to the global force. Few measurements report strains, and thus little is 

known about the dilatancy in ice. It is suggested that the dilatancy should be studied 

further and that it probably is a function of both temperature, confinement and strain rate 

as also suggested by Dorris (1991). It is expect that the ice dilates more under low degree 

of confinement, because cracks can form and open freely, whereas under high 

confinements crack formation and frictional sliding is suppressed.   

4.5.2 Effect of aspect ratio on the global force 

Results of peak global forces (Fglobal) and effective pressures (Peff) in the simulation setup 

in Table 5 are presented in Table 6. The stress state was studied in nodes at the 

ice/structure contact in nodes displayed in Figure 21.  

 

 
Table 6. Simulation results, including measured results( labeled data). 

Results  Peak Fglobal Peff  hi  
Indenter 

width  

Unit MN MPa m m 

JOIA98L 0.46 1.20 0.25 1.5 

JOIA98H 0.38 0.98   

Data 98 0.34 (0.17-0.49) 0.97 (0.60-1.54) 0.25 (0.18-0.29) 1.5 

JOIA99L 0.56 2.59 0.36 0.6 

Data 99 0.36(0.28-0.39) 1.67(1.38-1.81) 0.36 (0.34-0.37) 0.6 

NSGL 25 2.67 1.3 7.2 

NSGH 11 1.18 1.3 7.2 

Data NSG ~6(9) - - 7.2 
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Figure 21. Nodes in the ice, used to study the ice stress state, top left: JOIA98L, top right: JOIA99L and bottom: 

NSGL, Red dots display nodes where stresses were studied and the nodal labels and symbol 

 

The aspect ratio in the JOIA98L and JOIA99L simulation was 5.9 and 1.7, respectively. 

An additional simulation was ran with the JOIA98L material model and the JOIA99L 

aspect ratio. To visualize how the aspect ratio affects the ice stress states, the deviatoric 

stress is compared to the first principal stress invariant in Figure 22 (nodes displayed in 

Figure 21). In addition to the nodal stresses the plastic limits of the von Mises and 

Lubliner yield functions are displayed. When the aspect ratio decreased from 5.9 to 1.7, 

with all else being equal, the lateral stress increased as well as 23J , 1I  and thus the 

effective pressure. The effective pressure increased from 1.2 MPa to 1.6 MPa, when the 

aspect ratio decreased from 5.9 to 1.7.   

JOIA98 JOIA99 

NSG 



Numerical modelling of ductile consolidated ice interactions 

 

 44 

 

Figure 22. Aspect ratio effect. von Mises and Lubliner display the plastic limits in the respective 

material models. 

 

In ISO19906 (2018) the effective pressure is a function of both ice thickness and aspect 

ratio, whereas the effective pressure equation in API-RP-2N (1995) is independent of 

both ice thickness and aspect ratio. Määttänen and Kärnä (2011) suggested a modification 

of ISO19906 (2010) because it was proven unsafe for narrow structures with small aspect 

ratios. In Figure 23 effective pressure is compared to aspect ratio in simulations, 

measurements and standards. The effective pressure simulated with the Lubliner model 

captures the aspect ratio effect observed in the JOIA data.  
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Figure 23. Aspect ratio and codes. The markers display effective pressure and aspect ratio for JOIA98 

(aspect ratio 5.9) and JOIA99 (aspect ratio 1.7) simulation setup.  

4.5.3 Effect of structure shape on the global force 

The structure shape in contact with the ice influences the lateral stress in the ice. With the 

cylindrical indenter, in the NSGL simulation, the highest stress in the ice was observed 

on the symmetry line on the ice/structure contact (  in Figure 24). Contrary, on the flat 

indenter the highest stress was observed in the ice in contact with the indenter edge. 

Tactile sensor data confirm that the pressure was higher on the indenter edges than 

elsewhere (Sodhi et al., 1998). If the flat indenter (in the JOIA simulations) was replaced 

with a cylindrical indenter of equal width, the effective pressure would decrease. This is 

consistent with the observations made by Korzhavin (1962) and adopted by the API-RP-

2N (1995). The effect of structural shape is not included in the ISO19906 (2018).  
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Figure 24. Deviatoric stress vs. fist principal invariant, the markers indicate stresses in nodes from the NSGL 

simulation. 

 

4.5.4 Simulated compared to measured global forces  

In the JOIA simulations the global forces (0.38-0.46 MN) were similar to the measured 

forces (0.17-0.49 MN). Ice interactions with the flat and stiff indenter in the JOIA 

experiment are considered worst cases in terms of the global force. The intact ice cover 

and indenter stiffness ensured that the ice failed simultaneously across the full contact 

area and the ice was grown in a stable environment such that the ice was more 

homogenous than at the Norströmsgrund lighthouse.  

 

At the Norströmsgrund lighthouse the simulated global forces (11-25 MN) were higher 

than the measured global forces (6-9 MN). The measured ice interactions at the 

Norströmsgrund lighthouse are not considered worst cases, in terms of the global force. 

The ice field was broken, measurements were conducted in mild/average winters (based 

on FDD), the instrumentation was insufficient to measure the total global force and the 

ice was probably more heterogeneous compared to the JOIA experiment. The simulations 

are considered worst cases, in terms of the global force, because the ice is perfectly level, 

the total global force is obtained and the ice sheet is not broken.   
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4.6 Conclusions and recommendations  

In this part of the thesis, an elastic-plastic finite element model was applied in simulations 

of ductile failure of solid ice measured in the JOIA experiment, and at the Norströmsgrund 

lighthouse. A non-associated flow rule was included in the applied model in order to study 

whether the dilatancy in ice was significant to the global force in ductile ice-structure 

interactions. Statistical significance of ice properties in the material model was identified 

by means of two-level factorial design of experiments. The stress state in the ice was used 

to explain how the effective pressure was affected by aspect ratio and structure shape. 

The following conclusions were made: 

 Simulations show that the most statistically significant properties were the 

strength properties and thereafter the dilatancy angle.  

 The pressure dependent model predicted an aspect ratio effect due to changes in 

the lateral stresses.  

 The pressure dependent model predicted higher effective pressure with the 

prismatic indenter than the cylindrical indenter because of increased lateral 

stresses on the edge of the prismatic indenter.  

 The strength in ice is pressure dependent and therefore the pressure independent 

von Mises yield function should be avoided. 

 Lower uncertainty may be expected when predicting global forces in decaying 

warm ice, because the range in strengths are lower compared to that in colder ice 

as shown in Appendix 2 and Chapter 2. 

The focus in this thesis has mainly been on the consolidated layer in quasi-static ridge 

interactions. Full-scale data of ridge interactions including force measurements from the 

unconsolidated rubble should be measured in the future in order to develop and verify a 

numerical model including both the consolidated and the unconsolidated layer. However, 

in the simulated interactions of ice-ridge interactions at the Norströmsgrund lighthouse 

the rubble forces were considered less significant compared to the consolidated layer 

forces.  
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Chapter 5  

Conclusions and future outlook 
 

Computers are great tools, but they need to be applied to the physical world. – Tony 

Fadell  

5.1 Conclusions  

The presence of ice ridges is a potential threat to structures located in ice infested waters. 

Ice ridges caused the highest global forces at the Norströmsgrund lighthouse during its 

instrumentation in the winters 1999/2000-2002/2003. The global ridge forces measured 

at the Norströmsgrund lighthouse, were most probably caused by the consolidated layer 

in the ridges. Measurements of four Arctic ridges during the N-ICE2015 expedition, 

revealed that the consolidated layer continued to grow as long as the temperature inside 

the consolidated layer was low enough that it could absorb both the heat flux from the air 

and the latent heat released from growth of ice. It continued to grow while the level ice 

melted, so that the ratio between consolidated layer thickness and level ice thickness 

exceeded the commonly used maximum value of 2. Simultaneously, there was a 

continuous degradation process inside the rubble that resulted in a continuous decrease in 

the rubble macroporosity. Melting of the rubble insulated the consolidated layer from the 

underlying water. Due to this, the consolidated layer thickness is at its maximum in 

spring. This coincides with the occurrence of high global force events at the 

Norströmsgrund lighthouse, and also at other structures such as the Confederation Bridge 

and Cook Inlet platforms. Despite cold ice being stronger than warm ice, some of the 

most severe ice loading events have occurred in spring when the ice is relatively warm. 

It should be noted, that temperature affects both ice strength and ice failure mode. 

 

The type of interaction mode seems to govern ice forces. Different types of ice ridge 

interaction modes were classified based on the measured signatures in force and responses 

at the Norströmsgrund lighthouse. The identified high global force ridge interaction 

modes were 1) stalling 2) ductile failure and 3) brittle failure. All these interaction modes 

potentially caused a high global force, as long as the failure occurred simultaneously 

across the lighthouse circumference. The ridge interaction modes were generally different 

from level ice interactions in that the global force was non-stationary with a large slow-

varying mean. Unfortunately, the instrumentation of the lighthouse was limited and 

therefore the global forces were underestimated and the rubble forces were not quantified. 

It was also difficult to extract general trends from the data due to the large number of 

variables and uncertainties in naturally grown and broken ice. A numerical model was 

applied to study general trends and parameter variations, where ice properties and 

boundary conditions were controlled.  
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An elastic plastic FEM was used to model the consolidated layer failure at the 

Norströmsgrund lighthouse, in addition to level ice indentation with a flat indenter in the 

JOIA experiment. Ductile interactions were modelled, because the highest forces on the 

Norströmsgrund lighthouse were caused by simultaneous failure, where dynamic forces 

were low compared to the slow varying mean force. Ductile interactions also caused the 

highest forces in the JOIA experiment. Ice strength data were used to demonstrate ice 

strength pressure dependency which disregarded the use of the Von Mises yield function 

in modelling of ice failure. The elastic-plastic ice model included a pressure dependent 

isotropic yield function and a non-associated flow rule. The significance of material 

properties to the global force was quantified by two level factorial design of experiments, 

where the strength properties were most statistically significant. Because of the 

significance of strength, and because ice strength is sensitive to temperature, in-field 

strength values should be measured and used in the numerical model.  Furthermore, 

simulation were used to study how aspect ratio and structure shape affected the ice stress 

state. Simulations revealed that low aspect ratios and flat prismatic indenters caused 

higher lateral ice stresses and thus higher effective pressures than high aspect ratios and 

cylindrical indenters. Simulations helped improved the understanding of what caused 

previously observed effects of aspect ratio and structural shape.  

 

To summarize the following main conclusions were made:  

 

 The consolidated layer continuous to grow as long as the temperature inside is 

low enough to consume the heat transferred to the consolidated layer, whereas the 

rubble macroporosity continuously decreases during the lifetime of a first-year 

ridge. 

 At the Norströmsgrund lighthouse, the highest global forces were caused by 

failure of ridges in spring, where the ridge either failed simultaneously across the 

lighthouse circumference or was stalled against the lighthouse.  

 Three types of high force ridge interaction modes were identified at the 

Norströmsgrund lighthouse; 1) stalling 2) ductile failure and 3) brittle failure, 

arranged by increasing ice drift velocity.  

 High force ridge interactions were generally different from level ice interactions 

in that the global force was non-stationary with a large slow varying mean.  

 Ice strength is pressure dependent and strength properties are most statistically 

significant to the global force. Because of the significance of strength, and because 

ice strength is sensitive to temperature, in-field strength values should be used in 

the numerical model. 

 The FE-model predicts an aspect ratio effect similar to ISO19906. This is caused 

by different stress-states inside the ice. 
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The results from the work summarized above has improved the understanding of ice 

ridge-structure interactions. It has shown that ice ridge interactions are different to level 

ice interactions and therefore not described in standards, such as ISO19906 (2018). The 

ISO19906 (2018) should contain separate information about ice ridge interactions as well 

as effects of structure shape. It should also be acknowledge that both the rubble 

macroporosity and the ratio of the consolidated layer/ level ice thickness evolve during 

the life of a first-year ice ridge. The macroporosity continuously decreases, whereas the 

ratio of the consolidated layer/ level ice thickness increases.    

5.2 Future outlook 

Answering a question often raises several new ones. During studies presented in this 

thesis, many such unanswered questions were raised. The ice rubble was unfortunately 

difficult to study in terms of its structure and strength. It was also difficult to quantifying 

ice rubble forces in full-scale ice ridge-structure interactions. Furthermore, the currently 

used technique for obtaining ridge geometry and macroporosity is uncertain due to factors 

such as, drill chips filling the boreholes, jamming of drill augers, bending of drill augers 

and especially the subjective observations made by the drill operator. To eliminate these 

uncertainties, more advanced measurement techniques should be explored, e.g. 

multibeam sonar mapping or multi-frequency electromagnetic sensor scanning. 

Furthermore, in order to understand the thermodynamic consolidation in isothermal 

rubble, the temporal and spatial variation in ice rubble salinity should be measured in a 

future investigation. In order to measure full-scale global forces from the rubble, 

necessary instrumentation include accelerometers and inclinometers or strain gauges in 

addition to load panels. For accurate tilt and acceleration measurements, instruments need 

repeated zeroing and calibration. 

 

In terms of modelling, the consolidated layer and the ice rubble should be combined in a 

future study. However, this requires data in order to verify the numerical model, data that 

is currently unavailable. Due to the size of ice ridges, model-scale experiments are 

preferred over full-scale experiments. However, it is presently unclear how to scale ridges 

in terms of consolidation time and temperature.  

 

This study has mainly focused on global forces in ice ridge interactions. The structure 

response in ice ridge-structure interactions should also be investigated. It is unclear 

whether frequency lock-in vibrations are less likely to occur during ridge-structure 

interactions because the ice rubble damps the structural vibrations. 

 

In 2006, Timco and Croasdale (2006) , asked a number of ice experts to predict the global 

force from an ice ridge interacting with a fixed vertically sided structure. The predicted 

ice ridge force varied by a factor of five, which illustrates the level of uncertainty. 
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Research is continuously needed to reduce this uncertainty and to improve standards, to 

ensure safe and sustainable Arctic design.  
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A B S T R A C T

In this study, four first-year ice ridges (R1, R2, R3 and R4) were measured during the transition from the “main”
phase to the “decay” phase. The measurements were conducted on two ice floes in the Arctic Ocean northwest of
Svalbard during May and June 2015. Ice ridge R1 was approximately 13m thick and 200m long, R2 was 5m
thick and 500m long, R3 was 6m thick and 75m long, and R4 was 9m thick and 150m long. The objective of
this study was to investigate the rubble macroporosity evolution, ridge drilling resistance and consolidated layer
small-scale strength in the decaying ridges. The ice rubble macroporosity and ridge drilling resistance values
were obtained through mechanical drilling. The drilling resistance was measured by the drill operator, which
was defined as hard, medium or soft. The small-scale strength was measured in the field via uniaxial compression
with a nominal strain rate of 10−3 s−1. The rubble macroporosities in R1, R2, R3 and R4 ranged from 10% to
27%, and the temporal macroporosity variation was the result of seasonal developments. The rubble macro-
porosity in R2 decreased from 25% (27 days old) to 16% (34 days old, 4 days before breakup). In R1, which was
larger, colder and older than R2, the rubble macroporosity remained constant (11%–10%) over a ten-day period.
Because ridges R3 (22% rubble macroporosity) and R4 (27% rubble macroporosity) were only mapped once, no
temporal development was measured. We suggest that the ice rubble macroporosity in saline, first-year ridges
continuously decreases over time and that this decrease accelerates during the decay phase. Furthermore, both
the consolidated layer uniaxial compressive strength (measured in R1, R2 and R3) and the ridge drilling re-
sistance (measured in R1, R2, R3 and R4) decreased during the transition from the main phase to the decay
phase, due to an increase in ice temperatures. After the ridges reached an isothermal state, the drilling resistance
and strength remained constant, and the brine volume (microporosity) increased. The ice cores collected from
the decaying ice exhibited ductile failure modes when subjected to uniaxial compression.

1. Introduction

The extent of Artic sea ice is declining (Mahoney et al., 2008; Xia
et al., 2014) as it becomes thinner (Kwok and Rothrock, 2009) and
younger (Maslanik et al., 2011). The drastic decrease in old sea ice
allows greater shipping accessibility through the Arctic Northeast Pas-
sage and transportation to Arctic communities (Lei et al., 2015). Sea ice
ridges (ridges, hereafter) form due to shearing and/or pressure in an ice
pack. Ridges consist of a sail above and a keel below the water. First-
year keels consist of consolidated and unconsolidated parts (ice rubble).
Ridges are common features in all ice-covered waters and play key roles
in the sea ice mass budget. On average, from 1990 to 2011, ridges
comprised 66% of the Arctic Sea ice mean thickness in the Fram Strait

(Hansen et al., 2014). First-year ridges are considered in Arctic and
subarctic marine structural design (CAN/CSA-S471-92, R2001, 2001;
ISO/FDIS/19906, 2010; SNiP2.01.07-85, 1987). Design ice loads de-
pend on ridge size, geometry, macroporosity and strength, as well as
other parameters. These parameters evolve as a ridge consolidates and
melts over its lifetime. A ridge exposed to warm air and water tem-
perature (strong oceanic heat fluxes) as well as wave action will
transform and may ultimately melt. For a ridge exposed to warm water,
the oceanic heat flux may rapidly increase from a few W/m2 (for water
at the freezing point) to several hundred W/m2, which accelerates the
melting process. In some temperate areas, such as the southwestern
Barents Sea, ice is rare but may still occur. The measurements obtained
in this study suggest that a ridge in the southwestern Barents Sea is
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likely a large, decaying first-year ridge. Therefore, understanding de-
caying first-year ridge evolutionary properties is important.

The consolidation process affects both the internal structure (mac-
roporosity) and strength of a ridge, and these properties are essential
for estimating design ridge loads. Most previous ridge studies were
conducted over just a few days' time, and only Leppäranta et al. (1995)
studied the full history of a Baltic ridge, from formation to break up.

Most sea ice compressive strength measurements were obtained in
laboratories using ice temperatures colder than −10 °C (Poplin and
Wang, 1994; Schulson and Duval, 2009; Sinha, 1984; Timco and
Frederking, 1990; Timco and Weeks, 2010). However, decaying saline
ice has temperatures of around −1.8 °C. Strength measurements of
decaying Arctic and subarctic first-year ice were presented by Johnston
(2006, 2017).

In this study, we present the rubble macroporosity evolution, ridge
drilling resistance and uniaxial compressive strength in the con-
solidated layers of four ridges (R1, R2, R3 and R4), which were mea-
sured on two ice drift stations (floes) in the Arctic Ocean (Floe 3 and
Floe 4) in May and June during the Norwegian young sea ice expedition
(N-ICE2015). An overview of the N-ICE2015 expedition has been pre-
sented by Granskog et al. (2016). Ridges R1 and R2, with maximum ice
thicknesses of approximately 13m and 5m, respectively, were im-
bedded in ice Floe 3, which was several kilometers in size. Ridge R2 was
formed from ice in a refrozen lead. Ridges R3 and R4, with maximum
ice thicknesses of approximately 6m and 9m, respectively, were im-
bedded in Floe 4. Floe 4 was smaller than Floe 3 and closer to the ice
edge.

These data provide novel insights into how the rubble macro-
porosity and consolidated layer strength of Arctic first-year ridges
evolve during the late spring and early summer. In a companion study
by Shestov et al. (2018), temperature data and thermodynamic pro-
cesses are analyzed, and the consolidated layer growth in R1 and keel
melting in R4 are estimated.

2. Review of macroporosity and strength

In this section, the different first-year ridge phases are described,
and then, reviews of macroporosity and consolidated layer strength are
given.

2.1. First-year ice ridge phases

A first-year ridge lifespan, from formation to breakup or transition
into a second-year ridge, can be divided into the following phases: 1)
the “initial” phase, 2) the “main” phase, and 3) the “decay” phase
(Høyland and Liferov, 2005). In the initial phase, the ridge is formed,
and cold ice blocks are submerged, which results in strong, local
thermal gradients between cold ice pieces and warm water pockets. The
initially low temperature of the ice increases due in part to the freeze
bond formation as well as seawater energy transfer (oceanic heat flux).
The energy transfer from the seawater, which is the oceanic heat flux, is
stronger near the bottom surface of the ice rubble. Because of this
difference in the oceanic heat flux, the temperatures in the lower rubble
increase and approach the freezing point (Tf) faster. If the seawater is at
Tf, the isothermal conditions gradually spread upward through the keel,
and because the air is colder than Tf, a linear temperature profile will
slowly spread downward simultaneously. The end of the initial phase is
defined as the moment when the ice rubble becomes isothermal. The
main phase begins, and the break point between the linear temperature
profile above the isothermal rubble defines the consolidated layer
thickness, as shown by Høyland (2002). The freezing front in the con-
solidated layer insulates the underlying ice rubble (unconsolidated
layer) from the cold air. Therefore, there is a continuous rubble de-
gradation process (heating) leading toward transformation into a
second-year ridge or melting/disintegration. Finally, the decay phase
begins when the air temperature (Tair) stabilizes around or above 0 °C;

thus, the ridge is heated from the air surface as well as from the bottom.
Toward the end of the decay phase, the first-year ridge either disin-
tegrates and melts completely or transforms into a second-year ridge.

Although the air temperature exceeds 0 °C, in the decay phase, the
snow may insulate the consolidated layer, which allows further con-
solidation (i.e. new ice growth). Simultaneously, keel melting is ac-
celerated during this phase, and the rubble temperature and water
temperature both increase toward 0 °C, which causes strong oceanic
heat fluxes. These processes are not well understood, but even under
isothermal conditions, the rubble continues to consolidate while being
heated during the transformation of macroporosity to microporosity
(Shestov and Marchenko, 2016b). In addition, the freshwater supply
(either from melted snow or changing salinity of the underlying water)
may be a key factor contributing to further consolidation (Shestov and
Marchenko, 2016a). For details and discussions on thermodynamic
measurements, please refer to the study by Shestov et al. (2018).

2.2. Macroporosity and ridge structure

An ice feature can be defined as the entire ridge, sail, keel or rubble.
Macroporosity, which is a common property used to describe the in-
ternal structure of an ice feature, is defined as the ratio of non-sea ice
volume (air or snow in the sail and water in the keel) to the total ice
feature volume (Høyland, 2002). The macroporosity is normally ob-
tained by cross-sectional drilling, which provides linear macroporosity
measurements (the experimental setup is described in Section 3.2). The
microporosity is defined as the gas and brine volume sum relative to the
total pure ice volume. The microporosity is estimated by measuring the
temperature, density and salinity of ice samples. Equations are provided
in Cox and Weeks (1983) for ice temperatures colder than −2 °C and in
Leppäranta and Manninen (1988) for ice temperatures warmer than
−2 °C. For level ice with zero macroporosity, the term “total porosity”
is used where we use microporosity (Cox and Weeks, 1983; Johnston,
2006; Leppäranta and Manninen, 1988; Timco and Frederking, 1990).

Many studies have presented information on ridge porosity, espe-
cially macroporosity. However, several of these studies failed to specify
whether the measurements are of the keel macroporosity (ηkeel, in-
cluding the consolidated layer) or the rubble macroporosity (ηru, the
unconsolidated part only). Additionally, few studies have described the
seasonal development of macroporosity, and to our knowledge, only
Leppäranta et al. (1995) described seasonal development into the decay
phase. The ridge macroporosity (ηri) is a function of the sail and keel
macroporosities and thicknesses. Because the volume of the sail is
small, we concentrate on the keel macroporosity, which is a function of
the consolidated layer thickness (hc), rubble thickness (hru= hkeel− hc),
and rubble macroporosity (hkeel denotes the keel thickness). During the
main phase, the consolidated layer grows; therefore, the keel macro-
porosity will decrease even if the rubble macroporosity is unchanged
(as reported by Leppäranta et al., 1995). Many studies have reported
rubble macroporosity values of 30–35% (Høyland, 2007; Leppäranta
and Hakala, 1992; Leppäranta et al., 1995; Strub-Klein and Sudom,
2012). However, measured macroporosity values range from 12%
(Kharitonov, 2008) and 11% (Høyland, 2007) to 45% (Høyland, 2007).
Because Kharitonov and Høyland used different methods, the values
may not be directly comparable, but the two ridges studied by Høyland
(2007) were measured with the same method and equipment and are
directly comparable. The low value (11%) was measured in an old first-
year ridge, and the high value (45%) was measured in a newly formed
first-year ridge, both of which were measured in mid-May. These data
from other studies and our data presented in this paper suggest that the
rubble macroporosity decreases from an initial value throughout the
lifetime of a first-year ridge. The initial macroporosity is a function of
several parameters, including the formation process and ice and snow
thicknesses, which are also important. The values of these parameters
result in different block sizes, and based on granular materials, the
block size distribution governs the packing and macroporosity. Surkov
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(2000) performed laboratory tests on ice rubble and suggested a func-
tion for the initial ice rubble macroporosity as a function of block length
to thickness.

2.3. Strength of the consolidated layer

Ridge strength can be defined in several ways depending on scale,
confinement and boundary conditions. The thickness and small-scale
strength of the consolidated layer, as well as the ice rubble amount and
rubble strength are important components of the full-scale ridge
strength or resistance. In this paper, the small-scale vertical uniaxial
compressive strength was measured to investigate the ice strength
within both the consolidated layer and sail (experimental setup is de-
scribed in Section 3.3).

The measured uniaxial compressive strength depends on the state of
the material (temperature, strain rate, etc.), the type of material (grain
size, gas or brine volume) and the testing equipment. Ice strength is
often compared to microporosity; Timco and Frederking (1990) and
Moslet (2007) developed equations for deriving uniaxial compressive
strength from the microporosity. The microporosity affects small-scale
strength by reducing the effective area that resists the applied load in a
compression test. Thus, a sample with a high microporosity is expected
to have a lower strength compared to a sample with very low micro-
porosity, if all else being equal. The strength of ice decreases when the
ice temperature increases, which occurs well before the ice decay phase
begins. Johnston (2006) found that the borehole strength decreased
with increasing brine volume until the ice became isothermal, a state in
which the strength remained nearly constant, while the brine volume
decreased. Based on visual ice core observations, Johnston argued that
although the brine volume decreased, the microporosity increased be-
cause of the gas volume increase, which was due to brine drainage and
solar radiation melting the ice lattice. Johnston (2006) omitted mi-
croporosity calculations in her study due to density measurement in-
accuracies in the decaying ice. Measuring strength and calculating
microporosity from measured ice temperatures, salinities and densities
of decaying ice is particularly difficult. Due to high air temperatures
(Tair > 0 °C) during the decay phase, brine drainage was enhanced
during ice sampling compared to the main or initial phase when air
temperatures were colder.

The failure mode of ice tested under uniaxial compression is either
ductile or brittle (Schulson and Duval, 2009). A brittle failure is defined
as a sharp drop in the stress-strain curve after peak stress, whereas a
ductile failure is defined as a continuous decrease in the stress-strain
curve after peak stress until the test is ceased.

3. Arctic Ocean expedition and measurements

3.1. Overview

N-ICE2015 was a multidisciplinary expedition extending from
January 11 to June 23, 2015 and led by the Norwegian Polar Institute
(NPI). The expedition occurred on the research vessel RV Lance, which
was frozen into and drifted with the young sea ice in the Arctic Ocean.
Two researchers from the Centre for Sustainable Arctic Marine and
Coastal Technology (SAMCoT) were invited to study ridges on Floe 3
(May 21st to June 9th) and on Floe 4 (June 9th to June 23rd). Fig. 1
shows the ice floe drift trajectories and Table 1 provides an overview of
the ridge work; see Table 2 in Section 4.2 for the results. Four first-year
ridges were investigated: two ridges (R1 and R2) on Floe 3 and two
ridges (R3 and R4) on Floe 4. Ridges R1, R2, R3 and R4 were visited 6
times (April 29–June 4), 6 times (May 24–June 3), 3 times (June
10–June 17) and twice (June 12–June 17), respectively.

Fig. 2 shows the ridge measurement sites. The flags indicate the
positions of drill holes used to estimate the ridge geometry and mac-
roporosities. A ridge tracking buoy with a 10-m long vertical thermistor
string was deployed (labeled OTB in Fig. 2a and d) in the center of the

drill transect of R1 on April 29 and R4 on June 12 (see Shestov et al.
(2018) for full description and analysis). Furthermore, cores used to
measure temperature, salinity (in all four ridges) and small-scale
strength (in R1, R2 and R3) were sampled at 0.5m from the center of
the ridge crest (labeled OTB in Fig. 2a and d).

3.2. Macroporosity and structural measurements

Macroporosities were measured in R1 on May 22 (Tair −11.1 °C)
and repeated on June 3/4 (Tair −0.2 °C), in R2 on May 24 (Tair −7.7 °C)
and repeated on May 31 (Tair −4.3 °C), in R3 on June 10 (Tair −1.9 °C)
and in R4 on June 12 (Tair −0.8 °C). Cross-sectional drilling of the ridge
was performed, similar to previous studies (Høyland, 2007; Leppäranta
et al., 1995; Shestov, 2011; Strub-Klein et al., 2009), and the transect
drill holes were perpendicular to the ridge length. The schematic in
Fig. 3 shows the different ridge features (sail, consolidated layer and
rubble), in which the keel includes both the consolidated layer and
rubble. The vertical lines represent drill holes, the light gray shading
represents ice, and the dark gray sections of the vertical lines represent
voids. During drilling, one person operated a 2-stroke engine connected
to a series of 5.1 cm augers, each 1m in length. The drill operator re-
ported the ridge drilling resistance to a second person who took notes
and measured the drill drops with a measuring rod adjacent to the drill
auger. The ice hardness was recorded based on the drilling resistance
and graded as hard (red), medium (orange) or soft (yellow). All the drill
drops were voids of non-sea ice and were used to calculate the mac-
roporosity. In practice, mechanical drilling provides a linear macro-
porosity that is calculated by dividing the total void length by the total
length of the ice feature (sail, rubble, keel and ridge). This calculation
yields an average macroporosity, which is different from averaging the
macroporosities in each drill hole. When drilling a transect across a
single ridge, drill holes were spaced 1–2m apart. Cross-sectional dril-
ling was repeated across ridges R1 and R2 after approximately a week.
The second drill transect was shifted 10–30 cm to the side from the
previous drill transect. The repeated cross-section drillings were used to
calculate the average ice ridge ablation rates. The turbulent heat flux
was obtained from the specific heat of the seawater, which was calcu-
lated from the measured values of the water temperature and vertical
oceanic current following standard methods reported in (McPhee,
2008). These measurements are presented and analyzed in (Peterson
et al., 2017).

The transition from the consolidated layer to unconsolidated rubble
was defined as either the transition to soft ice or by the first drop of the
drill. Alternatively, the break point between the linear temperature
profile above the isothermal rubble was used to define the consolidated
layer thickness (hc (T) in Table 2). The sail height was the freeboard.
The keel depth was the vertical distance from the freeboard to the end
of the hole, and the rubble depth was the vertical distance from the
consolidated layer bottom to the end of the drill hole. The thickness and
macroporosity measurements involve uncertainties, such as drill chips
filling boreholes, drill augers jamming, drill augers bending and a
subjective interpretation of the transition from the consolidated to
unconsolidated layer. The measurement error of the keel depth was less
than one decimeter, which was obtained by comparing drilling data to
data from a purpose-made tape measure.

3.3. Strength, temperature and salinity measurements

The small-scale uniaxial compressive strength, temperature and
salinity (TS) were measured in cores sampled from the thickest part of
the ridge, which was 10–50 cm from the highest flag on the cross-sec-
tional drilling line and is shown in Fig. 2a, b and c. First, temperature
was measured with a temperature probe (accuracy 0.3 °C) in holes
made along the core using a hand-held drill with a spacing of 10 cm.
Second, each core was divided into 10–20 cm-long ice samples, placed
in sealed boxes and melted for salinity measurements using a
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conductivity sensor with an accuracy of 0.01 ppt. The small-scale
strength was measured by compressing the 17.5-cm-long ice samples
from the sail and consolidated layer with cross-sectional diameters of
7.2 cm in a mobile compression machine (KOMPIS). The measurements
were conducted a few meters from the sampling site within 10min of
sampling on May 26 (Tair −4.2 °C) in R2, May 29 (Tair −4.3 °C) in R1
and June 13 (Tair −0.4 °C) in R3. A saw with two parallel blades se-
parated by distances equivalent to the necessary sample length ensured
that the sample ends were parallel and sample lengths were consistent.
The nominal strain rate was 10−3 s−1, and previous studies have pub-
lished results obtained using the same machine (Høyland, 2007; Moslet,
2007; Shafrova and Høyland, 2008). Unfortunately, a thin steel bracket
between the load cell and lower plate that compressed the ice sample
was missing during N-ICE2015. This resulted in a small gap between the
load cell and lower plate, which had to be compensated for by the
combined compliance of the machine and load cell. Subsequent service
and recalibration of the machine showed that the measured loads
(0.3–5 kN) were consistently underestimated by approximately 2 kN.

Despite this error, we judged the relative load difference to be valid,
even though the absolute values of the loads (and thus, the ice
strengths) are erroneous. The machine stiffness was accounted for in the
effective modulus (or secant modulus) calculation, which was described
in Timco and Frederking (1984), and the machine stiffness value pro-
vided in Moslet (2007) was used.

4. Results and discussion

4.1. Overview

A total of four ridges (R1, R2, R3 and R4) on two ice floes (Floes 3
and 4) were investigated. The goal was to investigate changes in the
rubble macroporosity, ridge drilling resistance, and small-scale uniaxial
compressive strength of the consolidated layer. Fig. 4 shows the air
temperature (2-m-level), wind speed (10-m-level) and drift speed
measurements from a meteorological tower moored on each floe ap-
proximately 300–400m away from the ship (Cohen et al., 2017;

Fig. 1. a) Drift trajectories of all four floes visited during the N-ICE2015 expedition and b) drift trajectories of Floe 3 and Floe 4 when ice ridge work was conducted.
The distance to the ice edge on Floe 3 was approximately 200 km on April 26 and 40 km on June 5, and on Floe 4, the distance was approximately 70 km on June 9
and 15 km on June 17 (Oikkonen et al., 2017).

Table 1
Overview of activities related to Floes 3 and 4. The RV Lance GPS positions and temperatures are given at 12 AM on the relevant date. See Table 2 for results.

Date RV lance location Activity Feature Temperature, °C

Latitude °N Longitude °E Air

Floe 3 29 April 82.0676 13.4587 OTB R1 −13.9
22 May 81.0621 8.7698 MAP R1 −11.1
24 May 80.8935 8.5268 MAP R2 −7.7
26 May 80.8219 8.3246 COMP, TS R2 −4.2
27 May 80.7849 8.0394 TS R1 −5.3
28 May 80.7431 7.8077 GRAD R2 −4.8
29 May 80.7123 7.3613 COMP R1 −3.7
31 May 80.6942 6.3963 MAP, TS R2 −4.3
02 June 80.5728 5.5484 GRAD R2 −0.5
03 June 80.4363 5.0313 CORE, MAP R2/R1 −0.2
04 June 80.2770 3.8751 −0.3

Floe 4 10 June 81.0354 14.2823 MAP, TDS R3 −1.9
12 June 80.7629 12.0677 MAP, OTB R4 −0.8
13 June 80.6239 10.7006 COMP R3 −0.4
17 June 80.4758 7.8862 MAP, TS, TS R3 1.7

R4

COMP: Small-scale compression tests.
OTB: Oceanic Thermistor Buoy deployment.
CORE: Sampling cores to bring back to UNIS.
MAP: Ridge cross-sectional drilling.
TS: Temperature and salinity profile core.
GRAD: Ice block measurement.
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Hudson et al., 2015). The ocean current at 1m below the level ice was
measured a few hundred meters away from the ship in a turbulent in-
strument cluster (TIC) (Peterson et al., 2017). Ridge R1 (maximum
thickness of 13m and length of 200m) formed before April 18, and the
ridge was still intact when the ship left Floe 3 on June 5. The ridge was
instrumented with a thermistor string (accuracy 0.1 °C) on April 29,
which logged hourly temperatures until June 1. Ridge R2 (maximum
thickness of 5m and length of 500m) formed during a storm when a
refrozen lead was pushed against the thicker level ice from April
26–April 30, and this ridge broke up on June 4. The formation and
break up of R2 was captured by the ship's radar (Haapala et al., 2017)
and observed from the ship. During the storm, the peak wind speed was
14.3 m/s (Cohen et al., 2017), and the snow cover was approximately
2 cm (Rösel et al., 2016). Ridges R3 (maximum thickness of 6m and
length of 75m) and R4 (maximum thickness of 9m and length of
150m) both formed before June 8.

4.2. Macroporosity and ridge structure evolution

4.2.1. Ridges R1 and R2
The macroporosities, geometries (including thicknesses), and

average temperatures of the different parts of the four ridges are pro-
vided in Table 2. The transition from the main phase to the decay phase
occurred at the beginning of June (Table 1 and Fig. 4a). Therefore,
ridges R1 and R2 were mapped toward the end of the main phase (in
May), whereas ridges R3 and R4 were measured during the decay phase
(in June). Ridges R1 and R2 were mapped twice so that temporal de-
velopment could be evaluated. Only ridge R2 featured level ice at the
boundaries of the drill transect, which allowed the ridge cross-section
width to be estimated. Level ice thickness was measured repeatedly
throughout the expedition (Rösel et al., 2016). The surrounding level
ice thickness on the lead from which ridge R2 formed was measured
with an electromagnetic ground conductivity geophysical instrument
(EM-31) along a 1-km-long transect on May 8, May 11, May 18, May 28
and June 1; the mean ice thicknesses with standard deviations on the
respective days were 20 ± 1 cm, 24 ± 1 cm, 23 ± 1 cm, 23 ± 1 cm
and 22 ± 1 cm, respectively. Based on measurements from 18 drill
holes on May 5, the level ice thickness on the refrozen lead was
18 ± 4 cm, and the snow thickness was 2 ± 0.5 cm. For ridges R1, R3
and R4, the ridge width could not be determined, even if the ice

Table 2
Evolution of ridge geometrical properties and temperatures. Geometrical properties were defined in Section 2.2. Each column represents one drill transect. The
notation ± indicates the standard deviation. CoV is the variation coefficient. The consolidated layer thickness (hc) was obtained from both drilling and the break
point between the linear temperature profile above the isothermal rubble (T).

Ridge R1 R1 R2 R2 R3 R4

Date 22.05.15 03/04.06.15 24.05.15 31.05.15 10.06.15 12.06.15
Number of holes 15 11 20 19 11 5
Spacing [m] 2 2 1 1 2 4
Sail height [m] 2.5 1.9 1.3 1.5 1.3 1.8
Max keel depth [m] 10.8 10.6 3.2 3.3 4.8 7.3
Snow thickness [cm] 60 ± 39 61 ± 36 13 ± 17 4 ± 5 73 ± 32 75 ± 49
Ridge area [m2] 153a 141a 28 20 79 101
hc (drilling) [m] 2.5 ± 1.2 2.7 ± 1.4 0.8 ± 0.3 0.8 ± 0.4 2.3 ± 1.4 3.0 ± 1.9
CoV hc [%] 49 49 39 48 60 63
hc (T) [m] 2.6 2.8 (June 1) 0.7 (May 26) 0.9 – –
Ridge width [m] 28b 20b 19.5 19.5 20b 16b

Ridge length [m] 200 200 500 500 75 150
Ridge macroporosity 9% 6% 12% 7% 8% 8%
Sail macroporosity 30% 17% 13% 18% 0% 0%
Keel macroporosity 6% 6% 12% 4% 8% 8%
Rubble macroporosity 11% 10% 25% 16% 22% 27%
Date 27.05.15 01.06.15 26.06.15 31.05.15 10.06.15 17.06.15
Mean sail temperature [°C] −5.6 −5.4 −4.0 −2.4 −1.5 −0.9
Mean hc temperature [°C] −4.5 −3.5 −2.9 −2.3 −2.1 −1.8
Mean rubble temperature [°C] −1.8 −1.7 −1.9 – −1.8 –

a For ridge R1, the area was computed based on the 11 holes that were drilled twice, equal to a cross-section length of 20m.
b Level ice was not found on either side of the ridge; this is the drill cross-section length.

OTB
2 m

28 m

a) R1

b) R2

20 m

c) R3

d) R3 and R4

2 m

29 m

1 m

R4 R3 

OTB

150 m
75 m

Fig. 2. Ridge measurement sites, where the flags mark the positions of drill
holes: a) R1 on May 22, b) R2 on June 2, c) R3 on June 10, and d) R3 and R4 on
June 23. The ridge width is displayed in a) and b), and the ridge length is
displayed in c). The OTB shows the position of the thermistor chain.
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appeared level on the surface adjacent to the ridge sail.
In ridge R2, the dimensions (length L, width w, thickness hb and tilt

α) of 101 ice blocks were measured in an approximately 100m2

polygon, which was centered on the drilling transect.
Table 3 provides an overview of the measured ice block dimensions,

which include hb, L, w and α of N=101 ice blocks in the R2 ridge sail.
Fig. 5 shows the ice-block length compared to thickness as well as the
ice-block-thickness histogram. The large block thickness variations
(from 5 to 65 cm) have two possible explanations. First, the level ice on
the lead may have been thicker on the lead edges compared to the lead
center. Second, rafting likely occurred. Hopkins et al. (1999) showed
that during thin ice ridging, rafting was often observed. Bonnemaire
et al. (2003) also found a large variation in ice-block thicknesses in one
Barents Sea ridge (20–190 cm) and separated the variations into three
block thickness groups, which were 1, 2 and 3 times the level ice
thickness from which the ridge was formed. Bonnemaire suggested that
the level ice rafted, broke and piled during ridging. The R2 block
thicknesses (Fig. 5b) can also be divided into three groups of

approximately 1, 2 and 3 times the level ice thickness (5–20 cm,
20–40 cm and 40–65 cm, respectively). These thicknesses indicate that
the ridge was formed from level ice on the refrozen lead rafting,
breaking and piling against the thicker level ice.

Ridges R1 and R2 were both exposed to the same meteorological-
oceanic environment, but the consolidated layer thickness (hc) in R1
was greater than that in R2, mainly because R1 was exposed to a larger
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Fig. 3. Features of an ice ridge including: the ridge sail,
consolidated layer and rubble. The light blue colour is snow
cover, the dark blue is water surface, and the black lines are
ridge boundaries. The vertical lines are drill holes, the light
gray shading is ice, and the dark gray sections of the vertical
lines represent voids. This figure shows R1, which was drilled
on May 22. (For interpretation of the references to colour in
this figure legend, the reader is referred to the web version of
this article.)

Apr/18 Apr/28 May/08 May/18 May/28 Jun/07 Jun/17 Jun/27

A
ir 

te
m

p 
[° C

]

-20

-15

-10

-5

0 Floe 3

Floe 4

a)

Apr/18 Apr/28 May/08 May/18 May/28 Jun/07 Jun/17 Jun/27

W
in

d 
sp

ee
d 

[m
/s

]

0

5

10

15

20
b)

D
rif

t s
pe

ed
 [m

/s
]

0

0.2

0.4

0.6

0.8

Wind speed
Drift speed

Apr/18 Apr/28 May/08 May/18 May/28 Jun/07 Jun/17 Jun/27

C
ur

re
nt

 [c
m

/s
]

0

0.1

0.2

0.3

0.4

0.5

c)

Fig. 4. Hourly time series of a) air temperature, b) wind and drift speeds and c) current speed. The dashed line separates the data collected on Floe 3 (left side) and
Floe 4 (right side).

Table 3
Ice block measurements for ridge R2 where hb is the thickness, L is the length, w
is the width, α is the tilt, N is the number of ice blocks, and STD is the standard
deviation.

hb [m] L [m] w [m] α [°] L/hb [−] w/hb [−] L/w [−] N [−]

Maximum 0.6 2.6 1.8 90 11.6 8.3 3.8 101
Average 0.17 0.59 0.38 32 4.0 2.6 1.6 101
STD 0.13 0.51 0.35 29 2.1 1.4 0.4 101
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number of freezing degree days (FDD) and formed from thicker level
ice. The mean hc based on drilling was 2.5m in R1 on May 22, 2.7 m in
R1 on June 3/4, 0.8m in R2 on May 24, and 0.8 m in R2 on May 31.
Based on the temperature gradients (see Fig. 6), the hc was 2.6m in R1

on May 22, 2.8m in R1 on June 1, 0.7m in R2 on May 26, and 0.9m in
R2 on May 31; this finding indicates that the difference between mean
hc obtained from drilling and temperature gradients was± 0.1 m. For
ridges R1 and R2, the maximum-to-average ratio for hc (from drilling)
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Fig. 5. Morphology of ice blocks in the R2 ridge sail. a) Ice-block thickness vs. length and b) ice-block-thickness histogram.

-15 -10 -5 0 5 10 15

D
ep

th
 [c

m
]

-800

-600

-400

-200

0

200

May 27

S
cl

=4.9ppt

b) R1 May 22-June 1

→ Cl
May 22Cl

June 1
→

-15 -10 -5 0 5 10 15
-800

-600

-400

-200

0

200

a) R1 April 29-May 22

→Cl
Apr 29

Cl
May 22

→

-15 -10 -5 0 5 10 15

-100

0

100

R2 May 26

S
cl

=6.8ppt

c)

Cl
May 26

→

-15 -10 -5 0 5 10 15

D
ep

th
 [c

m
]

-100

0

100

d)

S
cl

=4.9ppt

R2 May 31

Cl
May 31

→

-15 -10 -5 0 5 10 15
-800

-600

-400

-200

0

200

S
cl

=4.4ppt

e) R3 June 10

 Temp [°C] Sal [ppt]
-15 -10 -5 0 5 10 15

D
ep

th
 [c

m
]

-800

-600

-400

-200

0

200

f)

S
cl

=5.0ppt

 Temp [°C] Sal [ppt]

June 17R4 June 12-June 28

keel
June 12

→

keel
June 28

→

Fig. 6. In situ TS profiles. In R1 and R4, the temperature was measured in the thermistor chains, and the hourly data for each node were averaged for the entire day
(dark gray lines). In R2 and R3, the temperature was measured in the ice cores (black lines). The vertical light gray line shows the approximate freezing point. The
blue dashed line represents the water level. Scl shows the mean salinity of the consolidated layer. The gray shading is equal to ±h STD0.5c , which was obtained from
mechanical drilling. The temperature was measured as follows: a) R1 on April 29–May 22, b) R1 on May 22–June 1, c) R2 on May 26, d) R2 on May 31, e) R3 on June
10 and f) R4 on June 12–June 28. Salinity was measured as follows: a) no salinity measurement b) R1 on May 27, c) R2 on May 26, d) R2 on May 31, e) R3 on June 10
and f) R4 on June 17. Dates for mechanical drilling include the following: a) R1 on May 22, b) R1 on June 3/4, c) R2 on May 24, d) R2 on May 31, e) R3 on June 10,
and f) R4 on June 12. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Å. Ervik et al. Cold Regions Science and Technology 151 (2018) 196–207

202



was an average of 2 (1.85–2.30), and the minimum-to-average ratio
was an average of 0.47 (0.35–0.56). These numbers are slightly less
varied than are the corresponding values (2 and 0.38) of the four ridges
measured in the Barents Sea in the spring by Høyland (2007), whereas
the variation was larger than that of the corresponding values (1.61 and
0.51) measured by Timco and Burden (1997). The variation in hc is due
to both the subjective transition observation and the natural variation
in the ice block orientation inside the consolidated layer. Obtaining
accurate hc measurements is difficult; however, obtaining drilling and
temperature data is the only currently available technique.

Considerable rubble transformation occurred in R2 (rubble macro-
porosity decreased from 25% to 16% between May 24 and May 31),
whereas little transformation occurred in R1 (macroporosity changed
from 11% to 10% between May 22 and June 3/4). The R1 sail mac-
roporosity decreased, which caused a decrease in the ridge macro-
porosity from 9% to 6%. In contrast, the decreasing ridge macro-
porosity in R2 (from 12% to 7%) was due to keel processes.
Additionally, the sail macroporosities were derived from a relatively
small number of drill holes, and therefore, the measured values are less
certain.

The keel and rubble macroporosities were constant in R1 (6% and
11%–10%, respectively), whereas both the keel and rubble macro-
porosities decreased in R2 (from 12% to 4% and from 25% to 16%,
respectively). Both Kharitonov (2008) and Høyland (2007) reported
similar values. We suggest that the different ice rubble macroporosities
in R1 and R2 are mainly caused by different permeabilities in these
ridges. Ridge R1 was larger, colder and older, whereas R2 was a
younger, smaller ridge that formed from warm ice. Ridge R1 was ex-
posed to a longer history of heat transport from the warm ocean in
comparison to R2, which resulted in a lower rubble macroporosity. The
differences in driving forces, initial level ice and snow thickness also
affect the initial rubble macroporosity. The Surkov (2000) model and
mean ice-block length to thickness ratio in R2 ( =L h/ 4.0b ) give an
initial macroporosity of approximately 45%, which is the same as that
measured in a young, first-year ridge (Høyland, 2007). The snow cover
on the refrozen lead, from which R2 was formed, was thin (approxi-
mately 2 cm); thus, we expect few snow-filled voids and a negligible
effect on the initial rubble macroporosity. Ice-block and initial snow-
thickness data were not collected for R1.

The melt rates were similar: 0.92m2/day in R1 and 1.14m2/day in
R2 (both over a width of 20m). The water temperatures increased to
approximately 0.1 °C above freezing, and the turbulent oceanic flux
(qocean) was in the range of 10–15W/m2 during Floe 3 (Peterson et al.,
2017). Eq. (1) expresses a simple way of estimating the melt rate (dh/
dt) when the oceanic flux (qocean) is known. ρi and l are the ice density
and latent heat of formation, respectively.

=

⋅ ⋅

h
t

q
ρ l

d
d (ice fraction)

ocean

i (1)

Using Eq. (1), the 10–15W/m2 oceanic heat flux would melt
0.3–0.4 cm/day of level ice with an ice fraction of 0.8, ice density ρi of
917 kg/m3 and a latent heat of fusion l equal to 333.4 kJ/kg. This would
result in a melt rate equal to 0.07–0.11m2/day over 20m width, which
is only approximately 10% of the observed reduction in keel depths.
Along with the findings of Amundrud et al. (2006), Ekeberg (2015) and
Hansen et al. (2015), this observation indicates that first-year ridge
keels melt more easily than the level ice. This phenomenon may be due
to (at least) two reasons: a) ridge keels penetrate deeper than level ice
and have a greater exposure area, and b) first-year ridge keels are more
permeable than are level ice. Additionally, a reduction in keel depth
results from rubble packing as well as a corresponding reduction in
rubble macroporosity and from sail melting, which causes percolating
water to freeze in the interstices. Turbulent oceanic heat flux mea-
surements for Floe 4 were in the range of 20–400W/m2 (Peterson et al.,
2017). Thermodynamic calculations presented in Shestov et al. (2018)

indicate that the observed keel melt in R4 (2m from June 12 to June
28, Fig. 6f) coincided with an oceanic heat flux equal to 298W/m2.

4.2.2. Ridges R3 and R4
Ridges R3 and R4, which were investigated during the decay phase,

were only mapped once, and thus, no temporal development can be
described. The R3 and R4 consolidated layer thicknesses (2.3 and 3.0 m,
respectively) were similar to those of R1. The nearly isothermal data
ceases to show the transition from the consolidated layer to the rubble
(see Fig. 6e and f). The surface melting progressed to a point where the
sail macroporosities decreased to zero, and both ridges were nearly
isothermal (a portion with relatively cold temperatures remained in R3,
Fig. 6e). Moreover, upon bottom melting onset, an increasing amount of
ice slush was observed in the drill holes. Thus, as melting progressed, it
became increasingly difficult to feel the transition between the con-
solidated ice and rubble during drilling, and the structural measure-
ments in R3 and R4 were less certain. For ridges R3 and R4, the max-
imum-to-average ratio for hc was an average of 1.95 (1.83–2.07), and
the minimum-to-average ratio was an average of 0.3 (0.15–0.45). These
numbers show larger variations than do both of the corresponding
values (2 and 0.38) obtained by Høyland (2007), by Timco and Burden
(1997) (1.61 and 0.51), and (2 and 0.47) in R1 and R2.

The rubble macroporosities (22% in R3 and 27% in R4) were higher
than those in R1 and more in line with the previously reported values of
30–35% (Høyland, 2007; Leppäranta and Hakala, 1992; Leppäranta
et al., 1995; Strub-Klein and Sudom, 2012). Furthermore, the high
rubble macroporosity (compared to the ridge and keel macroporosities)
of ridge R3 (22%) appear to be partly due to the small volume of rubble
and a single large void (Fig. 7c) inside the rubble. By removing the hole
with the single large void, the calculated rubble macroporosity is 6%,
instead of 22%. To obtain the actual rubble macroporosity, the spacing
between the holes should be reduced. The number of holes penetrating
the rubble and the spacing between the holes, respectively, were as
follows: 13 holes and 2m in R1 (May 22), 10 holes and 2m in R1 (June
3/4), 10 holes and 1m in R2 (May 24), 5 holes and 1m in R2 (May 31),
8 holes and 2m in R3 (June 10) and 4 holes and 2m in R4 (June 12).

The rubble macroporosities in our four studied ridges ranged from
10% to 27% and were measured using the same equipment and method.
The two macroporosity reducing processes described by Shestov and
Marchenko (2016a,b) may explain the measured macroporosity devel-
opment. First, the strong non-linear specific heat capacity
(Schwerdtfeger, 1962) during heating results in a transformation from
macro to microporosity. Second, a cyclic change in the water salinity,
which was caused by percolation of fresh meltwater inside the rubble
cavities would draw energy out of the rubble and contribute to further
consolidation and reduction in the macroporosity. This process occurs
without measured temperature gradients, and thus, to understand
macroporosity reducing processes, the salinity inside the rubble cavities
should be continuously measured in a future experiment. Mechanical
erosion, flushing, gravitational adjustments and drift-induced turbu-
lence may also affect the ridge structure and macroporosity.

4.3. Evolution of drilling resistance and strength in relation to physical
properties

4.3.1. Drilling resistance
The drilling resistance was greater in cold ice (T < −1.8 °C) than

that in warm ice (T≈−1.8 °C). The ice was soft throughout ridges R3
(Fig. 7e) and R4 (Fig. 7f) on June 10 and 12, respectively, when both
ridges were nearly isothermal (a small region of relatively cold tem-
peratures remained in R3) (cf. Fig. 6e and f). Drilling hardness was
measured in R1 on May 22 and June 3/4, in R2 on May 24 and May 31,
in R3 on June 10, and in R4 on June 12. Repeated measurements of
drilling hardness (next to one another in Fig. 7a–d) were used to
quantify the transition from main phase to decay phase. For ridges R1
and R2, the drilling resistance of the sail and consolidated layer
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decreased between measurements. The drilling resistance decrease was
consistent with the ice temperature increase.

4.3.2. Small-scale strength
Small-scale uniaxial compressive strength field tests were completed

for 21 samples in both the sail and consolidated layer. Consistent with
the drilling resistance, the small-scale compressive strength measured
in R1, R2 and R3 decreased when the in situ ice temperatures increased.
Because of the measurement error described in Section 3.3, the strength
and effective modulus were normalized by the maximum stress, which
was measured among all ridge samples (σmax). The strength values
ranged from 0.06∙σmax to 1∙σmax, and the ice temperatures ranged from
−1.8 °C to −6.9 °C. Fig. 8 shows the uniaxial compressive strength,
effective modulus, ice TS of ice sample vertical profiles from the sail
and consolidated layer. A horizontal or vertical sample refers to the
cylindrical sample height orientation. The load was consistently applied
along the cylindrical sample height. Ice TS (Fig. 8) were measured in a

separate ice core, which was sampled a few centimeters from the core
used in the strength test. For ridge R1, the ice temperature was obtained
using the OTB 908-20. The coldest ice temperature (−6.9 °C) was
measured in the R1 consolidated layer, which also yielded the highest
measured strength value σmax. Fig. 9 displays the mean strength and
standard deviation compared to temperature rounded to the closest
integer. The salinity obtained from the compressed samples were ex-
pected to under-predict the actual sample salinities due to brine drai-
nage (Poplin and Wang, 1994). Therefore, we used separate cores to
obtain the salinities and temperature. The brine volumes and strengths
were averaged across the sail thickness and consolidated layer to pre-
sent the overall change in strength with increasing ice temperatures.

The average brine volumes were estimated (Cox and Weeks, 1983;
Leppäranta and Manninen, 1988) under a constant density assumption
of 0.881Mgm−3, which was equal to the average density measured in
the R2 samples. The average brine volume was 4.7% for R1 (salinity
and temperature were measured on May 27 and May 29, respectively),

R1: width [m], May 22
0 10 20 30

D
ep

th
 [c

m
]

-1200

-1000

-800

-600

-400

-200

0

200

400
a)

R1: width [m], June 3 & 4
0 10 20 30

-1200

-1000

-800

-600

-400

-200

0

200

400
b)

R2: width [m], May 24
0 10 20 30

D
ep

th
 [c

m
]

-400

-200

0

200
c)

 R2: width [m], May 31
0 10 20 30

-400

-200

0

200
d)

R4: width [m] June 12
0 10 20 30

-1200

-800

-400

0

400
f)

R3: width [m], June 10
0 10 20 30

D
ep

th
 [c

m
]

-1200

-800

-400

0

400
e)

Fig. 7. Cross-sectional drilling of ridges. The light
blue line is the snow thickness, the dark blue line is
water freeboard, and the black lines are ridge
boundaries. The thick vertical lines represent the drill
holes: red is hard ice, orange is medium-hard ice,
yellow is soft ice, light blue is snow ice, and dark gray
represents voids. a) R1 drilled on May 22, b) R1
drilled on June 3 and 4, c) R2 drilled on May 24, d)
R2 drilled on May 31, e) R3 drilled on June 10, and f)
R4 drilled on June 12. Note that ridge R2 (c, d) is
plotted at half the scale of R1 (a, b) and R3 (e, f). (For
interpretation of the references to colour in this
figure legend, the reader is referred to the web ver-
sion of this article.)
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6.4% for R2 (May 26) and 10.4% for R3 (June 10). The average nor-
malized compressive strengths were 0.4∙σmax for R1 (11 samples on May
29), 0.2∙σmax for R2 (6 samples on May 26) and 0.2∙σmax for R3 (4
samples on June 13). The strength decreased until the ice temperature
approached −3 °C (Fig. 9). For the ice samples tested on May 26 and
June 13, the average temperature increased (from −5.5 °C to −2.3 °C)
and the average brine volume increased (from 4.7% to 10.4%), whereas
the average strength decreased (from 0.4∙σmax to 0.2∙σmax).

A similar development in borehole strength was measured by
Johnston (2006) who found that the borehole strength continuously

decreased until the ice became isothermal at −1.8 °C. When the ice
became isothermal (in July and August), the brine drained and was
replaced by air; thus, additional radiation increased the gas pocket
volumes and increased the microporosity. The increase in gas volume
and microporosity was visually observed in the ice cores. Johnston
(2006) further suggests that when the microporosity reaches 15–20%,
the strength changes very little with increasing microporosity. Moslet
(2007) shows the same pattern for the horizontal level ice uniaxial
compressive strength, which is similar to the consolidated layer
strength. Høyland (2007) also found uniaxial compressive strength
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values to level out for microporosity values above 15–20%.
The University Center in Svalbard (UNIS) conducted field mea-

surements of decaying ice strength using the same compression ma-
chine (KOMPIS) as used for our measurements. From 2004 to 2011,
several annual expeditions were performed on the Arctic ice cover
offshore of Svalbard. During these expeditions, the small-scale strengths
of> 3000 ice samples were measured in the field via uniaxial com-
pression (with KOMPIS). Among these expeditions, one was conducted
on decaying ice on June 7–8, 2004 in the Van Mijen Fjord of Svalbard
(data from Moslet (2007)). During this expedition, 45 vertical samples
of level ice were compressed. The temperature, salinity and density of
each sample were also measured. The results from these measurements
are shown in Fig. 10. When the ice was at or warmer than −1.8 °C, any
increases in the brine volume had a negligible effect on the ice strength.
The correlation between strength and microporosity was similar to that
between strength and brine volume. The gas volume did not change
with increasing temperature. Similar to Johnston (2006), Moslet (2007)
and Høyland (2007), the sample ice strengths collected from the Van
Mijen Fjord rapidly decreased until the ice cover reached an isothermal
state, and the brine volume exceeded 15–20%; at this point, the ice
strength remained constant and was unaffected by further increases in
brine volume. Measuring the strength and physical properties of the
decaying ice was difficult because the air temperature exceeded Tf,
which enhanced the brine drainage. More data are required to better
understand how changes in microporosity affect the strength in de-
caying ice.

4.3.3. Effective modulus
The effective (elastic) modulus profiles were similar to the com-

pressive strength profiles (Fig. 8), where an increase in temperature
resulted in a decrease in effective modulus. Taking the stiffness of the
testing machine (KOMPIS) into account produced only a negligible ef-
fect (a maximum increase of 5%) on the sample's effective modulus. For
vertical level ice samples tested in the field using KOMPIS, Moslet
(2007) found that the microporosity had a strong effect on the elastic
modulus, and the elastic modulus continuously decreased with in-
creasing microporosity. Although the elastic modulus (Moslet, 2007) is
not directly comparable to the effective (secant) modulus (N-ICE2015-
data), the effective modulus decreased until the ice reached an

isothermal state, which is similar to the changes in strength. Further-
more, the increased ice temperature induced an increase in brine vo-
lume as well as microporosity. However, when the ice temperatures
were isothermal, both the strength and effective modulus remained
constant and were unaffected by further increases in microporosity.

4.3.4. Observed failure modes
During N-ICE2015, all the compressed samples were ductile except

for the two strongest (σmax and 0.6∙σmax) and coldest (−6.9 °C and
−6.2 °C) R1 samples. The decaying ice failure mode was also observed
via uniaxial compression tests on vertical level ice samples, which were
tested in the field in 2004 in the Van Mijen Fjord, and the data are from
(Moslet, 2007). According to these measurements, 92% of the level ice
samples of decaying ice experienced ductile failure. For samples colder
than −1.8 °C, only 33% of the samples experienced ductile failure. All
level ice samples (sampled in Van Mijen Fjord in 2004 displayed in
Fig. 10) with microporosities above 15–20% experienced ductile
failure. The correlation between microporosity and failure mode in ice
ridge samples was also measured in the field by Høyland (2007), who
found that 96% (total 129 samples) experienced ductile failure when
the microporosity was above 15–20%. Moreover, Moslet (2007) showed
that level ice samples with gas volumes> 7% failed in a ductile
manner. However, ductile failure was not observed in the ridge samples
tested by Høyland (2007). Moslet (2007) and Høyland (2007) both used
the same experimental setup and equipment, which are described in
Section 3.3. The averages and standard deviations of the strength,
temperature and brine volume of the 2004 data in Fig. 10 were
6 ± 1MPa, −2.1 ± 0.2 °C and 0.10 ± 0.01, respectively, for the
brittle samples and 1 ± 1MPa, −1.3 ± 0.7 °C and 0.20 ± 0.10, re-
spectively, for the ductile samples. This finding indicates that the de-
caying ice was ductile, and the strength changed less with the brine
volume (microporosity) than that with the brittle samples (see Fig. 10).

5. Conclusions and recommendations

In this paper, we have presented measurements obtained from
drifting ice in the Arctic Ocean in May and June 2015. The changes in
rubble macroporosity, ridge drilling resistance and the sail and con-
solidated layer strengths were investigated. The repeated measure-
ments showed that the rubble macroporosity in the decaying saline
first-year ridges decreased and reached a minimum measured rubble
macroporosity of 10%. We suggest that the rubble macroporosity in
saline ridges continuously decreases over the life of a first-year ridge
and that the process accelerates during the decay phase. A decrease in
drilling resistance was observed as the in situ ice temperature in-
creased. The ice drilling resistance varied with depth in the ridges
during the main phase, whereas the drilling resistance was soft through
all ridge depths during the ridge decay phase. Furthermore, the de-
creasing trend of drilling resistance and measured uniaxial compressive
strengths of the sail and consolidated layer were all in agreement. After
the ice reached an isothermal state of approximately −1.8 °C, the brine
volume increased, whereas the ice strength remained constant. This
process is not fully understood; however, it may be connected to the ice
failure mode. For ductile ice failures at temperatures close to Tf, the
strength appears less dependent on changes in microporosity than does
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colder ice, which exhibits brittle failures.
Measuring strength in decaying ice is difficult, and more data are

required to fully understand how the strength in decaying ice is affected
by brine volume, especially to rule out equipment limitations. To un-
derstand the processes inside the rubble that occur without measured
temperature gradients, salinities should be continuously measured in
future investigations. Furthermore, the currently used technique for
obtaining the macroporosity is uncertain due to factors such as drill
chips filling the boreholes, drill auger jams, bending of drill augers and
subjective observations made by the drill operator. To eliminate these
uncertainties, more advanced measurement techniques should be ex-
plored.
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A B S T R A C T

Four ice ridges (R1, R2, R3, and R4) were studied during the spring of 2015 in the Arctic Ocean. During the
Norwegian Young Sea Ice expedition (N-ICE2015) from January 11 to June 23, the R/V Lance was moored at
four different ice floes (Floe 1, Floe 2, Floe 3, and Floe 4) and drifted along with them. Ice ridge studies were
performed on Floe 3 (R1, R2) and Floe 4 (R3, R4). From May 21 to June 23, all ice ridges were drilled several
times for structural measurements and cored for physical property measurements. In addition, ridges R1 and R4
were instrumented with Oceanetic thermistor buoys, model 908-20 (OTB 908-20), which remotely logged the
vertical temperature profile through the sail and keel of the ridges from April 29 to June 28. After combining
these datasets, we obtained thermodynamic properties and evaluated heat budgets of the ridge keels in R1 and
R4. Ridge R1 was measured during the transition from the main phase to the decay phase, and ridge R4 was
measured during the decay phase. In R1, a 3–4W/m2 upwards vertical conductive heat flux through the keel was
calculated, which caused cooling of the keel and the growth of new ice (i.e., 0.5m over 22 days from May 5 to
May 27, as observed by temperature readings). The total amount of heat extracted from the keel was spent on
cooling the keel and growing new ice in fractions of 0.4 and 0.6, respectively. In R4, a downwards vertical
conductive heat flux (up to 2W/m2) transported energy into the keel through the top surface of the keel, while
the bottom of the keel melted (i.e., 1.6 m over 12 days from June 12 to June 24) due to the oceanic heat flux.

1. Introduction

Ice ridges are key ice features in both an engineering and a geo-
physical context. They provide quasi-static design forces on marine
structures when icebergs are not a threat and constitute a significant
portion of the ice volume (Hansen et al. (2013)). The role of ice ridges
in the global heat and mass balance has not been studied extensively;
particularly, their role in thinning Arctic sea ice cover (Kwok et al.,
2009) needs to be better quantified. As more of the Arctic sea ice be-
comes first-year ice (Maslanik et al., 2011), a larger fraction of the total
volume will become first-year ridges. An essential difference between
first-year ridges and old ridges is that the former melt more easily;
therefore, the Arctic ice cover as a whole has become more sensitive to
global warming.

Three essential properties concerning the consolidation and melting
of first-year ice ridges are the thickness of the consolidated layer, the
keel depth (and keel volume) and the rubble macro-porosity (i.e., the
macro-porosity of the unconsolidated layer). All of these vary through
the life of a first-year ice ridge, and three state phases can be identified:
a) an initial phase, b) a main phase and c) a decay phase. The initial

phase is characterized by the presence of reserved cold energy in the ice
blocks in the rubble, which is extracted into the surrounding sea waters
and spent on forming freeze bonds between ice blocks. Parallel atmo-
spheric cooling causes the spreading of the freezing front from the sea
surface downwards. Thus, a portion of the upper part of the keel may
have a typical linear temperature profile, but the temperature profile in
the keel is mainly inconsistent in the spatial dimension and irregular
through its depth. The initial phase lasts until all reserved cold energy is
extracted, and the temperature profile becomes isothermal (despite the
upper portion of the linear profile).

Subsequently, the main phase starts and the cold air aloft cools the
ridge from above. During both the initial and main phases, oceanic
turbulent heat fluxes are low. This results in a growing consolidated
layer, and the erosion of water exposed portions of the bottom of the
keel. During the main phase, most of the consolidated layer is being
developed.

In the decay phase, the ridge is heated both from above and below.
A practical definition of the beginning of the decay phase is when the
air temperature exceeds 0 °C. It takes some time before the entire ridge
becomes isothermal (depending on the snow insulation, the sail
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thickness, and the thickness of the consolidated layer), and the con-
solidated layer will continue to grow as long as the temperature gra-
dient is positive close to its bottom. Below the ridge, temperature in the
upper ocean layers usually exceeds the freezing point so that melting
accelerates. Surface melting produces fresh water drizzling down into
the keel. By the end of this phase, it is the end of summer; the ridge has
either completely melted/disintegrated or has transformed into a
second-year ridge. The processes during late spring and summer (i.e.,
the decay phase) that transform the first-year ridge into a second-year
ridge are not completely understood but include both mechanical ero-
sion and thermal effects that are accompanied by a keel collapse.
Additionally, Shestov and Marchenko (2016a) and Shestov and
Marchenko (2016b) performed laboratory and numerical calculations
and demonstrated two macro-porosity reducing effects without a ver-
tical negative temperature gradient in the consolidated layer. First, they
showed how the strongly nonlinear specific heat capacity
(Schwerdtfeger, 1963) causes a transformation from macro- to micro-
porosity of the keel under heating (i.e., the penetration of fresher and
warmer water into keel cavities). Second, they demonstrated how a
cyclic change in different salinities of water in these cavities sucks the
energy out of the ridge and contributes to further consolidation and
reduction in macro-porosity.

Two studies from Strub-Klein and Sudom (2012) and Timco and
Burden (1997) resulted in comprehensive literature reviews on ridges
starting in 1976. Very few ridge studies investigated the seasonal de-
velopment of ridges; the exceptions are, to the authors' knowledge,
Leppäranta et al. (1995), Blanchet (1998), Høyland (2002) and Strub-
Klein and Høyland (2011). The three latter papers mostly addressed the
consolidated layer, whereas Leppäranta et al. (1995) measured seasonal
ridge development that extended into the decay phase (e.g., the con-
solidated layer, temperature profiles, keel depth, volume and the
macro-porosities of ridge and rubble).

N-ICE2015 (Granskog et al., 2016) was a multidisciplinary expedi-
tion that had the primary objectives to understand the effects of the
new, thinner and first year sea ice regime in the Arctic on energy fluxes,
ice dynamics and the associated ice ecosystem. The expedition was
conducted at four different drifting stations (i.e., Floe 1–Floe 4) in the
period from January 11 to June 23 in the pack ice north of Svalbard
(Fig. 1). The research vessel Lance was moored to the ice and drifted
along with it. Such a research platform provided an excellent oppor-
tunity to gain a better understanding of morphological and thermo-
dynamic changes occurring during the ice ridge summer transformation
process. Through collaboration with the Centre for Research-based In-
novations' “Sustainable Arctic Marine and Coastal Technology”
(SAMCoT), a systematic study of the seasonal development of first-year
ice ridge properties in the late main phase and the early decay phase
was conducted. This paper mainly provides insights into how

thermodynamic processes affect the growth of the consolidated layer
and the melting of the keel during the transition from the main phase to
the decay phase. A companion paper (Ervik et al., 2018) presented
measurements on the development of rubble macro-porosity and the
strength of the consolidated layer and sail.

2. Expedition and data collection techniques

An overview of the N-ICE2015 is given by Granskog et al. (2016),
and the work and data collection on the ice ridges presented in this
paper were conducted on Floe 3 and Floe 4 from April 29 to June 5 and
from June 9 to June 28, respectively (Fig. 1a). Floe 3 was several
kilometers in size; the distance to the ice edge was approximately
200 km on April 26 and 40 km on June 5. Floe 4 was smaller than Floe 3
and was closer to the ice edge; the distance to the ice edge was ap-
proximately 70 km on June 9 and 15 km on June 17 (Oikkonen et al.,
2017). During the period of active sampling and cross-sectional drilling,
both Floe 3 and Floe 4 experienced a similar drift through the marginal
zone into open water (Fig. 1b). However, the air temperatures were
different, and Floe 3 thermodynamically transitioned from the main
phase to the decay phase when the air temperature changed from va-
lues near −15 °C to values close to 0 °C. In turn, Floe 4 was observed
during its decay phase with air temperature values near 0 °C during the
entire period (Fig. 2). An overview of the collected ridge data and a
preliminary presentation of results and analysis are given in the fol-
lowing three papers: (Ervik and Shestov, 2016a), (Shestov and Ervik,
2016) and (Ervik and Shestov, 2016b).

We investigated four ice ridges: R1 and R2 on Floe 3, and R3 and R4
on Floe 4. Two Oceanetic thermistor buoys, model 908-20 (OTB 908-
20) (Oceanetic, 2014) were installed: one in R1 and one in R4. In-
struments logged the vertical temperature profile through these ridges
from April 29 to June 1 and from June 12 to June 28, respectively. The
OTB 908-20 is an autonomous ice tracking buoy that is equipped with a
thermistor string. The installation of the buoy itself requires drilling
two boreholes (one hole 15 cm in diameter and one hole 5.1 cm in
diameter) so that the buoy and support mast can be fixed on the sail
surface, respectively (Fig. 3). The string fits into an additional 5.1 cm
diameter borehole and has 35 sensors spaced 30 cm from each other.
The buoy logs the GPS position and the thermistor string readings every
hour and transmits data once a day via an Iridium modem. Data from
all buoys that were deployed during the entire N-ICE2015 expedition
were collected in the dataset, archived and made available to use for
other analyses (Itkin et al. (2015). In this dataset, the OTB 908-20 buoys
deployed on ridges R1 and R4, corresponded to buoys RIDGE_2015a
(IMEI 300234061879260) and RIDGE_2015b (IMEI
300234061874260), respectively.

Cross-sectional drilling, which was used to measure keel geometry

Fig. 1. Drift trajectories of all drifting stations (Floe 1–Floe 4) from the N-ICE2015 expedition (a), and drift trajectories for Floe 3 and Floe 4 during the period of
active sampling and morphology drilling (b), from May 21 to June 5 and from June 9 to June 22, respectively. Note that station Floe 3 drifted south from
approximately 83°N to 80°N, while ridge studies were carried out between 81°N and 80°N.
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and macro-porosity, of all four ridges was performed with a series of
5.1 cm diameter augers; each were 1m in length and were driven by a
combustion powered engine. The rubble macro-porosity was calculated
by dividing the total length of the voids inside the rubble by the length
of the borehole inside the rubble. Temperature, salinity, density and
uniaxial compressive strength were measured in the ice cores extracted
from the ridges using a 7.2 cm diameter core auger, which was driven
by a combustion powered engine. Once a new section of the core was
extracted, single point temperature measurements along the core were
performed using a core thermometer (Ebro, 2016). Based on the time
and equipment availability, density profiles were performed only on
ridges R2 and R3. In the case of R2, a separate core was extracted for
density measurements and transported to the laboratory, where a hy-
drostatic weighing volume estimation method (see Pustogvar and
Kulyakhtin (2016)) was used to calculate the density. In this method,
the sample was weighed in air and paraffin, consequently, where the
density of paraffin was measured with an aerometer (Steclopribor,
1983). In the case of R3, density measurements were carried in situ on
the same core by using a geometry-based volume estimation method.
The core was cut into samples, where sizes and masses were registered
using a caliper and electronic scales (Kern, 2016), respectively. Finally,
the samples were placed inside sealed boxes, melted onboard the vessel
and the salinity of solution was measured using a conductivity meter
(Mettler, 2014).

As a result, ridges R1 and R4 had temperature profile records in
time from the buoys, and several single-time temperature and salinity
profiles of the sail and keel were measured in situ from the cores. For
ridges R2 and R3, we do not have temperature records in time, but we
have several single-time temperature, salinity, and density profiles (the
R2 density profile was performed in the lab afterwards; see above) that
were measured in situ. Therefore, in this paper we focused on the
thermodynamics of ridges R1 and R4 by utilizing results of the density
measurements from ridges R2 and R3. Authors find such an approach
applicable for further analysis because for both Floe 3 and Floe 4, ridges
R1 and R2 and R3 and R4 were in the direct vicinity of each other,
respectively. This allows for a detailed analysis of ridge thermodynamic
properties and heat budget calculations. Measurements on macro-por-
osity and details on the geometrical profiles and cores for all four ridges
are presented in an accompanying paper (Ervik et al., 2018).

3. Governing equations

Using physical properties of ice obtained in the field, we calculated
thermal properties of the ridge keel. Temperature Tsi(z), salinity Ssi(z),
and density ρsi(z) were obtained from the extracted cores. The sea ice
gas volume content was calculated using the results of Cox and Weeks
(1983).

=ν z ν T z S z ρ z( ) ( ( ), ( ), ( )).gas gas si si si (1)

Fig. 2. Air temperature records from OTB 908-20 buoys for ridges R1 (red) and R4 (blue) from April 29 to June 1 and from June 12 to June 28, respectively. The gray
line shows air temperature records from the R/V Lance meteorological station. Drilling and sampling activities on ridges are denoted by MM (morphology mapping)
and TS (temperature and salinity profiles). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 3. Principal scheme of the ice ridge investigation (a) and a detailed scheme of the OTB 908-20 installation (b). Note that the borehole for the thermistor string
had to be approximately 11m long to place all thermistor nodes inside the keel. If the keel was shorter, then some of the nodes would have been placed below the keel
in the water.
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Additionally, temperature profiles θsi(z, t) were registered by OTB
908-20 buoys. Based on these data, the specific heat capacity and
thermal conductivity were calculated using a model from
Schwerdtfeger (1963).

=c z t c θ z t S z( , ) ( ( , ), ( )),si si si si (2)

=k z t k θ z t S z ν z( , ) ( ( , ), ( ), ( )).si si si si gas (3)

Using the calculated thermal conductivity profiles and the measured
temperature profiles, we obtained a vertical heat flux in the solid part
(i.e., the consolidated layer) of the keel due to conduction for both
ridges (R1 and R4)

= −
∂

∂

J z t k z θ z t
z

( , ) ( ) ( , ) ,z si (4)

where ksi(z) is the thermal conductivity and ∂

∂

θ z t
z

( , ) is calculated between
each of the two closest thermistor nodes. In such notations (i.e., the
upwards positive direction of z-axis, which we use in our calculations),
the positive conductive heat flux is defined as transporting energy up-
wards, and the negative heat flux transports energy downwards.

The heat budget of the consolidated layer is based on conductive
heat fluxes entering and leaving the layer through its boundaries
through the internal energy change inside the layer. Since in each ridge
we had only one linear vertical profile of temperature measurements, it
was assumed that the thickness of the ridge had a reasonably uniform
distribution both along the length and width of the ridge. Then, we may
approximate our computational domain of the consolidated layer (CL)
with a 1-D vertical column of unit cross-sectional area that is limited by
two horizontal planes: z= zbottom at the bottom and z= ztop at the top of
consolidated layer. We defined the top of the consolidated layer as the
waterline, and the bottom position changed as the consolidated layer
grew. Denoting vertical heat fluxes through the bottom surface and the
top surface as Jz(zbottom, t) and Jz(ztop, t), respectively, the net vertical
heat flux into the CL is expressed as:

= −J t J z t J z t( ) ( , ) ( , ).CL z bottom z top (5)

If JCL(t) > 0, the consolidated layer, in bulk, is being heated, if
JCL(t) < 0, it is being cooled. The total net transfer of heat into the CL
domain is expressed as follows:

∫=Q t J t dt( ) ( ) ,CL
t

t

CL

0 (6)

where t0 is an arbitrary initial time moment. By analogy with Eq. (6),
the amount of heat transferred through the top surface and the bottom
surface of the consolidated layer can be defined as

∫=Q t J z t dt( ) ( , )top
t

t

z top

0 (7)

and

∫=Q t J z t dt( ) ( , ) .bottom
t

t

z bottom

0 (8)

The heat flux through the bottom of the consolidated layer is caused
by the temperature gradient that is formed due to atmospheric cooling;
as a result, the consolidated layer must be supplied by the latent heat of
fusion released from the ice formation under the consolidated layer.
Thus, the amount of heat transferred through the bottom surface of the
consolidated layer is identical to the amount of heat spent on phase
change (i.e., the growth of new ice) below the consolidated layer:

∫= = −
∂

∂

Q t Q t L ρ η η h
t

dt( ) ( ) (1 ) ,bottom F
t

t

i i b
CL

0 (9)

where Li and ρi are the latent heat of fusion and the density of fresh ice,
respectively; η is the macro-porosity of ice rubble below the con-
solidated layer, ηb is the brine fraction of ice, and hCL is the thickness of
the consolidated layer.

Since the phase change inside the domain is captured by the ef-
fective specific heat capacity, the total change in energy inside the
domain is expressed as:

∫ ∫=
∂

∂

E t ρ z c z t θ z t
t

dzdt( ) ( ) ( , ) ( , ) ,CL
t

t

z

z

si si

bottom

top

0 (10)

where ρsi and csi are density and the specific heat capacity of sea ice,
respectively.

The total net heat transfer into the domain (Eq. (6)) is spent on
changing the internal energy inside the domain (Eq. (10)) (i.e., on the
changing temperature profile under a given specific heat capacity
profile); therefore, the following should be true:

=Q t E t( ) ( ).CL CL (11)

4. Results

Both ridges R1 and R4 were covered with snow (up to 1m thick)
and had sails of comparable size (Figs. 4, 5). The R1 keel was bigger
than the R4 keel. The vertical lines (Fig. 5) represent boreholes; the
dark gray represents cavities, and the light gray represents ice with
different resistances to drilling. The unconsolidated rubble macro-por-
osity in R1 was 11% (measured May 22) and 10% (measured June 3–4),
whereas in R4 it was 27% (measured June 12). More details and ana-
lysis of the hardness, as well as the porosity, were presented in a
companion paper by Ervik et al. (2018).

A substantial amount of snow led to the formation of snow-ice
(Provost et al., 2016), which contributed to between 17% and 28% of
the total ice thickness level throughout the whole season. The role of
snow on top of ice ridge in the insulating consolidated layer, versus the

Fig. 4. Ice ridge sails with marked points for morphology drilling at R1 (a) and R4 (b).
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role of snow in changing hydrostatic equilibrium and causing the
consolidated layer to be submerged – is important. Authors admit that
both of mentioned above processes took place in studied ridges and
affected the thermodynamics and morphology structure of their con-
solidated layer. From one hand snow insulation reduces the ability of
consolidated layer to grow at its bottom, but from another hand sub-
merging part of sail underwater leads to consolidated layer growing
from above. A more detailed discussion could have been brought if
snow accumulation and air temperature regime in time were known
from the beginning of ridge lifetime. Further, all calculated heat bud-
gets of consolidated layers during observation period are given for
particular snow and air temperature conditions ridges experienced.
Whatever amount of snow was on top of ridge sail it was automatically
taken into account by measuring vertical temperature profiles directly
in the consolidated layer.

Temperature and salinity profiles obtained in situ from ice cores are
shown together with temperature profiles registered by the OTB 980-20
for respective dates for R1 and R4 (Fig. 6). Temperature and salinity
profiles are shown over negative and positive ranges along the hor-
izontal axis, respectively. The horizontal black lines near the top, 0m,
and near the bottom of the plot represent the sail top surface, freeboard,
and keel bottom surface, respectively. In R1, data are missing because
the core barrel became stuck in the ridge. In R4, data are missing due to
very loose snow ice along the surface of the sail, which was not possible
to keep intact when coring for salinity measurements. Density and gas
volume content profiles of sea ice are shown together, as they are de-
pendent on one another (Fig. 7). The sea ice gas volume content will be

used further in calculations of thermal conductivity (Eq. (3)). Due to
time and equipment constraints, density was only measured in ridges
R2 (Floe 3) and R3 (Floe 4), which are neighbor ridges to R1 (Floe 3)
and R4 (Floe 4), respectively. Therefore, we assume that the gas volume
content profiles in R2 and R3 are consistent with those in R1 and R4,
respectively.

OTB 980-20 buoy temperature readings in R1 and R4 are shown two
different ways: a 1-D plot of all temperature profiles in temperature -
height space (Fig. 8a, b), and a 2-D contour plot of temperature shown
in colour in time - height space (Fig. 8c, d). Note that the keel of R1
extends beyond the length of the thermistor string, while in the case of
R4, the thermistor string extends through the ridge and hangs below the
keel into the water (Figs. 3, 5). This causes differences in the inter-
pretation of observed information. For R1 (Fig. 8c), we can track the
development of the consolidated layer by the breaking point of the
temperature profile (i.e., the temperature gradient); the melting of the
keel most likely occurs too, but this is beyond the range of our ob-
servations. However, for R4 (Fig. 8d), we observe melting of the keel
from the bottom.

It is known from the model presented in Schwerdtfeger (1963) that
specific heat capacity profiles are mainly determined by sea ice salinity,
while thermal conductivity profiles are mainly determined by the sea
ice gas volume content. Temporal changes in the temperature profile at
a certain depth showed no considerable effect on either the specific heat
capacity or the thermal conductivity (Fig. 9a, b, c, d), except for the
specific heat capacity at the top layer of the keel in R4 (Fig. 9c). The
thermal conductivity did not vary much with regards to spatial

Fig. 5. Cross-sectional drilling of ridges R1 (a) and R4 (b). The vertical lines show drill holes and their morphology (different types of ice are shown in light gray, and
gaps of non-ice are shown in dark gray).

Fig. 6. Vertical profiles of temperature and salinity in ridges R1 (a) and R4 (b). Temperature (measured in the core – black; obtained by the OTB - red) and salinity
(measured from the core - blue) profiles are shown along negative and positive ranges on the horizontal axis, respectively. Missing data are due to technical problems
and snow ice at the top surface of the sail (see description in the text). (For interpretation of the references to colour in this figure legend, the reader is referred to the
web version of this article.)
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temperature differences. However, the spatial difference in temperature
as a function of depth strongly affects the specific heat capacity of the
keel. The temperature difference along the depth profiles in R1 and R4
is reflected in the shapes of the specific heat capacities subsequently. In
R1, the warmer bottom part of keel has a higher specific heat capacity
(Figs. 6a and 9a). In R4, the temperature profile is close to the isotherm
(near −1.8 °C), with a slightly warmer top layer of the keel and a
salinity profile that varies from 2 to 4 ppt, with peaks up to 10 ppt at
depths of 0m, −1m, and− 2m (Fig. 6b). The shape of the specific

heat capacity profile for R4 (Fig. 9c) is defined by the two profiles
mentioned above. The shape of the thermal conductivity profiles for the
R1 and R4 keels (Fig. 9b, d) follows the mirror-shape of the gas volume
content profile (Fig. 7b), as explained in the beginning of this para-
graph.

The vertical profile of the vertical heat flux (Eq. (4)) in ridges R1
and R4 are shown with 2-D contour plots in the time–depth space
(Fig. 10a, b). Discrepancy between the two methods to define the
bottom of the consolidated layer and the bottom of the keel (white lines

Fig. 7. Ice ridge keel density profile (a) and corresponding gas volume content of ice (b) calculated for corresponding temperatures at which density measurements
were conducted. Densities of the R3 samples were obtained in situ at −2 °C using a geometrical volume estimation method. Samples from R2 were transported to the
lab, where the hydrostatic weighting method for volume estimation was implemented at −15 °C. Note that the density profiles were only available for ridges R2 and
R3, while the OTB 908-20 buoys were installed in ridges R1 and R4. However, authors found density and gas volume content profiles that were representative and
applicable for further analysis of ridges R1 and R4, since both Floe 3 and Floe 4 had ridges R1 and R2 and R3 and R4, respectively, in the direct vicinity of each other.

Fig. 8. Temperature readings from OTB 908-20 buoys in ridge R1 (a, c) and R4 (b, d). Vertical 1-D temperature profiles (a, b) are plotted in temperature - height
space (blue corresponds to the moment when the thermistor strings were installed, red indicates the coldest profiles, green corresponds to the end of observations and
gray shows all the data; WL – water level, CL – consolidated layer, and KB – keel bottom). The 2-D contour plots of temperature (c, d) are plotted in time - height
space (the horizontal white dashed line at the zero level indicates the water level and the white solid line shows growth of the consolidated layer in R1 (c) and the
melting of R4 in the ridge keel (d)). Note that the R4 keel first registered as deep as 6.2 m; thus, values below that (b) correspond to sea water temperatures. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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in R1 (Fig. 8c and Fig. 10a) and R4 (Fig. 8d and Fig. 10b), respectively)
will be addressed later in the discussion of the paper. In the case of R1,
we observe an upwards heat flux of 3–4W/m2 throughout the con-
solidated layer of the keel. This heat flux is caused by atmospheric
cooling, which lasts until May 27 (Fig. 10a). Below the consolidated
layer (i.e., inside the unconsolidated rubble) we observe an isothermal
vertical temperature profile (Fig. 8a, c). As a result, the vertical heat
flux calculated using Eq. (4) is equal to zero in the unconsolidated
rubble (Fig. 10a). It should be understood that Eq. (4) is valid for solid
mediums and conduction only; we can expect turbulent heat fluxes in
the cavities inside the unconsolidated rubble below the consolidated
layer. At the same time, assuming that some of the cavities are closed
and all of them are at a temperature near the freezing point, we expect
turbulent heat flux to be low and negligible. The length of the

thermistor string in R1 was not long enough to measure the water
temperature below the keel. However, at the bottom of the keel, we can
expect a considerable oceanic heat flux, which, if present, would cause
the melting of ice rubble at the bottom of the keel. This provides
thermal insulation for the upper unconsolidated rubble and the con-
solidated layer from oceanic heat flux. Both the positive upwards heat
flux in the consolidated layer and the low (or zero) heat flux just below
it cause freezing of the unconsolidated rubble below the consolidated
layer. This explains why we can observe melting of the keel at the
bottom simultaneously with the growth of the consolidated layer. The
rate of the consolidated layer growth can be estimated from the up-
permost vertical position, where the vertical heat flux is equal to zero,
as a function of time (Fig. 10a). According to this, the consolidated
layer develops from −2.3m to −2.8 m depth, or 0.5 m total.

Fig. 9. Specific heat capacity (a, c) and thermal conductivity (b, d) of the consolidated layer for the ice ridge keel from R1 (a, b) and R4 (c, d). Black and red profiles
correspond to the beginning and the end of observation, respectively (for dates, see the legend on each plot). Gray profiles show all profiles plotted within a 1-hour
interval. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 10. Vertical conductive heat fluxes in the consolidated layer for ridges R1 (a) and R4 (b) shown in time-depth space as 2-D contour plots. The positive heat flux is
defined as transporting energy upwards, and negative heat flux is defined as transporting energy downwards.
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In R4, we did not observe heat fluxes throughout the consolidated
layer; however, a strong oceanic heat flux caused rapid melting of the
ridge keel from below. During a minor storm event from June 11 to
June 13, when R4 was instrumented, the oceanic turbulent heat flux
reached values up to 300–400W/m2; after the storm ceased, the heat
flux stayed in the range of 10–30W/m2 until measurements were
stopped on June 19 (Peterson et al., 2016). During that period, ridge R4
lost more than 1m in keel (which coincides with consolidated layer in
the case of R4) depth per 10 days (Fig. 10b); it should be noted that
melting due to the oceanic heat flux started before atmospheric heating
from above the ridge reached the consolidated layer.

Vertical heat fluxes (Eq. (4)) through the top Jz(ztop, t) and the
bottom Jz(zbottom, t) of consolidated layer and the total net heat flux (Eq.
(5)) into consolidated layer JCL(t) are shown as 1-D plots in the heat
flux–time space (Fig. 11a, b). By integrating the abovementioned heat
fluxes, we obtained corresponding net amounts of heat transferred in
time. The net amounts of heat transferred into the consolidated layer
QCL(t) (Eq. (6)) through the top surface Qtop(t) (Eq. (7)) of the con-
solidated layer and the bottom surface Qbottom(t) (Eq. (8)) of the con-
solidated layer are shown as 1-D plots in the heat–time space (Fig. 11c,
d).

The consolidated layer of R1 was cooling during the time of ob-
servation (Fig. 11a) and, as a result, the total net amount of heat
transferred into the consolidated layer from May 5 to May 27 was QCL,

R1=− 3.22 MJ/m2 (Fig. 11c). The total net amount of heat transferred
through the top and bottom of the consolidated layer in R1 was Qtop,

R1= 7.73 MJ/m2 and Qbottom, R1= 4.51 MJ/m2, respectively (Fig. 11c).

Heat transferred through the bottom of the keel upwards was supplied
by the latent heat of fusion released when ice formed below the con-
solidated layer Qbottom, R1=QF, R1 (Eq. (9)).

In contrast, the consolidated layer in R4 was heating (Fig. 11b) from
June 15 to June 24, and the total net amount of heat transferred into
the consolidated layer during this period was QCL, R4= 2.09 MJ/m2

(Fig. 11d). Mainly, this amount of heat was provided through the top
surface of the consolidated layer Qtop, R1=− 1.44 MJ/m2, while the
high ocean turbulent heat flux from below was consumed by the pro-
cess of ice melting due to the latent heat of fusion. Therefore, we ob-
served a low net amount of heat transferred through the bottom surface
Qbottom, R4= 0.63 MJ/m2 for the same time period (Fig. 11d). Note that
the rapid increase in net heat flux into the consolidated layer after June
24 (Fig. 11b) was most likely artificial and related to the moment when
the chosen for calculations the top surface level (z=−0.2 m, Fig. 11b,
d) of the consolidated layer started to melt. All numbers provided above
were calculated until the mentioned moment (i.e., when such melting
occurred).

5. Discussion

Shestov and Marchenko (2016b) explain a new hypothesis on pos-
sible spring-summer transformation mechanisms due to the freshening
of sea water. They show the potential for the thermodynamic con-
solidation of ice rubble in keels in water at varying freezing points to-
wards the end of the winter season. Thus, the authors found it very
beneficial to collect data on ice ridges during the summer season to fill

Fig. 11. Vertical conductive heat fluxes (Eqs. (4)–(5)) through the top and bottom surface of the consolidated layer and the net vertical heat flux into the consolidated
layer for R1 (a) and R4 (b) (see the legends for corresponding surface levels). Areas shown by different colors (a, b) correspond to the amount of heat related to the
process (i.e., cooling, freezing, heating) that each area is correspondingly labeled. The net amount of heat (integrals (Eqs. (6)–(8)) of the corresponding fluxes in (a)
and (b)) transferred throughout the top and bottom surfaces of the consolidated layer and accumulated in the consolidated layer for R1 (c) and R4 (d). The rapid
increase of the net heat flux into the CL (b) is most likely related to the moment when the chosen upper level of the consolidated layer started to melt. The positive
heat flux is defined as transporting energy upwards and negative heat flux is defined as transporting energy downwards. The positive heat flux into the consolidated
layer indicates that it is being heated, and the negative heat flux indicates that it is being cooled.
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the gap in observational data. This is of particular interest regarding
processes during the decay phase that transform the first-year ridge into
a second-year ridge. Such processes remain not completely understood.
Thus, all four ice ridges studied during the N-ICE2015 expedition will
add to the knowledge of ice ridge studies. In particular, ridges R1 and
R4 give a good description of thermal properties and the heat budget
for ice ridges during decay phase. By size, these ridges could be clas-
sified as medium- to small-size ice ridges. The morphology mapping
results (Fig. 5) show the presence of voids in the ridge keels. Salinity
profiles (Fig. 6) show values up to 5 ppt that are higher at some levels.
Both the presence of voids inside the rubble and relatively high values
of salinity indicate that ridges R1 and R4 are most likely both first-year
ridges that are transitioning into second-year ridges.

Ridges R1 and R4 were observed subsequently in the season and, as
a result, experienced different air temperature regimes. Ridge R1 went
through a transition from winter (the main phase) to summer (the
decay phase), with air temperatures changing from near −15 °C to
close to 0 °C. Ridge R4 was observed during the summer (the decay
phase) and experienced air temperature values close to 0 °C during the
entire observation period (Fig. 2). In the case of R1, temperatures inside
the ridge ranged from −12 °C to −2 °C (Fig. 8a, c), while in the case of
R4, temperatures ranged from −3 °C to 0 °C (Fig. 8b, d). Due to the
presence of atmospheric cooling for R1, the sail and consolidated layer
showed a linear temperature profile a majority of the time (Fig. 8a),
while the unconsolidated rubble below showed an isothermal vertical
temperature profile. When the air temperature increased, the sail and
upper part of the consolidated layer warmed up, and the un-
consolidated rubble kept an isothermal vertical profile at about
−1.8 °C. In turn, R4 had a C-shape temperature profile at its coldest
temperature, with the lowest value occurring near −3 °C at a 4m keel
depth on June 15 (Fig. 8b). When air and water temperatures increased,
the sail and the upper part of the keel warmed up, while the bottom part
of the keel melted.

Although there were no continuous data logged that showed the
transition from a linear temperature profile into a C-shape profile, this
transition can be seen partly in the two temperature record datasets in
ridges R1 and R4. Before temperature logging stopped on June 1 in R1,
the sail and consolidate layer were warming, creating the upper part of
the C-shape profile in the sail (Fig. 8a, green profile). Meanwhile, at the
beginning of the R4 observations, it is seen that the upper curve of the
C-shape profile moved down into the consolidated layer, and the lower
curve of it formed as well (Fig. 8b, red profile). The time gap between
the two data sets was from June 1 to June 12. The OTB 908-20 in R1
stopped logging on June 1 either due to battery limitations or a polar
bear attack on May 31. Ridge R1 was still intact on June 5 when the
vessel disconnected and sailed north. In the end, the OTB 908-20 in R1
worked for 33 days, and the one in R4 worked for 16 days. The R4 OTB
908-20 most likely stopped working when the ridge reached the ice
edge, and the buoy flooded and finally sank. Under such circumstances,
we cannot give a confident estimate on the battery life of the OTB 908-
20 in Arctic summer conditions, but we found it convenient to install
and operate. However, there are two points that should be considered.
First, during the installation of the OTB 908-20 thermistor string, it had
to be stretched to ensure the position of the thermistor nodes relative to
the ice ridge. Second, once the thermistor string was installed, the part
that falls below the water level (i.e., in the keel) will be mostly frozen in
the ice (with the exception of voids, if any), while the part above the
water level (i.e., in the sail) will be in the open borehole filled with air
and some ice pieces (Fig. 3a). Due to this, the results focused on the keel
part only, as temperature readings and density measurements were of
better quality compared to the sail part.

Measuring density in samples collected from the sail was difficult
due to high micro-porosity and instability, which often led to samples
splitting into several pieces. Thus, only data obtained from the keel
cores were used. Furthermore, a number of assumptions were made in
the calculations presented in the results. Density profile measurements

were performed only on ridges R2 and R3 (Fig. 7a). Combining these
measurements, a common gas content profile was constructed (Fig. 7b).
Ridges R2 and R3 were in the vicinity of ridges R1 and R4, respectively.
Assuming that the density profiles of neighboring ridges were similar,
we had to accept the gas content profile constructed in such a way
(Fig. 7b) for further calculations for ridges R1 and R4. Due to the
limited number of salinity and density profiles, we had to assume that
brine pockets and gas pockets stayed closed and, as a result, the salinity
and gas volume content profiles were constant over time during the
period of observation. This was not necessarily true, but it had to be
assumed in order to perform the heat budget analysis. Density mostly
governed the thermal conductivity and, as Fig. 9 shows, this property
varied less than 10% and did not have a large effect on the overall
consolidation and melting processes.

According to Schwerdtfeger (1963) (Eqs. (2) and (3)), the specific
heat capacity is governed by temperature and salinity, while the
thermal conductivity is mainly governed by the gas volume content and
is less dependent on temperature and salinity. Due to the differences in
salinity and temperature profiles from ridges R1 and R4, the specific
heat capacity also differs. In the case of R1 (Fig. 9a), the specific heat
capacity is 8–10 kJ/(kg K) in the upper part of the consolidated layer (0
to −2m) and is 48 kJ/(kg K) in the bottom part of consolidated layer.
In the case of R4 (Fig. 9c), the upper part of the consolidated layer (0 to
−1m) shows higher values of the specific heat capacity (40–80 kJ/
(kg K)), whereas in the bottom part of the consolidated layer, values
were lower (10–30 kJ/(kg K)). Specific heat capacity has a different
effect on freezing during winter than on heating during spring. During
winter, the specific heat capacity slows the freezing of new ice, and
during spring, it slows the heating of the ice ridge deeper inside the
consolidated layer as higher values of the specific heat capacity require
more energy per unit mass to be removed or added, respectively.
Thermal conductivity profiles in the consolidated layer in both ridges
range from 2.0 to 2.2W/(m K), with higher values in the upper part of
the layer.

Analysis of the heat budget for the two ice ridge keels showed two
different thermodynamic states due to seasonal variations in air tem-
perature. Ridge R1 was subjected to atmospheric cooling and main-
tained a conductive heat flux upwards through the consolidated layer

of 3–4W/m2 (Fig. 10a) during the time of observation (from May 5
to May 27). Below the consolidated layer (in the rubble), there was no
heat flux to provide the possible formation of new ice (Eq. (9)). The
ocean turbulent heat flux in May, when R1 was observed, was in the
range of 5–10W/m2 (Peterson et al., 2016); however, when the heat
flux reached the bottom of the keel, it was spent on melting the bottom
of the keel. Thus, we had an insulation mechanism, which prevented
the consolidated layer from being heated and allowed it to continue
consolidating during the main phase and even into the beginning of the
decay phase. This was not the case for level ice, which meant that the
ratio of the consolidated layer thickness to the thickness of the level ice
increased into the first part of the decay phase. Both methods of esti-
mating consolidated layer growth, i.e., measured temperature data
(Fig. 8a, c) and calculated conductive heat flux data (Fig. 10a), showed
growth in the consolidated layer thickness from 2.3m to 2.8m.

In ridge R4 (Fig. 10b), there was a low vertical conductive heat flux
downwards between 0W/m2 and−1W/m2 throughout the whole keel,
which was consolidated to a high degree (i.e., the keel macroporosity
was 8%) (Ervik et al., 2018). The high values below the keel (Fig. 10b)
corresponded to temperature differences in the water, but not to the
conductive heat flux in a solid medium. Real oceanic heat flux, in-
cluding convection, may be substantially higher. For measurements in
ridge R4, ocean heat fluxes peaked at 400W/m2 (Peterson et al., 2016)
cause fast melting of the keel. Defined using temperature readings and
calculated vertical heat flux, the keel melted by 2m (from 5.9 m to
3.9 m) (Fig. 8b, d) and by 1.6m (from 5.0m to 3.5 m) (Fig. 10b), re-
spectively. Since direct drillings during cross-sectional mapping of R4
(Fig. 5b) showed a keel depth of 6.2m, the authors were inclined to
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consider the first option as the correct value. The reason for the dif-
ference can be caused by a borehole that was never fully refrozen at the
bottom of the R4 keel due to the installation of the OTB 908-20 ther-
mistor buoy (on June 12), which coincided with drastically increased
ocean turbulent heat fluxes (300–400W/m2 from June 11 to 13)
(Peterson et al., 2016).

As long as atmospheric cooling was sufficiently high
(Jz(ztop, t) > Jz(zbottom, t)), cooling caused enough heat loss to provide
both cooling of the consolidated layer and formation of new ice below it
(Fig. 11a). As soon as atmospheric cooling weakened to the level where
Jz(ztop, t)= Jz(zbottom, t), there was no change in the total energy inside
the consolidated layer domain (ECL(t)= 0). However, there was still
non-zero vertical conductive heat flux throughout the bottom of the
consolidated layer and, as a result, the development of the consolidated
layer continued. The observation period for the R1 ridge stopped on
June 1 at the moment described above (Jz(ztop, t)= Jz(zbottom, t)); this
means that the consolidated layer for R1, as a whole, was continuously
cooled during the observation period. Further reductions in

atmospheric cooling (Jz(ztop, t) < Jz(zbottom, t)) would cause heating of
the consolidated layer domain, but the growth of ice below it would
continue until the temperature gradient became zero.

The numbers reported in the result section (Fig. 11c) show that from
May 5 to May 27, the amount of heat transferred through the top sur-
face of the consolidated layer in R1 was Qtop, R1= 7.73 MJ/m2; 42% of
it was spent on cooling the consolidated layer, while 58% was spent on
growing new ice at the bottom of consolidated layer. The macro-por-
osity (η) of the rubble in R1 was found to be 0.10 (Ervik et al., 2018)
during the observation period; thus, using Eq. (9), we can estimate
growth in the consolidated layer as follows:

=

−

≈h
Q

L ρ η η
mΔ

(1 )
0.20 ,CL

bottom R

i i b

, 1

(12)

which is less than the 0.5 m value found from both measurements
(Fig. 8c and Fig. 10a). To get the level of measured growth for the
consolidated layer, the macro-porosity (η) of the rubble in R1 was re-
quired to be 0.04 (Eq. (12)). Since temperature measurements were

Fig. 12. The net heat budget of ice ridges R1 (a) and R4 (b) calculated based on conductive heat fluxes and the change in internal energy. The distribution of internal
energy changes based on depth for R1 (c) and R4 (d) (blue – cooling, red – heating, and green – net final). The temperature profile change in the consolidated layer for
R1 (e) and R4 (f) are also shown. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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performed at one point only, local macro-porosity is important and can
differ due to its uneven spatial distribution. Høyland (2007) showed
that macro-porosity of ice rubble was lower just below the consolidated
layer as opposed to further down. There are two more reasons why the
consolidated layer grew more than the calculated value according to
Eq. (12): frazil ice filled the boreholes during drilling, and there was a
high fraction of brine (up to 0.18) in the newly formed ice at warm
temperatures (approximately −1.8 °C, Fig. 8a). Both of these factors
reduced the effective rubble macro-porosity and also reduced the
amount of ice required formed to consider the rubble fully con-
solidated.

In the case of ridge R4, its consolidated layer, as a whole, was
continuously heated (Fig. 11b) during the observation period and
consumed QCL, R4= 1.83 MJ/m2 of heat (Fig. 11d). Mainly, the entire
amount of heat was supplied through the top surface of the con-
solidated layer, while at the bottom surface, ice rapidly melted and
consumed ocean turbulent heat flux. As a result, melting provided
thermal insulation for the consolidated layer domain from the ocean.
The macro-porosity (η) of rubble in R4 was found to be 0.27 (Ervik
et al., 2018). Implementing Eq. (9) for melting, we may estimate the
average ocean turbulent heat flux required to maintain the observed
melting rate (0.13 m/day):

〈 〉 = − − ≈J η η ρ L h
t

(1 )(1 ) Δ
Δ

298 W/m .ocean R b i i
keel

, 4
2

(13)

The calculated ocean heat flux value (298W/m2) was close to the
range of the observed peaked values (300–400W/m2) during the minor
storm event from June 11 to June 13 (Peterson et al., 2016), though
there were no ocean heat flux measurements after June 19 when the
melting of the R4 occurred. However, we assumed that after June 19,
heat flux values were also comparable to the peak values.

There are few factors that can accelerate the keel deterioration
compare to the one-dimensional melting model in Eq. (13). First, cur-
rents can wash away some loose blocks in the unconsolidated rubble
part of the keel. Second, under the buoyancy, the keel may collapse, or
more gradually creep and with this reduce the macro-porosity without
any heat transfer at all. Authors believe that when the macro-porosity
of first-year ridges reduces to approximately zero over the summer (and
they become second-year ridges), this mechanism occurs. Third, keels,
compared to the level ice, both have a larger exposed area to sea waters
due to its deeper penetration into the water column and higher per-
meability of unconsolidated rubble. Thus, the observed effective
melting rate can be reached even under the influence of a lower ocean
turbulent heat flux than the one calculated according to Eq. (13).

The net heat balance of ice ridges is shown in Fig. 12. According to
Eq. (11), the total net heat transfer into the consolidated layer domain
was equal to the change in internal energy, which appeared to be ac-
curate for R1 (Fig. 12a) and less accurate for R4 (Fig. 12b). For R4, it
can be a consequence of affected temperature readings due to the
started melting process that caused an imperfect contact between the
sensors and the ice. The change in internal energy (the right term in Eq.
(11)) was not evenly distributed across the depths in R1 and R4
(Fig. 12c and d). When R1 was cooling, the highest change in internal
energy was at the bottom part of the consolidated layer (Fig. 12c).
When R4 was heating, most of the internal energy was accumulated at
the top of the consolidated layer (Fig. 12d). The difference between R1
and R4 was due to different temperature profiles (Fig. 12e and f), which
defined the effective specific heat capacity of the sea ice (Fig. 9a and c).
During active atmospheric cooling for R1, the warmest part of the
consolidated layer was at the bottom. For R4, heat was transferred into
the consolidated layer from the top surface, and the warmest part was
at the top of the consolidated layer. As a result, the effective specific
heat capacity of the consolidated layer in R1 was higher at the bottom
of the layer (Fig. 9a), while for R4, it was higher at the top of the layer
(Fig. 9c). Such layers of high specific heat capacity values act as in-
sulators. During atmospheric cooling, these layers slow down the

formation of new ice below the consolidated layer; during heating from
above, these layers slow down heating of the consolidated layer further
inside the layer, below its upper layers. Slower processes are meant in
comparison to fresh ice, which has a much lower specific heat capacity
and is nearly independent of temperature.

6. Conclusion

The thermodynamics of two first-year ice ridges, R1 and R4, drifting
in the Arctic Ocean were studied during the transition from the main
phase to the decay phase of the ridge lifecycle (May and June 2015).
Ridges were equipped with thermistor strings, morphologically mapped
by drilling, and cored for physical property evaluation. The ridge R1
was observed at the end of the main phase, and we found the con-
ductive heat flux through the keel to be 3–4W/m2 (Fig. 10a). Heat
budget calculations showed that for 22 days (from May 5 to May 27),
the keel transferred 7.73MJ/m2 of energy upwards due to atmospheric
cooling (Fig. 11c). From that energy, 40% was spent on cooling the keel
and 60% was spent on growing new ice that extended the consolidated
layer (Fig. 11a). As observed from temperature readings and vertical
heat flux calculations, the consolidated layer grew by 0.5m (Figs. 8c
and 10a). The ridge R4 was studied during the decay phase, and its
consolidated layer consumed 1.83MJ/m2 of energy for 12 days (from
June 12 to June 24) (Fig. 11d). Mainly, heat was transferred through
the top surface of the keel, with heat flux values of up to 2W/m2

(Fig. 10b). During this period consolidated layer (which, in the case of
ridge R4, coincides with keel) melted by approximately 1.5 m. The
calculated average ocean heat flux needed to provide the observed
melting rate of consolidated layer (0.13m/day) was 298W/m2. This
number is close to the observed range from Peterson et al. (2016) at
that time (from June 12 to June 19), which has peak values of ocean
turbulent heat flux from 300 to 400W/m2.

The amount of energy needed to grow new ice (increase the thick-
ness of consolidated layer) was comparable to the amount of energy
required to cool down the consolidated layer (which changed the
temperature profile accordingly); this was due to the high specific heat
capacity of saline ice, especially in warm temperatures. In saline ice,
any changes in temperature require a phase change in brine pockets to
fulfill the thermodynamic equilibrium condition. In relation to this, we
shown that energy in the consolidated layer was consumed non-uni-
formly; more energy accumulated in the regions of the consolidated
layer that had higher temperatures. During the main phase, this oc-
curred at the bottom part of the consolidated layer, and it slowed the
growth of ice; in the decay phase, this occurred at the top part of the
consolidated layer, and it insulated the deeper portion of the con-
solidated layer and kept it colder for a longer time.
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ABSTRACT 

The objective of this paper was to study full scale actions from first year ice ridges on fixed 

structures. The first part is a review of reported full scale global loads and associated failure 

modes from ice ridges compared to level ice, on three fixed structures. The instrumented 

structures are the Molikpaq, the piers of the Confederation Bridge and Nordstromgrund 

lighthouse. The highest ridge loads on Nordstromgrund lighthouse and the piers of the 

Confederation Bridge were associated with crushing and combined crushing/bending 

respectively. On Molikpaq crushing of first year ridges was not reported. In the second part of 

this paper data is analyzed. A limit force analysis was performed to estimate a critical ice ridge 

length of approximately 9km for crushing to occur on the Molikpaq compared to 20m on 

Nordstromgrund lighthouse. Accordingly some Nordstromgrund data were analyzed to 

compare global loads derived from load panels and tilt. A ratio between panel load and tilt was 

found for a quasi-static 5m deep ridge interaction with the instrumented side of the lighthouse. 

For the ridge a ratio of 8.2 kN/µradians was derived, compared to 12kN/µradians for level ice 

both ratios without uncertainties. The different ratio indicates that load panels underestimate 

ridge keel loads. The analysis also showed that it is not possible to obtain a unique ratio between 

global load and tilt for ridges, due to the stiff bottom foundation that makes the tilt sensitive to 

changes in point of action i.e. ridge keel depth. 

 

INTRODUCTION 

Actions from ice ridges are assumed to establish dimensioning loads on infrastructure and 

offshore installations in ice-infested areas, when icebergs are not present. In the past decades 

great effort has been put into predicting ice ridge loads. A study by Timco and Croasdale (2006) 

shows that ice ridge loads on a vertical structure predicted by twenty-one ice experts ranged 

with a factor of five. The study shows that research on ice ridge structure interactions is still 

needed. This paper begins with a review of full scale first year ice ridge loads on three 

instrumented fixed structures. The structures are the Molikpaq (CAN), the piers of the 

Confederation Bridge (CAN) and the Nordstromgrund Lighthouse (SWE). The purpose is to 

investigate ice ridge load levels and associated failure modes compared to level ice, measured 

on fixed structures. 

 

The second part of this paper is an analysis of some ridge interaction data. Global loads derived 

from load panels and tilt are compared, for this analysis data from Nordstromsgrund lighthouse¨ 

are used. Finally, a limit force analysis is performed to compare the minimum ice ridge length 

for crushing to occur on the three structures. 



Structure geometry, instrumentation and location
Ice actions depend on the type of interaction. In the following the three structure geometries,
instrumentations and locations are presented. Nordströmgrund lighthouse is a vertical structure
and Molikpaq is close to vertical. The piers of the Confederation Bridge on the other hand
are conical which favors breaking of ice in bending. Both Nordströmgrund lighthouse and the
Confederation Bridge piers are narrow structures while the Molikpaq is a wide structure (Table
1). All the structures are fixed to the sea bed in the bottom foundation, but free to rotate and
deflect in all other parts limited by the structure stiffness.

Table 1. Some key structure and location parameters

Molikpaq Confederation
Bridge

Nordströmgrund
Lighthouse

Structure width (MWL) [m] 90 14.2 7.6
Incliation (MWL) [◦] 82 52 90
Dominant ice drift dir. NE NW (SE tides) NE

*MWL mean water level

Full scale data is obtained by instrumenting the structures with load panels, accelerometers,
tiltmeters, optic sensors (laser, EM, ULS) and video coverage. In addition weather data and
dairies are documented. Global loads on the Molikpaq and Nordströmgrund lighthouse were
found by load panels (Timco et al., 2000),(Bjerkås, 2006) , tiltmeters were used to find global
loads on the Confederation bridge piers after 2003 when load panels broke (Brown, 2007).

In addition to measuring load and responses some ice parameters were measured. At Molikpaq
ice velocities and ice ridge sails were estimated from videos. At Nordströmgrund ice veloci-
ties and direction were estimated form videos, wind speed/directions and air temperatures by
a weather station. Ice thickness above water was found with laser, below water an electro-
magnetic device (EM) was used. For ridge keels EM footprint data is too coarse, an upward
looking sonar (ULS) gives more precise ridge profiles. At Nordströmgrund a ULS was in-
stalled in 2000 but broke early in 2001. Based on linear regression between available ULS and
EM data at Nordströmgrund; maximum keel depths from ULS was approximately 3 times the
EM maximum (Bjerkås, 2006). At the Confederation bridge a weather station records wind
speed/direction and air temperatures. Since the Confederation Bridge is 13km long; wind loads
must be subtracted from tilt measurements to find ice loads. Ice drift speeds were measured by
an acoustic doppler current profiler and ice thickness is measured with ULS.

Molikpaq was (1984-1986) located in the Beaufort Sea, experiencing heavy ice conditions in-
cluding old ice features. The Confederation Bridge crosses the Northumberland Strait in Canada
and the Nordströmgrund lighthouse is located outside Luleå in Sweden, both are located in tem-
perate areas only experiencing first-year ice features. Based on this; loads from first-year ice
ridges were expected to be dimensioning, at least for the temperate structures. Location of the
structures are shown in Figure 1.

Classification of ice features
In this paper actions from ice ridges and level ice are compared. WMO (1970) classify ice
as either deformed or undeformed, where undeformed ice is level ice while deformed ice is



Table 2. Instrumentation and monitoring, Molikpaq; Timco et al. (2000) and Timco et al.
(2005), Confederation Bridge; Brown et al. (2009), Brown (2001), Nordströmgrund lighthouse;
Bjerkås (2006) and Schwarz and Jochmann (2001)

Molikpaq Confederation
Bridge

Nordströmgrund
Lighthouse

Load panels yes (1984-86) yes (1997-2003) yes (1987-1989)
(1998-2003)

Location panels SE, E, NE, N NW NE, E
Max panel depth [m] 3/6m 2m 1.5m

Response measurements 4 16 (12th April
1986) Exten-
someter and 10
strain gauges
(1984-86)

Tiltmeters, ac-
celerometers

Tiltmeters (1986)
(2003), ac-
celerometers
(1973-1989)
(2001-2003)

Video yes (1984-86) yes (1997-) yes (1979) (2001-
2003)

Other instruments - upward looking
sonar (ULS)
(1997-), Acoustic
Doppler Cur-
rent Profiler
(1999-2000)

Laser, elec-
tromagnetic
device(EM)
(2001-2003),
ULS (2000-2001)

Figure 1. To the left:Map showing the location of the Molikpaq, the Confederation Bridge
and the Nordströmgrund lighthouse (Ahlenius, 2005). To the right: Nordströmgrund lighthouse
(1998-2003) Bjerkås et al. (2013).

both rafter and ridged ice. Level ice is thermally grown ice. When visually studying ice it



is seldom possible to distinguish level ice from rafted ice, therefore ice thickness should be
measured manually and compared to thermodynamic estimates in order to distinguish between
undeformed and deformed ice.

Limit scenarios and failure modes
It is important to distinguished between load limiting mechanisms and failure modes. There
are three recognized load limiting mechanisms. They are limit stress, limit force and limit
momentum. Ice load is limited by stress when ice fails directly against the structure (in crushing,
bending, buckling, creep or shear), this requires sufficient driving forces. If the driving forces
from the wind and current are insufficient to fail the ice or if inhomogeneities in ice sheet causes
the ice to fail adjacent to the structure surface; driving forces limits the ice load i.e. a limit force
mechanism. If the momentum of the ice is insufficient the ice will come to halt and the ice load
is limited by momentum or energy.

The mode of which the ice fails against the structure controls the load level. Recognized failure
modes are crushing, bending, creep, buckling, splitting and spalling (ISO19906, 2010). For
ridges other failure modes are also reported such as ridge spine failure, failure behind the ridge
(Timco et al., 2000) and dodging (Kärna and Jochmann, 2004). The dodging failure was de-
scribed for a ridge with a sail hight of 2m on the 1st of April 2002 (Kärna and Jochmann,
2004):”Instead of a ridge penetration, the drift direction changed for a while. Then the structure
found the boundary between the level ice and the rafted ice.”. Timco et al. (2000) and Bjerkås
(2006) also differ between local and global failures. Where local failures occur continuously
over the whole structure width while global failures occur on a concentrated part of the struc-
ture. The failure mode that produces the highest load is crushing since the crushing strength is
generally the highest strength in sea ice.

REVIEW OF GLOBAL LOADS AND FAILURE MODES
Failure modes and global loads both dependent on structure geometry and ice parameters; when
designing the Confederation bridge between 20 and 25 parameters were used to find design ice
loads (Brown et al., 2009). Table 3 gives a summary of maximum loads and failure modes of
ridges compared to level ice.

The maximum reported first year ridge load on Molikpaq was 89MN associated with a global
failure behind the ice ridge. On Molikpaq crushing of first year ridges was not observed. For
level ice the maximum global load found was 131MN. The level ice failure mode was unknown,
but the second largest level ice load (110MN) was caused by crushing of level ice with a thick-
ness of 1.2m (Timco and Johnston, 2004). Molikpaq, being in the Arctic, encountered old ice
features in addition to first year ice, crushing of level old ice produced the overall highest loads
up to 466MN. Wright (1986) reports that strong dynamic vibrations were sometime associated
with crushing of old ice features.

Some of the Nordstömgrund data are not yet analyzed, but the highest ridge load reported until
today is 3MN occurred during crushing of a ridge of 9m depth. During the interaction the
ice velocity decreased to zero and dynamic accelerations up to 1m/s2 were registered. The
largest quasi-static ridge load reported is 1.3MN for crushing of a ridge keel of 6m (Bjerkås,
2006). The highest level ice load reported to this date is 3.5MN measured during crushing of
level ice with dynamic accelerations up to 2m/s2 (Bjerkås et al., 2013). For large ice ridges
dodging was sometimes reported at Nordströmgrund lighthouse. In Figure 2 the full time series



from 30th of March is shown, a dodging event is seen from 18.00-19:30. For large ice ridges
limiting mechanisms seems to be important, it is stressed that a comprehensive study of all
Nordströmgrund data is not yet done, and should be carried out to validate what caused extreme
loads.

Figure 2. Extreme events from the 30th of March including dodging of and ice ridge. In the
bottom plot x marks ice drift velocity and o marks ice drift direction.

Brown et al. (2009) reported the highest ice loads and associated failure modes measured until
2009 on the two center piers of the 13km long Confederation Bridge. The highest ridge load
measured was 8.3MN associated with a continuous failure. The failure seemed to be a combi-
nation of crushing and bending. The highest level ice load was 8.9MN also associated with a
combination of bending and crushing failure.

ANALYSIS AND DISCUSSION
In the second part of this paper some data are analyzed, first an attempt is made to compare
panel loads to tilt measured at Nordströmgrund for a quasi-static ice ridge event. This is done
in an attempt to investigate if tilt can be used to obtain global ice ridge loads. Accordingly limit
ridge building forces are applied to estimate the critical ridge lengths for limit stress to occur on
the three structures.

Analyses of tilt and panel loads on Nordströmgrund lighthouse
Global loads on Nordströmgrund lighthouse were originally derived from load panels. Loads
from level ice heading from east would be captured by load panels fixed on the N-SE of the
lighthouse reaching 1.5m below mean water level (MWL). However, load panels are not capable
of obtaining total loads from ridges which reach deeper than 1.5m below MWL.

Frederking (2005) calibrated tilt data from a quasi-static level ice event with heading from
the east, he found a ratio between global load and tilt of 12kN/µradians. Arguing that once



Table 3. Full-scale actions from first year ice features. Highest load reported from first year ice
ridge (FMaxR) compared to highest overall load reported from first year ice (FE) .

Maximum ice ridge
event

Molikpaq (Timco
et al., 2000)

Confederation
Bridge (Brown
et al., 2009)

Nordströmgrund
(STRICE data 2002,
Bjerkås (2006))

Date/time
[dd.mm.yyyy/hr.min]

NA 29.02.2008/09.29 30.03.2003/22.15

Failure mode Failure behind/spine crushing and bend-
ing

crushing

hi [m] 0.8 0.6 0.75
hk [m] NA, hs ca. 1.0 6.6 9*
FMaxR[MN] 89 8.3 3.0
Ice drift [m/s] 0.10 0.00 0.18
Drift direction [◦] 23

Maximum level ice
event

Molikpaq (Timco
and Johnston, 2004)

Confederation
Bridge (Brown
et al., 2009)

Nordströmgrund
(STRICE data,
Frederking (2005))

Date/time
[dd.mm.yyyy/hr.min]

NA 04.04.2003/07.02 30.03.2003/12.27

Failure mode NA crushing and bend-
ing

crushing

Mean hi [m] 2.0 0.58 0.75
FE [MN] 131 8.9 3.5
Ice drift [m/s] 0.01 1.31 0.02
Drift direction [◦] 0

Ratio FMaxR
FE

0.68 0.93 0.86
*approximate keel depth from EM-data times 3, a relation found by linear regression between
ULS and EM (Bjerkås, 2006)

calibrated; tilt could be used to find total global loads regardless of the ice drift direction. He
assumed that the foundation and lighthouse stiffness was omni directional and that wind loads
were negligible. The data was filtered with a 3sec moving average. In the following an attempt
is made to compare this ratio to a ratio for an ice ridge.

Based on the calibration done by Frederking (2005), eight quasi-static ice ridge events from the
2003 STRICE- data were analyzed. The maximal ratio between global panel load and tilt was
found for an approximately 5m deep ridge. The ratio was 8.2kN/µradians, this value is lower
than the value for level ice, suggesting that the total ridge load is not captured.

The ratio above is based on loads measured at MWL, however the actual load point of action
for a ridge depends on the ridge depth. In the following estimate the ridge load is approximated
by a linearly distributed load with a resultant force F acting at a water depth of 1/3hk (Figure
3). If the lighthouse is approximately a cantilever beam with varying cross section (see Figure
1 and Figure 3) the tilt is given by the equation of rotation of an elastic cantilever beam with



two cross sections 1 and 2 in Equation 1.

θ =
F [(l2 + l1)2 − l2

1 ]

2EI2
+

Fl2
1

2EI1
(1)

where F is the resultant ice load, l2 = 7.5m is the length of the bottom foundation, l1 is the
distance from the bottom foundation to the load F (l1RI ≈ 1/3hk, l1LI ≈ MWL), E is the elastic
modulus of the lighthouse. The second area moment is I = d4/64, where d is the diameter,
d2 = 23m and d1 = 7.5m. Now by changing l1LI to l1RI according to Figure 3 tilt from the
same load for a 5m deep ridge and level ice is compared.

By applying Equation 1 tilt is reduced by approximately 40% for the ridge compared to level
ice, due to the change in point of action and the large bottom foundation. As a result the ratio
between global panel load and tilt for a 5m deep quasi static ridge should be approximately
20kN/µradians. This estimate needs validation by more advanced numerical tools. Further this
analysis shows that it is not possible to find a unique ratio between global load and tilt for ridges.

Figure 3. To the left; Simplified level ice and ridge interaction with Nordströmgrund lighthouse.
To the right; a ridge interaction seen from above and the side. To illustrate ridge limit ridge
building force.

Limit force estimate of critical ridge length
Limit stress is typically applied to estimate dimensioning extreme quasi-static ice loads. In the
following a limit stress analysis is applied to estimate minimum ice ridge lengths for crushing
to occur on the three structures review in the beginning of this paper. Limit stress requires that
the global load from an ice ridge acting on a structure, is lower than the global ridge building
force action on the parent ice sheet, illustrated in Figure 3. This is expressed in Equation 2 and
3. It is assumed that the driving forces from the drag and wind are small compared to the ridge
building force (Croasdale, 2009).

Fi > Fcl +Fk +Fs (2)

Fi is the ridge building force, Fcl is the force from the consolidated layer, Fk is the keel load and
Fs is the sail load. Sail loads are assumed to be negligible and are left out of this analysis, this
gives Equation 3



Figure 4. Tilt vs force on the 19th of March 2002 from an ice ridge event, thickness was
measured with EM. N (North), S (South), E (East) and W (West).

pilridge > pclwhcl + pkwhk (3)

pi is the ridge building force per unit ridge length, lridge is the length of the ridge, pcl is the
ice crushing pressure of the consolidated layer, w is the structure width, hcl is the consolidated
layer thickness, pk is the pressure from the ridge keel and hk is the keel depth. Ice crushing
occur when the ridge length is above a critical length given by Equation 4.

lridge >
pclhcl

pi
w+

pkhk

pi
w (4)

In ISO19906 (2010) the crushing pressure of consolidated layer pcl is given according to Equa-
tion 5.

pcl =CR

(
hcl

hre f

)n(
w
hcl

)m

(5)

CR is a reference strength depending on the area (Beaufort Sea CR = 2.8, Temperature areas
CR = 1.8), m is a constant, n is a constant depending on the ice thickness and hre f is 1m. I
believe m is a constant used to describe non simultaneous failure over the consolidated layer
similar to the Equation (pcl = AkDmhn) by Bjerkås (2004), he suggests −0.3 < m < −0.1 in
ISO19906 (2010) m =−0.16.



The reference crushing strength (CR) in ISO19906 (2010) is 2.8MPa for the Beaufort sea. This
value was based on first year and old ice data (ISO19906, 2010). Timco and Johnston (2004)
measured ice pressured from first year ice on structures in the Beaufort sea and found that
”the maximum Global Pressure measured for all types of ice loading events never exceeded 2
MN/m2”. Based on this; I have changed CR to 2 for the estimation of critical first year ice ridge
length in the Beaufort Sea (Table 5).

In ISO19906 (2010) the rubble keel pressure (Equation 6) is estimated by a passive failure Mohr
Coulomb model based on Dolgopolov et al. (1975). In the model the rubble fails simultaneously
on shear plans inside the rubble. The original model of (Dolgopolov et al., 1975) was based on
observations from model scale tests on ice rubble and the last group in Equation 6 was replaced
by 1+2hk/3w. The rubble keel pressure pk is given by Equation 6.

pk = µ

(hkγeµ

2
+2c

)(
1+

hk

6w

)
(6)

µ = tan
(

45+
φ

2

)
(7)

γe = (1−η)(ρw −ρi)g (8)

where µ is the passive pressure coefficient, φ is the internal angle of friction at failure, c is the
average keel cohesion, w is the structure width and γe is the effective buoyancy. Typical values
for these ridge parameters are presented in Table 4 based on ISO19906 (2010).

For conical structures a load reduction due to bending failure is expected. ISO19906 (2010)
only consider bending of level ice, in the absence of such formulas crushing is considered also
for the conical piers of the Confederation bridge.

The ridge building force per unit ridge length is expressed by Equation 9 which is an empirical
formula from ISO19906 (2010). The value of R depends on the ice thickness, in ISO19906
(2010) the expression for Rh1.25

i is equal 2, obtained by curve fitting data of 1m thick ice for
structure widths greater than 100m. I have used 2 = A = Rh1.25

i , Equation 9.

pi = Rh1.25
i l−0.54

ridge = Al−0.54
ridge (9)

Finally; the critical ridge length for limit stress is estimated by Equation 10 and presented in
Table 5. Ridge parameters are taken from Table 3 and 4. For Nordströmgrund parameters were
based on the ridge that caused the largest quasi-static load of 1.3MN. hcl was never measured
and is therefor estimated by hcl = 1.8hi based on measurements by Høyland (2000). For Mo-
likpaq hk was neither measured, it is estimated by hk = 4.5hs based on Timco et al. (2000).



Table 4. Ice ridge parameters used in this estimation (ISO19906, 2010).

Parameter φ [◦] c [kPa] ρw [kg/m3] ρi [kg/m3] η [-]

30 7 1025 920 0.3

l0.46
ridge >

(
pclhcl + pkhk

)
w
A

(10)

The ridge loads calculated from the analytical models in Table 5 are between 1.5 and 6 times
the measured loads.

Table 5. Table over critical length lridge together with ridge loads Fcl , Fk and Ftot = Fcl +Fk.
Ridge sizes are taken from Table 3. hcl was not measured for any of the structues and for
Molikpaq hk was also not measured, these values are estimated.

Molikpaq Confederation
Bridge

Nordströmgrund
lighthouse

w [m] 90 14.3 7.6
hi [m] 0.8 0.6 0.3
hcl [m] 1.44 1.08 0.54
hk [m] 4.5 6.6 6.1

n -0.34 -0.38 -0.44
CR MPa 2* 1.8 1.8

Fcl [MN] 118 18 6
Fk [MN] 12 3 2
Ftot [MN] 130 21 8
lridge [m] 9000 200 20

*Adjusted down to 2 from 2.8 to only account for first year ice ridges.

CONCLUSIONS
In this paper actions from first year ice ridges on fixed structures has been studied. The first part
of this paper was a review on full scale global loads and associated failure modes on three fixed
structures, actions from first year ridges and level ice were compared. The three instrumented
structures was the Molikpaq, the piers of the Confederation Bridge and Nordströmgrund light-
house. In the second part of this paper some ice ridge structure interaction data were analyzed.
Data from Nordströmgrund lighthouse were used to obtain a ratio between global panel loads
and tilt for ridges compared to level ice. Finally a limit force analysis was performed to estimate
minimum ice ridge lengths for crushing to occur on the three fixed structures.

From this work the following conclusions were made:

• The highest ridge loads on Nordströmgrund lighthouse and the piers of the confederation
bridge were associated with crushing and combined crushing/bending respectively, while



on Molikpaq crushing of ice ridges did not occur. Measured full scale global ice ridge
loads were in the same order as loads from level ice for all three structures.

• From a limit force analysis it was estimated that the critical ridge length to produce local
crushing was 9km on Molikpaq compared to 20m for Nordströmgrund lighthouse and
200m on the piers of the confederation bridge.

• From full scale data of a quasi-static 5m deep ice ridge iteration with the Nordströmgrund
lighthouse; a ratio between global panel load and tilt was found. The ridge ratio obtained
was 8.2 kN/µradians compared to 12kN/µradians for level ice derived by Frederking
(2005). The low value indicates that load panels underestimate ridge loads. Addition-
ally; an analytical estimate suggest that the same load from a 5m deep ridge would give
approximately 40% less tilt than level ice due to the change of point of action and large
bottom foundation. As a result a general ratio between global load and tilt cannot be ob-
tain for ice ridges. For ice ridges; advanced numerical tools (FEM,DEM) are needed to
obtain global loads from tilt.
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A R T I C L E I N F O

Keywords:
Full-scale ice ridge-structure interactions
Global forces
Classification of interaction modes
Instrumentation

A B S T R A C T

The signatures in force and response time series from ice-ridge interactions on vertically sided structures are not
described in standards and are among the least understood types of ice-structure interactions. In this paper, we
identified 35 high global-force ridge events at the Norströmsgrund lighthouse in the winters of 1999/2000 to
2002/2003. During these events, load panels rendered global forces in excess of 3 MN, where the highest global
force measured was approximately 6 MN. The type of ice-ridge interaction mode was further classified based on
the signatures in force and the response time series as well as video records. The classified ice-ridge interactions
included 1) limit-force stalling, 2) limit-stress ductile failure and 3) limit-stress brittle failure. Based on the
suggested format of classification, recommendations for future instrumentation are proposed.

1. Introduction

First-year ice ridges are accounted for in the design of marine
structures in Arctic, subarctic or temperate areas such as the Baltic Sea
and ice ridge interactions may establish the ultimate limit state for a
structure. Ice ridges are typical features in the Baltic Sea and account
for, on average, one-third of the total ice mass (Leppäranta and Hakala,
1992). The fraction is lower than the total ice mass in the Arctic Ocean
(66% in the Fram Strait) (Hansen et al., 2014).The first offshore wind
farm with ten gravity-based turbines designed for ice conditions is
under construction (as of 2017) in the southern part of the Gulf of
Bothnia (N61°62.9′ E21° 35.34′), 10 km east of Pori in Finland
(4COffshore, 2017; Eranti, 2017). Ice forces measured on lighthouses
can provide guidance for the design of wind turbine foundations, bridge
piers and other vertically sided structures. In this paper, we focus on
ice-ridge forces measured at the Norströmsgrund lighthouse, particu-
larly high global forces measured from the consolidated layer.

During the low level ice forces project (LOLEIF) and structures in ice
project (STRICE) (winters 1999/2000–2002/2003), ice forces were
measured at the Norströmsgrund lighthouse located in the Gulf of
Bothnia (N65°6.6′ E22° 19.3′), 60 km southeast of Luleå in Sweden.

Since 1971, year-around navigation has been maintained in the Gulf of
Bothnia, and ice-breaking activities have increased the movability of
the ice in the area around the Norströmsgrund lighthouse
(Engelbrektson, 1987). Consequently, the lighthouse is often located in
the transition zone between land-fast ice and dynamic-drift ice. The ice
drift is wind-driven and predominantly along the coast in the south-
westerly and northeasterly directions (Engelbrektson, 1987). Typical
level-ice conditions are 40–60 cm, but the thickness of rafted ice may
exceed 1m, and ridges are frequent. The Norströmsgrund lighthouse is
a gravity-based concrete structure (displayed in Fig. 1) with a diameter
of 7.5m at mean water level (MWL) and 23m at the underwater caisson
at +7.5m elevation from the seabed (Bjerkås and Nord, 2016). The
estimated MWL was +14.5m elevation from the seabed (Jochmann
and Schwarz, 2000). The lighthouse was instrumented to measure ice
forces at MWL, structural responses (accelerations and tilt), ice thick-
ness, meteorological data and videos. A detailed description of the in-
strumentation is available in Bjerkås (2006), Haas (2000) and
Jochmann and Schwarz (2000).

The ice forces measured at the lighthouse have been presented in
several conference papers (Bjerkås and Bonnemaire, 2004; Bonnemaire
and Bjerkås, 2004; Frederking, 2005; Haas and Jochmann, 2003; Li
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et al., 2016; Poirier, 2014; Sudom and Frederking, 2014), reports
(Franson and Bergdahl, 2009; Haas, 2000; Heinonen et al., 2004;
Jochmann and Schwarz, 2000; Kärnä and Yan, 2009) and a few journal
papers (Bjerkås, 2004; Nord et al., 2016).

Time series of forces and responses are crucial when observations of
processes at the ice-structure interface are attributed to the different
modes of ice-structure interaction, e.g., ductile or brittle failure. The
signatures of these different interaction modes when level ice interacts
with a structure are well-established (Jordaan, 2001; Sodhi and
Haehnel, 2003). Interaction mode classification was important to
narrow the scope of experimental campaigns and the development of
phenomenological models in the “ice-induced vibrations” community.
For ice-ridge interactions, very little has been reported on the sig-
natures in force and response, and only Bjerkås (2006), Brown et al.
(2010), Ervik (2015) and Poirier (2014) have presented time series of
force signatures in ridge interactions and identified ridge failure modes.
However, to our knowledge, the identified signatures in forces and
responses have never been systematically associated with the type of ice
ridge-structure interaction mode. High global force ridge events were
chosen for this study because they are likely to establish events that will
govern the quasi-static ultimate limit state design and the high global
force ridge events are required when probabilistic design methods are
applied.

This paper is the first to 1) identify a significant number of high
global-force ridge events measured at the Norströmsgrund lighthouse
and 2) classify ice-ridge-interaction modes based on the signatures of
the force and response time series. In the discussion, the interaction
classification for ice ridges is compared to the classification for level ice
(Sodhi and Haehnel, 2003). Based on the suggested format of classifi-
cation and lessons learned from LOLEIF and STRICE, recommendations
for future instrumentation are proposed. Classifying ice ridge interac-
tions into different modes based on forces and responses may improve
the design of structures if certain interaction modes can be avoided or if

the driving forces exclude certain interaction modes.

2. Background

2.1. Limiting mechanism

Load-limiting mechanisms include limit stress, limit momentum/
energy and limit force (Croasdale, 1984; Croasdale, 2009; Timco et al.,
2017). Ice forces are limited by stress when the ice fails directly against
the structure (e.g., crushing, bending, buckling and splitting), and thus
sufficient driving forces are available. If the momentum of the ice floe is
insufficient, the ice will come to a halt, and the forces are limited by
momentum or energy. This is particularly important for icebergs and
other massive features. The limit force occurs when ice forces are
limited by the driving forces such that the wind and current forces are
insufficient to cause the ice to fail at the structure surface. The limit-
force mechanism also includes limit pack-ice forces, which occur when
the ice fails elsewhere in the ice pack due to, e.g., ridge building,
buckling against thicker ice or level-ice failure against rubble piles.
Because of the complex dynamics of the ridge-building process, the
range of pack-ice driving forces is still unknown (Timco et al., 2017).
For a single ridge embedded in level ice, the ridge length/structure
width may give the condition for the limit stress/limit ridge-building
force. For the Norströmsgrund lighthouse (7.5 m wide), the critical
ridge-building length is approximately 20m, whereas for Molikpaq
(~90m wide), the critical ridge length is several kilometers (Croasdale,
2009; Ervik, 2015). Unfortunately, the video coverage at the Nor-
strömsgrund lighthouse was insufficient to observe far-field ice de-
formation, which makes classification of the limiting mechanisms other
than limit stress difficult.

Fig. 1. a) The Norströmsgrund lighthouse (Photo:
Basile Bonnemaire, 2003 March 27); b) the Gulf of
Bothnia with the position of the lighthouse marked
with a red dot and ice-covered areas shaded in gray,
the light blue and blue areas represents water at
temperatures colder than +1 °C and+ 3 °C, respec-
tively (2003 March 31, FMI); c) load panel orienta-
tion. (For interpretation of the references to colour in
this figure legend, the reader is referred to the web
version of this article.)
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2.2. Interaction modes

Bonnemaire and Bjerkås (2004) identified four types of failure
modes during ice-ridge interactions with the Norströmsgrund light-
house, including crushing, splitting, bending and failure on a wedge in
front of the structure. These types of failure modes were classified based
on visual observations of the ice failure from videos. Among the failure
modes, the crushing failure mode produced the highest global forces.
When level-ice fails against compliant vertically sided structures the
combined observations of crushing and structural response are classi-
fied as one of the following four interaction modes: 1) ductile failure
(also referred to as creep deformation in Sodhi et al., 1998), 2) inter-
mittent crushing, 3) frequency lock-in crushing, or 4) continuous brittle
crushing, arranged by increasing indentation speed (ISO19906, 2010;
Sodhi and Haehnel, 2003). The classification of interaction modes by
means of measured quantities requires time series of force and re-
sponse, preferably alongside video footage of the ice failure. At the ice-
structure interface, damage processes in the ice adjacent to the indenter
differ depending on the confinement (Jordaan, 2001; Wells et al.,
2011), which is important for the appearance and failure of high-
pressure zones (O'Rourke et al., 2016a; O'Rourke et al., 2016b). Sodhi
et al. (1998) showed that the highest level-ice forces on a medium-scale
stiff structure were caused by low-velocity ductile failure with high
contact area. In this paper, modes of ice ridge interactions are classified
and compared to the four modes identified for level ice.

3. Method

In the following, we present how events are identified and the
methods used to obtain the 1) global ice force, 2) acceleration, 3) tilt, 4)
ice thickness and type of ice feature, and 5) ice speed. Finally, a few
simplistic signal-processing tools are presented.

3.1. Event identification

All data files recorded during LOLEIF and STRICE were considered
in this study. A program in MATLAB 2017a (The MathWorks, Inc.,
Natick, Massachusetts, United States) was developed to search though
all data files and filter out data files based on requirements (e.g., ranges
in ice thickness, acceleration and/or global panel force). The individual
data file records contained time series of various length, sampling fre-
quency and interaction modes. First, data files with a global force in
excess of 3MN was filtered out. Then the ridge events were selected
manually, based on a combination of global force, acceleration, ice
thickness and video footage, to capture different interaction modes in
which the maximum global force exceeded 3 MN. The 3 MN global
force limit was applied to obtain a manageable amount of high global
force data files for detailed analysis, the limit was approximately 50%
of the maximum global force (~6 MN). Unfortunately, a quantifiable
criteria to define event time intervals was not found, due to different
sampling frequencies between measurements within the same data file
(ice thickness, drift speed, global force/acceleration were sampled with
different frequencies). Small variations in the position of the event time
interval may affect the mean values and standard deviations of forces
and accelerations, however the maximum global forces and the iden-
tified interaction modes and thus the main results are unaffected. A
data file record is shown in Fig. 2 with 5 identified ridge events with a
global force above 3 MN. The red and blue vertical lines represent the
beginning and end of an event, respectively, and the horizontal red
dashed line is the global force limit (3 MN). In some cases, two data files
were combined to obtain one event.

3.2. Panel forces

The lighthouse was instrumented with 9 load panels (P0-P144 in
Fig. 1c) covering 162° of the lighthouse circumference from the north

(351°) to southeast (153°). The width and height of the load panels were
1.2 m and 1.6 m, respectively. One load panel (facing 90°, P90 in
Fig. 1c) was segmented, and local forces were measured in eight seg-
ments (approximately 0.6 m wide and 0.4m high). The panel force was
calculated as the sum of the local forces on each segment. The other
load panels each measured a single normal force. The global force on
the lighthouse was the vector sum of the panel forces (see Appendix
A.1). The load panels were incapable of measuring shear forces, and the
load panel measurement range was 2 MN+50% overload. The sam-
pling frequency was manually set to 1–100 Hz, and the vertical position
of the load panels was from +13.4m to +15m elevation (from the
seabed). The water level in the Baltic Sea is affected by the air pressure;
deep low-pressure passages over the Bothnian Bay combined with high
pressures over the southern Baltic can create sea level fluctuations up
to± 2m, although tides are not present (SMHI, 2014a). The water level
elevation at the position of the Norströmsgrund lighthouse was gener-
ated using E.U. Copernicus Marine Service Information with a root-
mean-square-error of 0.09m (Axell et al., 2017; Copernicus, 2017). The
water level was used both to evaluate the load panel vertical coverage
and to quantify the distribution of the local forces.

3.3. Tilt

Frederking (2005) showed that tilt (inclination) measurements
could be used to calculate the global static or slow-varying level ice
forces on the lighthouse in 2002 after it was installed, zeroed and ca-
librated (February 27). Two biaxial inclinometers were installed at
+22.8m and+37.1 m elevation. Unfortunately, for both events in
2003 and ridge interactions, tilt could not be reliably used to obtain
global forces because of signal drift and the inelasticity of the light-
house foundation (Frederking, 2005; Sudom and Frederking, 2014).

3.4. Acceleration

Two accelerometers were installed at +16.5m, close to the ice
action point, and two were installed close to the top of the lighthouse at
+37.1m elevation. Nord et al. (2016) showed that global dynamic
forces on the lighthouse could be identified by employing the joint
input-state estimation algorithm in conjunction with a limited number
of accelerometer measurements and a modally reduced order model. In
this study, the acceleration measurements were mainly used for ice-
structure interaction mode classification. Only acceleration measure-
ments with 10 Hz sampling frequency or higher were considered.

3.5. Ice thickness

The ice thickness at the Norströmsgrund lighthouse was measured
with both a upwards looking sonar (ULS) and an electromagnetic
ground conductivity geophysical instrument (EM) sensor (Haas and
Jochmann, 2003). The ULS was mounted on the lighthouse underwater
caisson (+7.5m elevation), approximately 5m southeast of the light-
house, and the EM sensor was mounted on a hanging frame 10m east of
the lighthouse at approximately 2m above MWL. The ULS always
identified the deepest point of the ice but was operational only in 2000
and 2001. The EM averaged the ice thickness over an area of ap-
proximately 6m in diameter (the footprint). For ice ridges, the EM
sensor underestimated the maximum keel depth but measured the ap-
proximate thickness of the consolidated layer and some part of the
rubble, depending on the conductivity (Haas, 2017). The conductivity
is affected by salinity and macroporosity. Therefore, calculating ice
thickness from EM measurements requires inverse modeling because
salinity and macroporosity are unknowns (Haas, 2000; Haas, 2017).
Both Bjerkås (2006) and Haas and Jochmann (2003) showed that the
maximum keel depth from the ULS was approximately 3 times the EM
thickness.

The type of ice feature (level, rafted or ridged ice) was determined
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based on a combination of ice thickness measurements, video records,
and the level-ice thickness calculated from the number of freezing de-
gree days (FDDs) according to the empirical expression proposed by
Zubov (1945). Air temperature measurements at the Rødkallen me-
teorological station located 23.6 km north-northeast of Norströmsgrund
were used to obtain the FDDs. Daily mean temperatures were calculated
by the Ekholm-Modèn model, which uses weighted averages of the
minimum and maximum temperatures as well as the temperatures at
7 am, 1 pm and 7 pm (SMHI, 2014b).

3.6. Ice speed

The ice speed was sporadically estimated from visual observations
by personnel stationed at the lighthouse and stored in a logbook.
Continuous ice speed was additionally estimated by using videos from
one video camera fixed to the southeast side of the lighthouse at
+31.5 m elevation. An automated algorithm based on cross correlation
between pairs of images was used to estimate the ice speed (Samardzija,
2018). The algorithm could not be used in cases of poor and unequal
lighting during the night, if the ice was uniform without any distinct
features or if ice cracks formed. In those cases, the ice-drift estimate was
performed manually from video recordings.

3.7. Signal processing

To classify the type of ice interaction mode, both force-time series
and acceleration-time series were investigated qualitatively, similar to
that described by Sodhi and Haehnel (2003) for level ice and adopted
by ISO19906 (2010). Additionally, we tested some simplistic signal-
processing tools to 1) quantify the global dynamic force and 2) quantify
the stationarity in force-time series for the different interaction modes.
A stationary time series has constant mean and variance over time. To
quantify the dynamic global force, the time series was filtered with a
Butterworth high-pass filter with a cutoff frequency of 0.3 Hz. The
cutoff frequency was chosen such that it both removed as much as
practically possible of the slow-varying drift in the global force signals,
and that the filter worked for a range of sampling frequencies. For the
acceleration-time series, the standard deviation was calculated. To

quantify the signal stationarity, the global force-time series was filtered
by averaging the global force within 7-s intervals (μF7s) each 7 s (not a
7-s moving average), calculating the standard deviation of the interval
means (σμF7 s), and calculating the autocorrelation.

4. Results

4.1. Met-ocean conditions

The ice cover in the Gulf of Bothnia is low salinity (approximately
0.7‰), first-year ice. A typical ice season extends from February to
April. The ice conditions for the winters of 1999/2000 to 2002/2003,
including the maximum ice extent, the maximum fast ice thickness and
a general classification of the winter based on the seasonal FDDs (FMI,
2016), are summarized in Table 1. The average seasonal FDDs (dashed
line in Fig. 3a) from 1953 to 2015 was 994, compared to 654 in 1999/
2000, 862 in 2000/2001, 806 in 2001/2002 and 1069 in 2002/2003. In
Fig. 3b the time development of FDD for each of the four winters is
displayed, the circles mark dates with high global force ridge events.

The mean wind and ice-drift direction were predominantly from the
northeast for the identified high-force ridge events, as shown in Fig. 4.
This may not represent the dominant wind direction, as only events in
which the load panel coverage was high are included. The ice drift was

Fig. 2. Example of a data file record with 5 events.
The vertical red and blue lines represent the begin-
ning and end of an event, respectively: a) global
force and acceleration (Acc at +16.5m) and b) ice
thickness. (For interpretation of the references to
colour in this figure legend, the reader is referred to
the web version of this article.)

Table 1
Description of the winters of 1999/2000–2002/2003 and corresponding ice
conditions.

Winter 1999/2000 2000/2001 2001/2002 2002/2003

Max ice extent [km2] 96,000 129,000 102,000 233,000
Date of max ice extent 02/24 03/26 02/01 03/05
Max. fast ice thickness

[cm]
50–85 50–60 55–80 70–90

Classification of the
winter

Mild Mild and
short

Mild Average

Fig. 3. FDDs measured at the Rødkallen meteorological station located 23.6 km
north-northeast of the Norströmsgrund lighthouse, a) seasonal FDDs from
1952/1953 to 2014/2015 and b) time development in FDD for winters 1999/
2000 to 2002/2003, where circles display days with high global force ridge
events.
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from 20° counter-clockwise to 67.5° clockwise of the wind direction.
Eighty percent of the events were caused by ice drift from counter-
clockwise, and the wind and ice-drift directions were never identical.
The fluctuation in water level at the location of the Norströmsgrund
lighthouse is shown in Fig. 4c, which is based on data gathered from
Copernicus (2017). During LOLEIF/STRICE, the maximum and
minimum water level elevations (from MWL) were +1.1 and −0.4 m,
respectively, and the results were used to study the local forces in
section 4.3.2. The dynamic movement of the ice sheet in March and
April 2003 in the Gulf of Bothnia is displayed in Fig. 4d, images are
from an optical satellite (NASA, 2018).

4.2. Events and interaction modes

During LOLEIF and STRICE, ice interacted with the Norströmsgrund
lighthouse on 162 days, where 519 data files were recorded. In total, 35
ridge events with a maximum global force above 3 MN were identified.
These events occurred in March and April on 14 different days (see
Table A.1 in Appendix A.2). We identified the following three ice-ridge
interaction modes:

• Limit-force stalling (stalling in short);

• Limit-stress ductile failure (ductile in short); and

• Limit-stress brittle failure (brittle in short).

The type of ice-ridge interaction mode was stalling in 4 events (on
4 days), ductile in 2 events (on 2 days) and brittle in 29 events (on
7 days). No intermittent or frequency lock-in ice ridge events were
identified among the high global force events. The different interaction
modes are described in the following text, and signatures of time series
are displayed in Fig. 5 (stalling event), Fig. 6-1 and 2 (ductile event,
second highest force measured), Fig. 7 (brittle event, highest force
measured) and Fig. 8 (brittle event, third highest force measured).
Figs. 5–8a) display time series of the global force (black line), including
a seven-second average (red line) and accelerations measured at
+16.5m (light gray line) and +37.1m elevation (dark gray line).
Figs. 5–8b) display the average panel force, including a blue arrow
marking the wind direction, on the left and the panel force distribution
at the time of maximum global force, including a red arrow marking the
ice-drift direction, on the right. Figs. 5–8c) display time series of EM
(black line) and laser (gray line) ice thickness. Figs. 5–8d) display the
average segment force on the left and the segment force at the time of
maximum global force on the right. The water level is marked with red
arrows and the text WL. Figs. 5–8e) display time series of ice speed from
image processing and a table with ice speed for the logbook and met-
ocean data. Figs. 5–8f) display time series of panel forces, with legend
numbers indicating load panel numbers (Fig. 1c). The time series were
not resampled and were measured with a sampling frequency in the
range of 1–100 Hz, as noted in the figure captions. The force dropped at

Fig. 4. Wind and ice-drift directions, water level and ice maps. a) Mean wind direction in the 35 ridge events that were identified; b) mean ice-drift direction for the
35 identified ridge events; c) water level relative to the MWL, data from the Copernicus data base (Copernicus, 2017) for the winter seasons of 1999/2000–2002/
2003; d) optical satellite images top row from left; March 12, March 20, March 27 and bottom reo from left; March 31, April 5 and April 8 (NASA, 2018).
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the end of the events due to a change in interaction mode from failure
at the lighthouse or stalling to shearing, bending, splitting, change in
ice-drift direction or the ridge passing the lighthouse. In Fig. 8e, the ice
speed drops to zero because of global ridge shear failure.

Table 2 provides a summary, for the different interaction modes, of
the standard deviations of the range of acceleration (σAcc), dynamic
global force (σFdyn), and average global force in 7-s intervals (σμF7 s)
over the time interval delineated by the red and blue lines for each
event. Table 2 also displays the maximum divided by the mean global
force, ice speed at the time of the maximum global force (v(tmax)), mean
air temperature (μTA) and mean wind speed (μW) for the different in-
teraction modes.

The dynamic force had low amplitudes during all stalling events,
with σFdyn in range 3–14 kN. The acceleration measured at +16.5m
elevation with a sampling frequency of 10 Hz was low (σAcc=0.007m/
s2) and on the order of the magnitude of the acceleration measured
during open-water interactions sampled at 84 Hz. The ice speed was
equal to zero most of the time duration in stalling events, and the
duration of these events was between 5min and 6 h. The peak global
force measured during stalling events was recorded either just before
the ice sheet started moving or the moment the ice sheet came to a halt.
However, for the second type of stalling events (where the global force
peaked the moment the ice sheet came to a halt) the force development
was not always captured by the load panels because the ice sheet ro-
tated such that the ice interacted with parts of the lighthouse not in-
strumented. During stalling events, the ice sheet could be stalled against

the lighthouse for several hours attaining a high global force. The
stalled events ended when either the ice-drift direction changed, al-
lowing the thick ice feature to avoid the lighthouse, or a global failure
occurred, e.g., cracks and splitting. During limit-force stalling events,
the wind speed was 7–14m/s, the mean air temperature was −1.2 °C
(minimum of −3.8 °C and maximum of +5.2 °C), and the ice drift was
from 23°, 157°, 180° or 315°.

The dynamic force had low amplitudes during all ductile events,
with σFdyn in range 8–27 kN. The acceleration measured at +16.5m
elevation with a sampling frequency of 10 Hz was (σAcc=0.008m/s2),
approximately the same as the acceleration for stalling events. The ice
speed was 0.005–0.02m/s, lower than for the brittle events, and the
duration of these events was between 5min and 2 h. The wind velocity
under these conditions was 7–8m/s, the mean air temperature was
+0.8 °C (minimum of −2.7 °C and maximum of +4.4 °C), and the ice
drift was from 72° or 90°.

During brittle events, the signature of the force-time series was
dynamic (σFdyn 83–203 kN). The structure acceleration was larger than
the structure acceleration for both ductile and stalling events, and the
standard deviation of the acceleration ranged from 0.02 to 0.11m/s2.
The ice speed was 0.1–0.4 m/s, higher than for any other interaction
mode. The ice drift was mostly from 23°, but a few events were from 0°,
45°, and 90°, and one was from 180°. The duration of these events was
1min to 1 h. The wind speed was 7–14m/s and the mean air tem-
perature was −6.6 °C (minimum of −14.4 °C and maximum of
−0.8 °C).

Fig. 5. Event no. 16, stalling event with a sampling frequency of 1 Hz. Fig. 5–8 a) time series of the global force (black line) including a seven-second average (red
line) and accelerations measured at +16.5 m (light gray line) and+37.1m elevation (dark gray line); b) at left, the average panel force, including a blue arrow
marking the wind direction; at right, the panel force distribution at the time of maximum global force, including a red arrow marking the ice-drift direction; c) time
series of EM (black line) and laser (gray line) ice thickness; d) at left, the average segment force; at right, the segment force at the time of maximum global force. The
water level is marked with red arrows and the text WL; e) time series of ice speed from image processing and a table with ice speed for the logbook and met-ocean
data; f) time series of panel forces. Legend numbers indicate load panel orientations from north 0° to southeast 144°. (For interpretation of the references to colour in
this figure legend, the reader is referred to the web version of this article.)
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The standard deviation of the acceleration for the events with a
sampling frequency equal to or> 10Hz is displayed in Fig. 9. Events
with a sampling frequency (fs)> 10 Hz were resampled to 10 Hz. Dif-
ferent failure modes are indicated by different symbols.

4.3. Forces and pressures

4.3.1. Global force and pressure
The largest global forces were caused by the ice ridges with the

largest EM ice thickness (Fig. 10a), but the global pressure decreased
with increasing ice thickness (Fig. 10b) and was independent of ice
speed (Fig. 10c). Fig. 10a shows the maximum global force compared to
EM ice thickness. The gray and black markers represent all data points
and events with ice drift from northeast (45°) to east (90°), respectively.
In Fig. 10b, the global pressure is compared to the EM ice thickness. The
solid lines and dashed lines represent, respectively, the global pressure
equation (A.8-21) in ISO19906 (2010) and the suggested enhancement
by Määttänen and Kärnä (2011). We expect that global pressures for
ridges (data points displayed in Fig. 10a–b) lie underneath the lines
displaying equation A.8–21 in ISO19906 (2010) and the enhancement
by Määttänen and Kärnä (2011), which represents a 10−2 annual
probability of exceedance for competent level ice. The EM ice thickness
displayed in Fig. 10a–b) overestimates the consolidated layer thickness
and the CR value is expected to be lower for the consolidated layer than
for level ice. The maximum global pressure is compared to drift speed in
Fig. 10c. Note that the maximum panel vertical length was 1.6 m, the
water level varied, and thus local forces from thicker ice might be
missing.

4.3.2. Local forces
The high global-force ridge events were associated with high panel

forces simultaneously across the lighthouse, and there was no correla-
tion between the type of interaction mode and the number of load
panels with high local forces. Fig. 11a displays the maximum force

compared to the number of load panels with a panel force above 0.5
MN. Fig. 11b shows results from the segmented panel and displays the
elevation (from the seabed) of the segment with the highest local force
compared to the water level. For events with ice drift of 45°-90°, the
local segment forces at the time of maximum global force (tmax) are
shown in Fig. 12. The title for each subplot represents the type of failure
mode, EM ice thickness and the event No., and WL denotes the water
level (cf., Fig. 4c). In most events, independent of ice thickness, there
was one vertical layer of segments with high local forces.

5. Discussion

5.1. The effect of met-ocean conditions on high global force ridge events

For the identified ridge events, both the wind and ice-drift direc-
tions were mostly from the northeast. However, events from the
southwest would not be detected by the load panels, and in 2003, the
predominant wind direction was from the southwest (Li et al., 2016).
Differences in direction between wind and ice drift are important for
the design of wind turbine foundations because ice-induced vibrations
may be damped when the ice and wind come from the same direction
(Hendrikse, 2017). The wind direction measurements had greater ac-
curacy than the measurements of ice-drift direction. Wind was mea-
sured in a meteorological tower, whereas ice drift was determined from
visual observations by personnel stationed at the lighthouse. The mean
difference between the wind and ice-drift directions was 22°; the dif-
ference was>10° for all but 7 events, and in 80% of the events, the ice
drift was shifted clockwise of the wind direction. The ice drift in the
Baltic is generally shifted 20°-30° clockwise of the wind direction
(Leppäranta and Myrberg, 2009).

All the 35 identified high global force ridge events occurred in
March and April and among the 35 events, 77% occurred in winter of
2002/2003. This may have several reasons, and probably a combina-
tion of the ice movement, ice temperature and growth of the

Fig. 6. 1 (top) Event no. 10, ductile event, second highest force recorded (sampling frequency of 10 Hz). 2 (bottom) Event no. 10, ductile event, second highest force
recorded (sampling frequency of 10 Hz), displays a zoom around the peak force.
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consolidated layer thickness. The frequency (in per cent) of both high
ice concentration (> 90%) and ice ridges in the Bay of Bothnia were
typically at maximum in March and April based on data from 1965 to
1985 (Engelbrektson, 1987). In 2003 February 14, a global crack

formed north in the Bay of Bothnia resulting in a global movement of
the Baltic ice sheet of approximately 15 km until March 31 displayed in
Fig. 4d. Assuming ice drift from the north only (and no rafting or ridge
formation), Bjerkås et al. (2012) found that the daily drift past

Fig. 6. (continued)

Fig. 7. Event no. 19, brittle event, highest force recorded (sampling frequency of 30 Hz).
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Norströmsgrund was approximately 300–350m. However, the ice drift
between February 14 and March 31 changed directions several times,
such that the ice drift past Norströmsgrund was probably considerably
higher and from both a northerly and southerly direction. This would
partly explain the frequent occurrence of high global force ridge events
in March and April 2003. According to the FDD data presented in
Fig. 3b and ice temperatures presented by Bjerkås et al. (2012), high
global force ridge events occurred when the ice growth had slowed
down, i.e. consolidated layer thicknesses were at maximum, and ice
temperatures were increasing towards the melting point. The high
number of FDD in 2003 also fits with the frequent occurrence of high
global force ridge events.

The air temperature was generally higher on days with ductile
events (−2.7 °C, +4.4 °C) than on days with brittle events (−14.4 °C,
−0.8 °C). It takes time for ice to heat up, and the average number of
FDDs one week before the ductile and brittle events was 12.4 and 34.3,
respectively. Therefore, the ice was, on average, warmer in ductile in-
teractions than in brittle interactions.

5.2. Interaction modes and forces

The identified ice ridge-structure interaction modes include 1) limit-
force stalling, 2) limit-stress ductile failure, and 3) limit-stress brittle

failure. In addition to 35 ridge events 7 level and rafted ice events were
identified with a global panel force above 3 MN, where ice ridge events
governed the highest global forces measured (see Tabel A.1 in Appendix
A.2).

5.2.1. Limit-force stalling
When the global force was limited by the driving- or pack-ice

driving forces, the ice sheet came to a halt, and the events were clas-
sified as stalled. During stalling events, the signature of the global-force
time series either increased (events no. 1 and 11), decreased (event no.
15), remained constant (event no. 16) or slowly oscillated, for which

Fig. 8. Event no. 7, brittle event, third highest force measured (sampling frequency of 30 Hz).

Table 2
Summary of the parameters identified for the different interaction modes.

Interaction mode Stalled Ductile Brittle

σAcc [m/s2] 0.007 0.008 0.02–0.11
σFdyn [kN] 3–14 8–27 83–203
σμF7s [kN] 441–855 460–1040 279–1117
Fmax/Fmean [−] 3.2–4.2 1.6–2.8 1.8–5.5
v(tmax) [m/s] ~0 0.005–0.02 0.1–0.4
μTA [0C] −1.2 +0.8 −6.6
μW [m/s] 10.7 7.6 10.1

Fig. 9. Standard deviation of the acceleration resampled to 10 Hz. B=brittle,
D= ductile, ST= stalling events.
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the tilt also oscillated (event no. 14, Fig. 13). The accuracy of the ice-
drift measurements was insufficient to quantify ice speeds on the order
of mm/s at which ice creeps (Michel and Toussaint, 1977; Sodhi and
Haehnel, 2003). Among the identified high-force events, the ice inter-
acted with the lighthouse only in stalling events from the southeast to
the northwest 157.4°-315° (Fig. 4) outside the load panel coverage
(351°-153°). For the stalling event in Fig. 5, the ice-structure interface
was to the northwest (315°), and thus only a fraction (3.7 MN) of the
global force was measured. In Section 5.2.5, the missing panel forces
are estimated with a mirroring technique. In the event in Fig. 1a (2003
March 26–27), a large ice ridge came to a halt and was grounded on the
underwater caisson (~7m below MWL) (Bjerkås et al., 2003). Because
the ice interacted with the south-southwest interface of the lighthouse
(with no load panels), the event was not identified as a high-force
event. The tilts measured at +22.8m were compared between the
maximum global force event no. 19 (Fig. 7), the stalling event no. 16
(Fig. 5) and the grounding event on 2003 March 26–27 (Fig. 1), and the
absolute maximum values were, respectively, 1.33 mrad, 1.31 mrad
and 1.41 mrad. Because the events occurred within approximately one
week in 2003, we assume that the measurement signal drift was neg-
ligible, and therefore it is likely that the event on March 26–27 was also
a high-force event. Applying the relation between global force and tilt
proposed by Frederking (2005) the tilt values 1.33 mrad, 1.31 mrad and

1.44 mrad would correspond to a global force equal to 16.0 MN, 15.7
MN and 17.3 MN, respectively. These global force values are on the
limit of the lighthouse design capacity, and because of reported issues
with the tilt signals in 2003 (Frederking, 2005; Sudom and Frederking,
2014), these global forces are likely severely overestimated. Due to the
combination of varying water level and nonlinearities in the lighthouse
foundation we also believe that simply assuming a linear relation be-
tween tilt and global force is too simplistic.

5.2.2. Limit-stress ductile and brittle failure
Level-ice ductile failure occurs at low indentation speeds, and the

force signature gradually increases, reaches a peak value and decreases
to a steady state value of approximately 50% of the peak force without
structural vibrations (Michel and Toussaint, 1977; Sodhi and Haehnel,
2003). This classification agrees with the classification identified for
ridge interactions, with the exception of the steady state force. The force
signature for the ductile ridge interaction (identified in this paper) in-
creased, attained a peak and decreased but never reached a steady state
value, perhaps because of heterogeneities in the ice ridge, variations in
ice drift speed or the formation of cracks. During ductile events, both the
dynamic force (σFdyn 8–27 kN) and structural acceleration (σAcc
~0.008m/s2) were low, and the interactions were thus quasi-static. The
type of ice-ridge interaction was related to ice speed, where interactions

Fig. 10. Global force and pressure compared to EM ice thickness and drift speed. a) Maximum force compared to ice thickness, b) global pressure compared to ice
thickness, and c) global pressure compared to ice speed. B= brittle, D= ductile and ST= stalling event, 45°-90° represents events with ice drift from north to
northeast.

Fig. 11. Horizontal and vertical force distribution for the 35 ridge events. a) Maximum global force compared to the number of load panels with a panel force above
0.5 MN; b) the position of the WL relative to MWL compared to the elevation (from the seabed) of the segment with the maximum local force. MWL is marked by 0m.
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with low ice speed (0.005–0.02m/s) were ductile, whereas interactions
with high ice speed (0.1–0.4m/s) were brittle. In the Japan Ocean In-
dustries Association project (JOIA), ductile level-ice interactions (thick-
ness of ~0.2m) against a vertically sided flat indenter (1.5m wide) were
observed at an indentation speed of 0.0003m/s, whereas brittle
interactions were observed at indentation speeds of 0.003–0.03m/s
(Sodhi et al., 1998). Both JOIA and LOLEIF/STRICE data qualitatively
show that ductile interactions occur at lower ice speeds than brittle
interactions, although the transition indentation speeds are quantita-
tively different. The increased transitional ice speed for the identified
ridge interactions can be explained by the increased vertical confinement
compared to level ice (Schulson and Buck, 1995; Schulson and
Nickolayev, 1995).

During level-ice brittle failures, the interaction force attains a steady
state mean value with random variations above and below the average
force level (Sodhi and Haehnel, 2003). This classification of the force
signature is qualitatively different from the classification presently
identified for ice ridge-structure interactions. The force-time series
appeared non-stationary for ridged ice, as shown in Figs. 5–8, but sta-
tionary for the rafted-ice event shown in Fig. 14. The mean force
measured during ridge interactions varied throughout the event. An
attempt was made to quantify the stationarity of the force-time sig-
nature by calculating the standard deviation of the mean (σμF7 s) of the
global force in 7-s intervals each 7-s (Table 2 and Appendix A.2). The

ridge events in Fig. 5–8 were less stationary, with σμF7s 626–1117 kN,
compared to a value of 324 kN for the rafted event in Fig. 14. The
standard deviation of event no. 3 (Fig. 15) had the lowest σμF7s value
(276 kN), but the stationarity in the time series in event no. 3

Fig. 12. Local segment forces on the load panel oriented to the east (90°) for events with ice drift of 45°–90°. B= brittle and D=ductile. tmax is the time of the
maximum global force, and hEM is EM thickness at tmax.

Fig. 13. Tilt and global force for stalling event no. 14 (2003 March 10).
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Fig. 14. Event no 22, rafted ice brittle event. Sampling frequency 30 Hz. (The figure setup is the same as that in Fig. 5–8).

Fig. 15. Event no 3, ice ridge brittle event. Note that EM, laser thickness and acceleration data were unavailable in 2001. Sampling frequency 30 Hz. (The figure
setup is the same as that in Fig. 5–8).
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qualitatively appeared similar to that in event no. 22 (Fig. 14). An at-
tempt was also made to calculate the autocorrelation of the force-time
signals resampled to 1 Hz. However, it was difficult to identify a con-
sistent time lag to evaluate the autocorrelation. Because of variations in
ice speed, sampling frequency and event lengths, the most appropriate
means of quantifying stationarity requires further research and pre-
ferably more data and is outside the scope of this paper. The standard
deviations of the dynamic force σFdyn and acceleration σAcc were 83–203
kN and 0.02–0.11m/s2, respectively, for brittle ridge events and
126–140 kN and 0.04–0.07m/s2, respectively, for level- or rafted-ice
events. There was generally a larger spread in measured quantities for
brittle-ridge events than level- or rafted-ice events, noting that there
was also a greater number of high-force ridge events than level- or
rafted-ice events.

5.2.3. Intermittent crushing and frequency lock-in failures
At the Norströmsgrund lighthouse, intermittent crushing events

were not observed in either the ice ridge interactions presented here or
in level-ice interactions (Kärnä and Yan, 2009). The stiffness of the
Norströmsgrund lighthouse at the MWL is approximately 1.7 GN/m
(Heinonen et al., 2004). For a global force equal to 5.5 MN (the max-
imum measured global ductile force, event no. 10), applying the static
stiffness, the estimated displacement of the structure at MWL was ap-
proximately only 3mm. For this event, the failure mode did not alter-
nate to brittle failure at a lighthouse displacement of 3mm.

For the considered high-force ridge interactions, frequency lock-in
vibrations were not observed. Due to the uneven ice thickness, het-
erogeneities in ice ridges, and damping from the rubble, frequency lock-
in vibrations are perhaps less likely to occur for ridged ice.

5.2.4. Local forces
Local forces at tmax for events with ice drift of 45°–90° are displayed

in Fig. 12. Because of the relatively large segments (0.4× 0.6 m2),
detailed pressure distributions were unavailable. However, for the
brittle interactions and one ductile, the vertical force distribution was

independent of the EM thickness and limited to one segment height.
Note that the water level was sometimes located outside the load panel
coverage. Line-like contact was observed in full-scale ice-ship brittle
crushing interactions (Riska et al., 1990) and laboratory crushing tests
(Franson et al., 1991; Joensuu and Riska, 1989). Line-like contact also
explains why the global pressure decreases with increasing ice thickness
(in Fig. 12). However, the maximum local force measured in one of the
segments during an event was generally higher for ridges than for rafted
or level ice, perhaps due to higher confinement. The thickness of the
consolidated layer was measured only approximately based on the EM
thickness (Haas, 2017). The position of the water level was compared to
the position of the segment with the maximum local force in Figs. 11
and 12. Ervik et al. (2018) showed that the strongest part of the con-
solidated layer measured in-situ was the coldest part, which was
probably located close to the relatively cold air surface. Therefore, we
may expect the highest local forces from the top of the consolidated
layer, however because of the unknown sail height it is unclear where
the top of the consolidated layer is located relative to the water level.
The results in Fig. 12 (no. 2–4) display the same water level but varying
position of the segment with maximum local force. The interpretation
of the water level with respect to the position of the consolidated layer
is however questionable. Further, Fig. 12 indicate that local forces were
missed by limited load panel coverage at least in event no. 6 and 7. Due
to the limited vertical panel coverage (1.6 m), it is unlikely that rubble
forces were measured. Kulyakhtin (2017) determined based on basin
model tests and a continuum model for ice rubble that the rubble force
was governed by the rubble accumulation. Brown et al. (2010) con-
cluded that the rubble forces on the conical Confederation Bridge piers
were insignificant and over-estimated during the design process. For
the Norströmsgrund lighthouse, rubble forces were probably missed by
the load panels, and thus quantifying rubble forces is outside the scope
of this paper.

5.2.5. Missing forces and probability of exceedance
For each of the four winter seasons (1999/2000–2002/2003), there

Fig. 16. Force distribution with the mirroring technique. The blue arrows mark the direction of the ice drift. The black panel forces show the measurements on actual
load panels, and the gray panel forces are estimated on fictive panels. ST= stalled, B=brittle events. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)
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was at least one annual event with a global (panel) force above 3 MN.
The overall maximum global force was approximately 6 MN with lim-
ited panel coverage. In 7 events, the ice drift was from a direction only
partly covered with load panels. For these events, panel forces were
mirrored with respect to the ice-drift direction on fictive load panels at
the ice-structure interface. In cases where the ice came from a direction
with no panel coverage (in Fig. 16b–d), the force on the panel closest to
the ice-drift direction was extrapolated to the ice-drift direction and
mirrored accordingly. With this technique, the maximum global force
was estimated as ~9 MN for the stalling event in Fig. 5. Panel force
distributions are displayed in Fig. 16a–g, where the black and gray
panel forces represent measurements and mirroring estimates, respec-
tively, and the blue arrows display ice-drift directions. The challenge
when mirroring forces is the assumption of simultaneous failures and
synchronization of panel forces. Furthermore, two of the load panels
(36° and 108°) had problems with water filling and freezing inside, and
thus force components may have been missing (Kärnä and Yan, 2009).
Friction forces were quantified with the method described by Nord
et al. (2016) with a friction coefficient μ=0.15 (Frederking and Barker,
2001). The friction force depends on both the ice-drift direction and the
relative velocity between the structure and the ice and was calculated
for a few of the events. These calculations revealed that the friction
force had a small effect on the maximum global force (~5–8% in-
crease), similar to observations by Nord et al. (2016). Therefore, the
global forces presented throughout this paper were calculated as the
vector sum of normal panel forces excluding friction forces.

The probability of exceedance is displayed in Fig. 17 (i/(n+ 1),
where i is the rank of the global force and n is the number of events).
Fig. 17a) displays the 42 identified events (including the level and
rafted ice events) with a global panel force above 3 MN. Although this
study focuses on ridge events, all event with a global forces in excess of
3 MN were initially identified and are included in Appendix A.2. The
level and rafted ice events rendered lower global forces compared to
ridge events, where the maximum level ice global force was 4.3 MN
measured in a frequency lock-in event (no. 28). In Fig. 17b, the global
force was recalculated for the 7 events displayed in Fig. 16, and one can
see that the maximum force increased to 9.4 MN. The global forces
measured at the vertically sided lighthouse were significantly higher
than those measured at the conical piers of the Confederation Bridge,
with similar structural width and ice conditions. For the Confederation

Bridge, the force level with a probability of exceedance of 0.1 was
approximately 2 MN based on twenty years of measurements (Brown
et al., 2010; Shrestha and Brown, 2018), compared to approximately
4.5 MN from four years of measurements at the Norströmsgrund
lighthouse (Fig. 17a). The number of events recorded at the Con-
federation Bridge was approximately 16,000/9000 on the two piers.

5.3. Instrumentation

The goal in instrumenting a structure subjected to ice is to under-
stand more about the modes of ice interactions, particularly ice-ridge
interactions, which often govern the quasi-static design forces.
Increasing this knowledge will eventually help designers of experiments
and models to study certain interaction modes by controlling, e.g., ice
speed, concentration or ice floe sizes. There are many concerns to
consider, such as cost, accuracy, robustness, health, safety and en-
vironment (HSE) and instrument calibrations. We suggest that neces-
sary instrumentation include accelerometers and inclinometers or strain
gauges. For accurate tilt and acceleration measurements, instruments
need repeated zeroing and calibration (Bruce and Brown, 2001;
Frederking, 2005). The sampling frequency should be constant for all
measurements and sufficient to capture dynamic modes of interaction.
Acceleration and tilt or strain measurements, when repeatedly cali-
brated, are sufficient to determine both global forces and responses and
to classify the type of interaction mode. Load panels are expensive, have
limited coverage, only measure normal forces, and can break (Brown
et al., 2010; Kärnä and Yan, 2009). However, if local forces and pres-
sures are of interest, load panels are useful when positioned at the in-
terface coinciding with the predominant ice-drift direction. In addition
to measuring forces and responses, ice thickness, ice speed and ice
concentration should be measured. To measure level-ice thickness and
the deepest part of ridge keels, a combination of laser and ULS is sui-
table. However, ULS instruments are difficult to deploy and can break
(Haas, 2000; Haas, 2017) at shallow water depth. For ridges, an EM
sensor overestimates the thickness of the consolidated layer and un-
derestimates the keel depth. An EM sensor is easier to deploy and less
likely to break than ULS. However, further research is required to un-
derstand how the EM measurements are affected by macro-porosity and
generally develop accurate methods to measure the consolidated layer
thickness. To calculate ice speed and the ice floe concentration and size

Fig. 17. Probability of exceedance for events above 3 MN from four years of measurements: a) global force from instrumented panels; b) global force including fictive
panel forces.

Å. Ervik et al. Cold Regions Science and Technology 158 (2019) 195–220

208



and to quantify pack-ice driving forces, a combination of video, radar
and satellite images is useful (Karvonen, 2016; Oikkonen et al., 2017).
Finally, both met-ocean data (air temperature, wind speed/direction
and water level) and ice properties (salinity, density, strength, and
micro-structure) are important parameters.

6. Conclusions and recommendations

All data files from LOLEIF and STRICE were analyzed, and 35 ridge
events with a global panel force above 3 MN were identified. In addi-
tion to 35 ridge events 7 level and rafted ice events were identified with
a global panel force above 3 MN, where ice ridge events governed the
highest global forces measured. For the identified ridge events, the type
of interaction mode was classified based on the signatures in the force
and response time series as well as footage of the ice failure. The fol-
lowing conclusions were drawn:

• The overall maximum global force was ~6 MN, but because of in-
strumentation limitations, the global forces were under-predicted.

• Three types of ice-ridge interaction modes were identified ordered
by increasing ice speed: 1) limit-force stalling events, 2) limit-stress
ductile events, and 3) limit-stress brittle events. All of these inter-
action modes potentially give a high global force.

• For the brittle high force events (and one ductile event) local forces
acted on one vertical row of segments independent of ice thickness.

• Based on the suggested format of classification, recommendations
for future instrumentation include 1) repeated calibrated and zeroed
acceleration, tilt or strain gauge measurements, 2) video, radar and
satellite images (for ice thickness, drift speed, ice concentration and
floe size measurements), and 3) met-ocean data (including air
temperature, water level, wind speed and direction measurements).
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Appendix A. Appendices

A.1. Global panel force
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A.2. Table with results for all events

Table A.1
Summary of measured quantities for each event, where events displayed in Fig. 5–8,14 and 15 are marked with bold letters.

Event
No.

Date
yy.mm.dd

FM Fmax

[MN]
Fmax/Fmean

[MN]
σFdyn
[kN]

σAcc [m/
s2]

σμF7s
[kN]

v (tmax) [m/
s]

μW [m/
s]

v-dir
[0]

w-dir
[0]

Ice
type

hEM(tmax)
[m]

1 00.04.03 ST 4.2 2.6 NaN NaN 855 ~0 6.9 158 90 RI 0.721

2 01.03.02 B 3.0 2.2 131 NaN 419 0.25 10.1 68 NaN RI 2.901

3 01.03.02 B 3.7 2.5 152 NaN 279 0.332 8.5 68 54 RI 2.981

4 01.03.02 B 3.4 2.0 142 NaN 548 0.33 8.5 68 54 RI 3.071

5 01.03.13 B 3.1 2.2 104 NaN 467 0.10 8.8 90 36 RI 0.91
6 02.03.09 B 4.1 3.2 109 0.078 899 0.24 10.2 90 61 RI 1.96
7 02.03.09 B 5.3 2.5 153 0.113 1117 0.182 10.5 90 61 RI 2.45
8 02.03.21 B 4.1 2.2 120 0.064 728 0.17 7.6 45 16 RI 1.35
9 03.04.01 B 3.2 1.9 149 0.074 434 0.26 14.3 180 193 RI 1.11
10 03.04.04 D 5.5 2.8 8 0.008 1040 0.005 7.1 90 57 RI 2.27
11 03.04.05 ST 4.3 2.3 14 0.007 441 ~0 11.1 23 14 RI 1.73
12 03.04.05 B 3.0 1.9 136 0.069 439 0.24 11.6 23 12 LI 0.72
13 03.04.05 B 3.2 5.5 101 0.040 397 0.2 10.8 23 14 RI 1.77
14 03.03.10 ST 3.2 2.2 NaN 0.007 831 ~0 11.1 180 200 RI 1.73
15 03.03.17 D 3.8 1.6 27 NaN 460 0.02 8.0 NaN 22 RI 2.55
16 03.03.18 ST 3.7 2.4 3 NaN 626 ~0 13.7 315 282 RI 1.48

(continued on next page)
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Table A.1 (continued)

Event
No.

Date
yy.mm.dd

FM Fmax

[MN]
Fmax/Fmean

[MN]
σFdyn
[kN]

σAcc [m/
s2]

σμF7s
[kN]

v (tmax) [m/
s]

μW [m/
s]

v-dir
[0]

w-dir
[0]

Ice
type

hEM(tmax)
[m]

17 03.03.19 B 4.0 2.1 198 NaN 699 0.182 13.1 23 15 RI 1.90
18 03.03.19 B 4.7 2.6 185 0.067 442 0.352 13.9 23 15 RI 1.61
19 03.03.19 B 5.9 2.5 203 0.062 890 0.332 13.5 23 16 RI 2.70
20 03.03.19 B 3.8 2.2 158 0.082 448 0.192 13.9 0 15 RI 1.04
21 03.03.19 B 3.9 2.2 166 0.090 469 0.292 14.1 0 14 RI 1.48
22 03.03.19 B 3.3 2.3 NaN 0.070 324 0.252 13.1 23 12 RA 1.25
23 03.03.19 B 3.8 2.8 NaN 0.072 545 0.242 13.3 23 10 RA 0.94
24 03.03.30 B 3.4 2.0 NaN 0.054 431 0.172 13.2 45 33 RI 1.07
25 03.03.30 B 4.4 2.2 NaN 0.065 772 0.232 13.0 23 34 RI 1.76
26 03.03.30 FLI 3.2 2.5 187 0.213 544 0.04 5.4 45 51 RA 0.80
27 03.03.30 FLI 3.3 2.4 128 0.169 448 0.04 6.3 45 59 LI 0.75
28 03.03.30 FLI 4.3 2.6 288 0.313 819 0.04 6.2 45 59 LI 0.64
29 03.03.31 B 3.0 2.2 94 0.047 567 0.20 8.7 23 12 RI 3.29
30 03.03.31 B 3.5 2.7 83 0.036 871 0.20 9.6 23 10 RI 2.73
31 03.03.31 B 3.4 2.0 129 0.046 473 0.15 8.6 23 6 RI 2.06
32 03.03.31 B 3.5 2.6 120 0.049 710 0.15 8.4 23 4 RI 1.06
33 03.03.31 B 3.0 1.8 129 0.046 354 0.14 8.3 23 356 RI 1.58
34 03.03.31 B 3.2 2.0 129 0.042 407 0.142 7.8 23 81 RI 1.36
35 03.03.31 B 3.3 2.3 140 0.042 754 0.142 7.8 23 2 LI 0.50
36 03.03.31 B 3.5 2.7 93 0.032 729 0.142 7.3 23 90 RI 1.93
37 03.03.31 B 3.3 1.9 133 0.045 469 0.142 7.8 23 351 RI 0.88
38 03.03.31 B 3.4 2.5 97 0.032 462 0.13 7.8 23 352 RI 1.92
39 03.03.31 B 3.4 2.6 99 0.031 337 0.10 8.0 23 349 RI 1.00
40 03.03.31 B 3.4 2.0 122 0.037 603 0.13 7.8 23 350 RI 2.08
41 03.03.31 B 3.2 1.9 95 0.030 567 0.13 6.9 23 348 RI 2.58
42 03.03.31 B 3.9 2.0 84 0.024 777 0.10 8.1 23 351 RI 2.07

FM= failure mode, ST= stalled ice sheet, B= brittle failure, D=ductile failure and FLI= frequency lock-in event. Fmax is the maximum global force; Fmean is the
mean global force, σFdyn is the standard deviation of the dynamic global force, σAcc is the standard deviation of the acceleration with a sampling frequency of 10 Hz;
σμF7s is the standard deviation of the global force in seven-second intervals; v (tmax) is the ice speed at the time of the maximum global force; μW is the mean wind
speed; and v-dir and w-dir are the directions of the ice drift and wind, respectively. RI= ridged ice, LI= level ice, and RA= rafted ice. hEM (tmax) is the EM ice
thickness at the time of the maximum global force.

1 Indicates ice thickness measured with sonar instead of EM.
2 Indicated ice velocities that were estimated manually.

A.3. Event description

Event no. 1 (sonar ice thickness, no acceleration data) – stalled

Start 16:02:00 ice sheet comes to halt which defines the beginning of a stalled event.
End 21:48:52 ice sheet starts moving and failing in a brittle manner, ice drift direction from the south. The force drops and the ice sheet has

turned 90° since it stopped.

Fig. A.1. a) Global force and b) sonar ice thickness for event 1. The vertical red line represents the beginning of the event, and the blue vertical line represents the end
of the event. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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Event no. 2 (sonar ice thickness, no acceleration data) – brittle failure

Start 15:36:31 increase in ice thickness results in increase in force level, brittle failure mode.
End 15:47:54 global ice ridge bending failure, force drop.

Fig. A.2. a) Global force and b) sonar ice thickness for event 2. The vertical red line represents the beginning of the event, and the blue vertical line represents the end
of the event. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Event no. 3 (sonar ice thickness, no acceleration data)-brittle failure

Start 18:11:14 increase in ice thickness and force, brittle failure.
End 18:15:00 ridge sail interacts with lighthouse and force decreases due to discontinuities and small cracks.

Event no. 4 (sonar ice thickness, no acceleration data)-brittle failure

Start 18:28:33 brittle failure, force increase due to thickness increase.
End 18:31:22 ridge sail interacts with lighthouse and force decreases due to discontinuities and small cracks.

Fig. A.3. a) Global force and b) sonar ice thickness for event 3 and 4. Vertical red lines represents the beginning of an event, and blue vertical lines represents the end
of an event. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Event no. 5-brittle failure

Start 20:05:47 no video in the beginning of the event, video starts 20:15.
End 20:22:54 end of ice sheet and the event, radial cracks and splitting, force drops.
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Fig. A.4. a) Global force and acceleration b) EM ice thickness for event 5. The vertical red line represents the beginning of the event, and the blue vertical line
represents the end of the event. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Event no. 6 – brittle failure

Start 19:06:03 increase in ice thickness and force, brittle failure.
End 19:07:40 radial cracks form, force drops.

Event no. 7 – brittle failure

Start 19:09:16 increase in ice thickness and force, brittle failure.
End 19:13:40 radial cracks form, force drops.

Fig. A.5. a) Global force and acceleration b) EM ice thickness for event 6 and 7. Vertical red lines represents the beginning of an event, and blue vertical lines
represents the end of an event. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Event no. 8-brittle failure

Start 20:38:00 contact between ridged ice sheet and lighthouse after circumferential crack.
End 20:43:50 end of ice sheet, radial cracks and force drops.

Fig. A.6. a) Global force and acceleration b) EM ice thickness for event 8. The vertical red line represents the beginning of the event, and the blue vertical line represents the
end of the event. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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Event no. 9-brittle failure

Start 18:00:00 increase in ice thickness and force, brittle failure.
End 18:05:00 circumferential crack, force drops.

Fig. A.7. a) Global force and acceleration b) EM ice thickness for event 9. The vertical red line represents the beginning of the event, and the blue vertical line
represents the end of the event. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Event no. 10-ductile failure

Start 17:26:13 ridged ice sheet, full contact after circumferential crack, ductile failure and low ice speed.
End 18:20:10 ice ridge sail splitting and force drops.

Fig. A.8. a) Global force and acceleration b) EM ice thickness for event 10. The vertical red line represents the beginning of the event, and the blue vertical line
represents the end of the event. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Event no. 11-stalled

Start 08:02:00 ridged ice sheet comes to halt, defines the beginning of a stalled event, force increases. Force drop in the middle of the event
appears to be due to instrument error.

End 08:06:30 ice sheet splits and starts moving again, force drops.

Event no. 12-brittle failure

Start 08:27:53 ridged new ice sheet, full contact between ice sheet and lighthouse, brittle failure.
End 08:37:00 radial crack, ice sheet splits, force drops.

Event no. 13-brittle failure

Start 09:47:00 ridged ice sheet edge comes in full contact with lighthouse after crack, brittle failure.
End 0949:42 the edge of the ice sheet loses contact with lighthouse, force drops.
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Fig. A.9. a) Global force and acceleration b) EM ice thickness for event 11–13. Vertical red lines represents the beginning of an event, and blue vertical lines
represents the end of an event. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Event no. 14-stalled

Start 03:32:00 ridged ice sheet comes to halt, defines beginning of a stationary event, both force and tilt oscillates. Cause of oscillations unknown.
End 03:52:30 ice sheet starts moving force decreases.

Fig. A.10. a) Global force and acceleration b) EM ice thickness for event 14. The vertical red line represents the beginning of the event, and the blue vertical line
represents the end of the event. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Event no. 15-ductile failure

Start 15:06 ice sheet slows down from to 0.1 m/s, force increases and acceleration decreases.
End 15:12:30 end of ductile event defined when the ice sheet comes to halt, after which the force decreases because the ice sheet turns away from

the instrumented side of the lighthouse, tilt increases while force decrease, ice sheet starts drifting in the opposite direction (ice drift has changed
180°) 21:30.

Fig. A.11. a) Global force and acceleration b) EM ice thickness for event 15. The vertical red line represents the beginning of the event, and the blue vertical line
represents the end of the event. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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Event no. 16-stalled

Start 15:20:00 ridged ice sheet, comes to a halt, (19:15 ice cracks leads to ice movement and force drop, comes to a halt again at 19:28 force
increases).

End 20:55:00 ice sheet moves away from the lighthouse in the opposite direction (ice drift has changed 180°).

Fig. A.12. a) Global force and acceleration b) EM ice thickness for event 16. The vertical red line represents the beginning of the event, and the blue vertical line
represents the end of the event. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Event no. 17-brittle failure

Start 19:18:00 contact between ice sheet and lighthouse after circumferential crack, brittle failure.
End 19:23:22 cracks form because end of the ice sheet approaches and the force drops.

Event no. 18-brittle failure

Start 19:32:00 new ridged ice sheet and full contact, brittle failure.
End 19:47:16 force decreases due to discontinuity in the ice sheet (ice ridge sail) and small cracks.

Event no. 19-brittle failure

Start 19:47:20 force increases continuous brittle failure after ridge sail has passed.
End 19:58:56 cracks for as the end of ice sheet approaches and the force drops.

Event no. 20-brittle failure

Start 20:00:00 contact between ice sheet and lighthouse, brittle failure.
End 20:12:00 force decrease due to discontinuity in the ice sheet (ice ridge sail) and small cracks.

Event no. 21-brittle failure

Start 20:12:00 force increases brittle failure.
End 20:17:40 radial cracks form as the end of ice sheet approaches and the force drops.

Fig. A.13. a) Global force and acceleration b) EM ice thickness for event 17–21. Vertical red lines represents the beginning of an event, and blue vertical lines
represents the end of an event. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Event no. 22-brittle failure
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Start 21:10:00 level/rafted ice sheet full contact with lighthouse, brittle failure.
End 22:11:10 radial cracks and splitting because the ice sheet comes to the end, force drops.

Event no. 23-brittle failure

Start 22:24:00 contact between the end of a level/rafted ice sheet, failure/splitting of the ice sheet edge, peak force measured 22:25:29 when ice
sheet comes to a halt.

End 22:26:00 the force drops after the ice sheet has stopped, slits and gradually drifts away.

Fig. A.14. a) Global force and acceleration b) EM ice thickness for event 22 and 23. Vertical red lines represents the beginning of an event, and blue vertical lines
represents the end of an event. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Event no. 24-brittle failure

Start 22:08:04 ridged ice sheet starts interacting with lighthouse, brittle failure.
End 22:20:25 circumferential crack forms and the force drops.

Event no. 25-brittle failure

Start 22:21:37 contact after circumferential crack, brittle failure.
End 22:27:07 circumferential crack forms and the force drops.

Fig. A.15. a) Global force and acceleration b) EM ice thickness for event 24 and 25. Vertical red lines represents the beginning of an event, and blue vertical lines
represents the end of an event. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Event no. 26-frequency lock-in vibrations

Start 12:04:51 full contact between level ice sheet and lighthouse after circumferential crack, frequency lock-in vibrations.
End 12:06:21 circumferential crack forms.

Event no. 27- frequency lock-in vibrations

Start 12:14:00 full contact between level ice sheet and lighthouse after circumferential crack, frequency lock-in vibrations.
End 12:15:24 circumferential crack forms.

Event no. 28- frequency lock-in vibrations

Start 12:25:22 full contact between level ice sheet and lighthouse after circumferential crack, frequency lock-in vibrations.
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End 12:27:50 circumferential crack forms.

Fig. A.16. a) Global force and acceleration b) EM ice thickness for event 26–28. Vertical red lines represents the beginning of an event, and blue vertical lines
represents the end of an event. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Event no. 29-brittle failure

Start 07:17:20 contact between ridged ice sheet and lighthouse after circumferential crack, brittle failure.
End 07:20:00 ice ridge plug/bending failure forms and the force drops.

Event no. 30-brittle failure

Start 07:21:23 full contact between deformed ice sheet and lighthouse, brittle failure.
End 07:21:53 circumferential crack, force drop.

Event no. 31-brittle failure

Start 07:30:43 full contact between deformed ice sheet and lighthouse, brittle failure
End 07:51:08 circumferential crack, force drop.

Event no. 32-brittle failure

Start 07:51:36 full contact between deformed ice sheet and lighthouse, brittle failure.
End 07:53:49 circumferential crack, force drop.

Fig. A.17. a) Global force and acceleration b) EM ice thickness for event 29–32. Vertical red lines represents the beginning of an event, and blue vertical lines
represents the end of an event. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Event no. 33-brittle failure

Start 08:02:11 ice ridge brittle failure, force increase because of thickness increase.
End 08:18:06 circumferential crack, force drop.

Event no. 34-brittle failure

Start 08:21:25 ice ridge brittle failure, force increase because of thickness increase.
End 08:34:50 circumferential crack, force drop.
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Event no. 35-brittle failure

Start 08:34:50 full contact between deformed ice sheet and lighthouse after circumferential crack, brittle failure (one circumferential crack
08:36:40).

End 08:37:56 circumferential crack, force drop.

Fig. A.18. a) Global force and acceleration b) EM ice thickness for event 33–35. Vertical red lines represents the beginning of an event, and blue vertical lines
represents the end of an event. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Event no. 36-brittle failure

Start 09:27:27 full contact between ridges ice sheet and lighthouse after circumferential crack, brittle failure.
End 09:31:18 circumferential crack and force drop.

Event no. 37-brittle failure

Start 09:47:00 full contact after crack with ridges ice sheet, −brittle failure.
End 09:53:13 plug/bending failure, force drop.

Fig. A.19. a) Global force and acceleration b) EM ice thickness for event 36 and 37. Vertical red lines represents the beginning of an event, and blue vertical lines
represents the end of an event. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Event no. 38-brittle failure

Start 10:04:17 contact between lighthouse and ridged ice sheet after crack, brittle failure.
End 10:11:03 splitting of ridge, force drop.

Event no. 39-brittle failure

Start 10:19:31 contact after circumferential crack between deformed ice sheet and lighthouse, brittle failure.
End 10:23:45 force decreases at the sail due to discontinuities, no visual cracks.

Event no. 40-brittle failure

Start 10:23:49 force increases when the ridge sail passes, brittle failure.
End 10:26:30 circumferential crack forms and the force decreases.

Event no. 41-brittle failure
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Start 10:35:46 force increases due to ice thickness increase, brittle failure.
End 10:42:40 ice ridge plug/bending failure and the force drops.

Event no. 42-brittle failure

Start 10:50:33 ice force increases due to ice thickness increase, brittle failure.
End 10:54:06 ice ridge plug/bending failure and the force drops.

Fig. A.20. a) Global force and acceleration b) EM ice thickness for event 38–42. Vertical red lines represents the beginning of an event, and blue vertical lines
represents the end of an event. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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ABSTRACT   

This paper presents numerical modelling techniques for modelling of large deformation 

continuous ductile ice crushing. Two continuum formulations, the Coupled Eulerian  

Lagrangian (CEL) method and Smoothed Particle Hydrodynamics (SPH) method available in 

ABAQUS/Explicit 6-13 are used in combination with a modified version of a constitutive 

model originally developed for concrete. First, an analytical small strain problem is modelled 

in order to compare the accuracy of the two continuum formulations. With the CEL method the 

problem was solved exactly, while the SPH method produced an error of 42%. Finally, a 

medium-scale continuous ductile ice crushing indentation experiment conducted in the Van 

Mijen fjord in Spitsbergen 2003 is modelled with the CEL formulation. Required parameters 

like the initial uniaxial compressive strength and the elastic modulus was measured during the 

experiment, other required material parameters are estimated. The calculated global load on the 

cylindrical indenter was in good agreement with the load measured during the experiment.  

KEY WORDS: CEL; SPH; Large deformations; Ductile ice crushing; Consolidated layer  

INTRODUCTION  

Ice ridges are accounted for in quasi-static design of structures in ice-infested waters. The 

combined force from the consolidated layer and the force from the ice rubble give the ice ridge 

design force. A relatively inexpensive means to assess ice ridge forces is by numerical 

modelling. In order to model the continuous failure of the consolidated layer and rubble 

accumulation, a suitable model must handle large deformations. This article focuses on 

crushing of the consolidated layer. First, two continuum formulations that allow for large 

deformations are presented: the Coupled Eulerian Lagrangian (CEL) method and the Smoothed 

Particle Hydrodynamics (SPH) method. Then a constitutive model for continuous ductile 

crushing of the consolidated layer is proposed. An analytical small strain problem is used to 

test the accuracy of the two continuum formulations. The medium-scale large deformation 



The type of ice failure is determined by the ice velocity, temperature and the structure shape 

and observed time histories of the measured forces and responses. In the modelled medium-

scale indentation experiment, an ice sheet was towed against a vertical fixed cylindrical 

indenter with an average indentation speed of 3.5mm/s. According to Moslet et al. (2004) the 

ice failure mode was ductile crushing (see Figure 2a). However, because of the low stiffness of 

the system (indenter, steel wires etc.), the indentation speed was highly non-linear, resulting in 

cycles of ductile crushing. During force build up, elastic energy was stored in the system, and 

when the ice reached the failure limit, the elastic energy was released resulting in a high 

indentation speed. The cycles of ductile crushing lasted for approximately 50 s with an 

approximate indentation speed of 1 mm/s. According to Sodhi et al. (1998) this indentation 

speed is associated with ductile crushing. In the analysis, presented here, the experiment is 

simplified by assuming that the ice indentation speed is constant and that the cylindrical 

indenter is rigid. The purpose of this model is to predict the development in the peak force and 

therefore, the sudden force drops observed in the experiment force time history (Figure 2a) is 

outside the scope of this study.  

Several constitutive models have been used to simulate ice crushing. E.g. the crushable foam 

model (Hallquist, 1998) was used by Gagnon (2011) to simulate brittle ice crushing including 

spalling. One problem with this model is the lack of physical explanation. Another model 

widely used to simulate brittle crushing during high velocity iceberg-ship interactions 

(Kirkegaard, 1993; Løset and Kvamsdal, 1994; Riska and Frederking, 1987), is the pressure 

dependent elliptical yield surface presented by Derradji-Aouat (2003). Liu et al. (2011) used 

this constitutive model to simulate a high velocity iceberg-ship impact and used element 

erosion to delete elements that exceeded an effective strain limit. For the current application 

(ductile crushing), element erosion as a failure criterion is not suited. Obtaining a physical 

consistent criterion for when to delete elements is difficult and additionally the energy balance 

is not satisfied when mass is removed from the analysis. In the end of the next section, we 

develop phenomenologically a constitutive model that captures the important physical behavior 

of ductile failure of ice in the consolidated layer. 

BACKGROUND 

From FEM to CEL  

In the finite element (FE) Lagrangian formulation, expressed in the equations below, the 

material is fixed to the mesh, while in the CEL formulation the material moves independently 

of the mesh. 

The concept of the FE method can be explained through kinematic-, constitutive- and 

equilibrium equations. First, the displacement vector u(x) is approximated by a linear 

combination of shape functions collected in a matrix N(x). Each shape function is associated 

with an unknown nodal displacement collected in a column vector d, Equation 1. 

( ) (x)x  u N d   (1) 

The kinematic equation is expressed in Equation 2, where ∂ is the Cartesian differential 

operator (with respect to the material configuration) and ε is the column strain vector.  



( ) ( ) ( )x x x    ε N d B d   (2) 

The principal of virtual work in the weak form of the equilibrium equation, Equation 3-4, is 

used to derive the stiffness matrix Ke. Where δu and δε are arbitrary virtual displacements and 

strain fields, respectively. 

T T

V V S

dV dV dS     
T
σ ε b u t u   (3) 

( ) ( ) ( )T T

V V S

x dV x dV x dS     
T
σ B d b N d t N d   (4) 

 

For a linearly elastic material the stress (σ) is expressed though the constitutive equation:

( ) ( )e x xσ D B d  , where De(x) is the elasticity matrix. For a linearly elastic material the 

element stiffness matrix (Equation 5) is used to evaluate the unknown displacement vector d. 

e extK d f

( ( ) ( )dVT

e e

V

x x x K B )D B  

 

 

(5) 

 

For non-linear materials (plasticity), the stress is a function of the B(x) matrix and x such that 

Ke becomes a nonlinear integral, which is evaluated through a numerical quadrature. 

In ABAQUS, the CEL method is implemented through a Lagrangian-plus-remap algorithm, 

which consists of two steps for each explicit time increment. First, in a conventional 

Lagrangian increment, deformations, strains and stresses are computed. Second, in an 

advection remap increment, the material advection is computed and the mesh is brought back 

to its initial configuration.  

SPH  

The smoothed particle hydrodynamics (SPH) method is a mesh free Lagrangian formulation, 

first developed for astrophysical problems involving extreme deformations by Lucy (1977) and 

Gingold and Monaghan (1977) later extended to strength of materials by Libersky and Petschek 

(1991). There are four key ideas behind the SPH method. The material domain is discretized 

into a finite number of disengaged particles. Field functions (density, velocity, energy) are 

approximated by integral representations:  

1
( ) ( ) ( ) ,

0

x x
f x f x x x dx

x x
 




  


  

 (6) 

 

Where, f(x) is a field function of the three dimensional position vector x, Ω is the volume of 

the support domain over which f(x) is integrated, and δ is the Dirac delta function. The Dirac 

delta function is approximated by a smoothing kernel function W defined over a smoothing 

length h. The smoothing function should by a positive, even function, with compact support, 

and satisfy the Dirac delta function when the smoothing length approaches zero and unity over 

its support domain. The field function with the smoothing approximation accordingly reads:  

( ) ( ) ( , )f x f x W x x h dx


    (7) 

 



< >  is the kernel approximation operator. Finally, through a particle approximation the 

integral in Equation 2, is discretized by summation over all particles within the support domain:  

1

( ) ( ) ( , )
N

j

i j i j

j j

m
f x f x W x x h



   
 (8) 

 

Where, dx  is the volume of the support domain at the location of particle j that is replaced 

by a finite volume of the particle mj/ρj. 

Constitutive model 

The constitutive model presented in the following, will be used to simulate experiment no 2 

presented in Moslet et al. (2004), material parameters and test setup is presented in the next 

section. The initial uniaxial compressive strength and the elastic modulus were measured 

during the experiment, other material parameters required for the model are estimated. The 

model was initially developed for modelling failure in concrete by Lubliner et al. (1989). 

The elastic behavior of the consolidated layer is described though two isotropic elastic 

parameters, the elastic modulus and Poisson’s ratio. Compared to orthotropic S2 level ice, the 

texture of the consolidated layer is isotropic (see e.g. Kankaanpää (1997)). Furthermore, 

Høyland (2007) and Poplin and Wang (1994) found little difference between the horizontal and 

vertical uniaxial compressive strength of ice from the consolidated layer. Therefore, the 

constitutive model of the consolidated layer is assumed isotropic.  

The yield surface is pressure-dependent, and allow different strengths in compression and 

tension, expressed as follows:  

2 1

1
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(9) 

where J2 is the second deviatoric invariant, I1 is the first principal invariant, σmax is the 

maximum principal stress, the Macauley bracket < > is defined as 0.5 ( )x x x   , κ is 

the hardening vector, σc is the uniaxial compressive strength, σt is the uniaxial tensile strength 

and σb is the biaxial compressive strength (tension is positive).  

The initial ice strength depends on the state of the ice (temperature, strain rate, confinement) 

and the type of the ice (grain size and micro-porosity). Generally, the uniaxial compressive 

strength of an ice sample is approximately an order of magnitude greater than the uniaxial 

tensile strength of the same sample (Schulson and Duval, 2009). The tensile strength was not 

measured during the experiment (Moslet et al., 2004), we therefore assume that the uniaxial 

compressive strength was ten times that of the uniaxial tensile strength. Biaxial strength was 

neither measured and we assume that σb = 1.2 ⋅ σc, which is in line with measurements of the 



biaxial strength of granular/discontinuous- columnar sea ice presented by Timco and 

Frederking (1984) 

The main differences between the elliptical (Derradji-Aouat, 2003) failure surface and the 

present yield surface, is that the former is intended for brittle failure (without plasticity) while 

the latter is intended for ductile failure including plasticity. Additionally, the elliptical failure 

surface constrains the hydrostatic pressure. This implies that, upon a certain limit, increasing 

the hydrostatic pressure (confinement) results in a decrease in deviatoric strength. However, 

the data (Gagnon and Gammon, 1995; Gratz and Schulson, 1994; Jones, 1982; Rist and Murrell, 

1994) used by Derradji-Aouat (2003), shows no decrease in deviatoric stress with increasing 

confinement. For polycrystalline ice at -11°C, Jones (1982) measured increasing deviatoric 

strength for hydrostatic pressures 0-20MPa and strain rates 10-6-10-2. In the problem of interest 

the confinement and the hydrostatic pressure is expected to be lower than 20MPa such that the 

shape of the failure surface at high confinement is irrelevant. 

The non-associated flow rule is:  

Where, dεp is the plastic flow increment vector, dλ is the plastic multiplier, G is plastic 

potential, σt0 is the initial uniaxial tensile strength, ψ is the dilatancy angle.  

Frictional materials, such as ice, concrete or rock, may contract or dilate during shearing, such 

that the plastic flow disobeys the normality condition. To the authors knowledge, there are no 

experiments which provide measurements of the dilatancy of isotropic ice. However, for 

concrete, rock and soils, the dilatancy angle was measured in the range 0°-20°, with decreasing 

values for increasing confinement (for loose soils negative dilatancy angles can occur). In test 

2 (next section) a dilatancy of 15° was used. 

The hardening/softening of the yield surface (expressed through dκ) is generalized though the 

development of uniaxial strengths (κ = [κt κc]
T). In a uniaxial test, a brittle failure is defined as 

a sharp drop in the stress- strain curve after the peak stress, whereas a ductile failure is defined 

as a continuous development in the stress-strain curve after the peak stress. The intention here 

is to model a ductile crushing failure and to study the effect of localized failure. Høyland et al. 

(2000) found that the residual uniaxial compressive strength of ice samples from the 

consolidated layer, tested at -10°C and at nominal strain of 10% was 25-50% of the peak stress. 

In the next section we will test the effect of a softening behavior compared to a perfectly plastic 

behavior. The expression for the hardening/softening is: 

2 1
0 2

d d

( tan ) 3 tan
3

p

t

Q

I
Q J



  






  

ε
σ

 

 (10) 



Where σi are the principal stress components. The plastic strain increments in the modified 

vector ˆ pdε  are ordered from largest to smallest. 

TEST SETUP 

Small strain test 

The first test is a small deformation (u<<L) and small strain (<1%) analytical problem. A 

linearly elastic cube (1x1x1 m3) of material is tested in uniaxial compression. The cube is 

compressed 0.01m, against a frictionless rigid plate. The material parameters and the analytical 

force is given in Table 1. The cube is discretized by 10 elements/particles per 1m. For the CEL 

analysis, void elements are placed around the cube (Figure 1b). Since boundary conditions 

cannot be applied directly to particles in the SPH simulation (Dassault-Systèmes, 2013), a 

frictionless and rigid top plate is used to apply the displacement to the cube (Figure 1c). In the 

SPH simulation a cubic spline smoothing function is used (Equation 7). By default in the SPH 

formulation the smoothing length is computed in the beginning of the analysis containing on 

average 30-50 particles. 

a) 

 

b) 

 

c) 

 

Figure 1. Uniaxial compression: the white plate is fixed and rigid a) FEM setup, blue is 

deformable cube b) CEL setup, red is the material and blue is the void elements c) SPH setup, 

particles with diameter of the parent element size additional top plate 

Medium scale ice-structure indentation test  

In this test, we are modelling experiment number 2 described in Moslet et al. (2004). In the 

experiment, an ice sheet (0.16-0.26x7x8 m3) was towed against a fixed cylindrical indenter 

(Ø0.665 m) in the Van Mijen fjord on Spitsbergen 2003. The setup is shown in Figure 2c. 

During the experiment the measured maximum ice force measured, was 161kN, the force time 

history is shown in Figure 2a. The predominant ice crystal structure was granular/isotropic 

(Moslet et al., 2004). The numerical setup is displayed in Figure 2b. Here, the cylindrical 

indenter is modelled as rigid and the ice sheet is fixed at the top surface and buoyancy is applied 

as an upward acceleration (gB in Equation 12), according to this assumption the ice will 
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accumulate below the ice sheet. This is done due to instabilities encountered when applying 

both buoyancy and gravity boundary conditions. Furthermore, the symmetry of the experiment 

is exploited by modeling only half of the cylinder, the ice sheet size is adjusted to 0.2x2x2 m3. 

The material model, summarized above, is rate independent and therefore the velocity in the 

simulation is increased to 100mm/s to save computational time. Furthermore, the simulation is 

run until full contact between the ice sheet and the cylinder is reached. The simulations are 

carried out using the CEL formulation with the constitutive model described above, material 

parameters are summarized in Table 1. Two hardening/softening behaviors are tested, first, a 

perfectly plastic behavior and second a 50% reduction of κt and κc at 10% equivalent plastic 

strain (Table 1). 

w ice
B

ice

g g
 




  

 

 (12) 

 

Figure 2. a) Force and displacement time histories (Moslet, 2008) b) CEL setup, the red shaped 

area is initially filled with material, the blue shaded area is void elements and the rigid cylinder 

is colored white c) Overview of the experiment setup. The arrow gives the pulling direction of 

the winch. 1. Cylinder structure, 2. Ice floe, 3. Parent ice piece used as towing floe, 4. Steel 

bars Ø35 mm, 5. Pulleys, 6. Ice anchors, 7. Chains connected to winch, 8. Load cell. (Moslet 

et al., 2004) 

 

 

 

 

a) 

 

b) 

 
c) 

 



Table 1. Material properties, boundary conditions and test results 

Material parameter Test 1 Test 2 

(perfectly 

plastic) 

Test 2 (softening) 

Ice density  900 kgm-3 900 kgm-3 900 kgm-3 

Water density - 1000 kgm-3 1000 kgm-3 

Ice elastic modulus 5 GPa 2.6 GPa 2.6 GPa 

Poisson’s ratio  0.3 0.3 0.3 

Mean ice temperature - -4°C -4°C 

Uniaxial compressive strength  - 1.8 MPa 1.8 MPa (0.9 MPa p

c 10%)  

Uniaxial tensile strength - 0.18 MPa 0.18 MPa (0.09 MPa p

t 10%) 

Biaxial compressive strength - 2.4 MPa 2.4 MPa 

Dilatancy  - 15° 15° 

Fmax 50 MN 161 kN 161 kN 

RESULTS AND DISCUSSIONS  

Small strain test 

The rigid plate force is plotted in Figure 3 and the force at the end of the simulation is given in 

Table 2. The penalty contact stiffness was adjusted such that the contact penalty work was less 

than 1% of the external energy for all the formulations. The energy balance was checked and 

is summarized in Table 2. Ae is the artificial strain energy, Vd is viscous energy, Pw is penalty 

contact work, Wk is the external work and Ie is the internal energy. In an attempt to improve 

the results of the SPH simulation, the number of particles was doubled. This however had no 

effect on the results except increasing the computational time and causing instabilities that led 

to particles escaping the problem domain.  

    Table 2. Comparison of results 

Figure 3. Forces on the bottom plate 

With the element based methods (CEL, FEM) the problem was solved exact while the SPH 

formulation produced an error of 42%. In addition to the inaccuracy of the SPH formulation 

(in ABAQUS), it has several limitations. First, boundary conditions cannot be applied directly 

 CEL FEM SPH 

 

/ 100%Ae Ie   2 0 0 

/ 100%Vd Ie   0 0 0 

/ 100%Pw Wk   1 0 -1 

/ 100%Wk Ie   99 100 102 

Fend [MN] 50 50 29 



to particles. Second, different materials modelled with SPH particles do not interact with each 

other or Eulerian bodies (Dassault-Systèmes, 2013), such that the consolidated layer and the 

ice rubble modelled with SPH particles would not interact. Third, a positive (tensile) stress 

corresponds to a purely attractive potential in the SPH formulation, which leads to particle 

clumping together (tensile instability) (Liu and Liu, 2003). 

Medium scale ice-structure indentation test  

The result of the simulations are given in Figure 4a, where the total force on the indenter versus 

the ice sheet displacement is plotted. The grey line is the total force from the ice with a perfectly 

plastic behavior and the black line is the total force from the ice with softening behavior. The 

dashed line is the maximum total force measured during the experiment. Figure 4b and c shows 

the ice accumulation for the ice with the perfectly plastic behavior and the softening behavior, 

respectively. The energy balance was checked, and the contact energy diffusion was less than 

4% and 8% of the external work for the perfectly plastic and softening case respectively. The 

viscus dissipation and artificial strain energy was less than 1% of the internal energy in both 

cases and the total energy was close to zero. The highest hydrostatic pressures reached during 

the simulations was 2MPa and 6 MPa for the perfectly plastic and the softening model 

respectively.  

 a)  

  

b)     

c)   

 

Figure 4. a) Total force on the indenter vs displacement of the ice sheet, the grey line shows 

the perfectly plastic behavior, the black line shows the softening (soft) behavior and the dashed 

line is the maximum force measured during the experiment b) is the ice accumulation with the 

perfectly plastic (PP) material behavior and c) is the ice accumulation with the softening 

behavior. 

The simulation results show good agreement with the experimental measurements. The 

different hardening behaviors had a clear effect on the simulation results. The softening caused 

localized failure which increased the amount of local ice accumulation onto the structure. 

Furthermore, with the strength softening the total forces decreased as the plastic strain of the 

ice at the structure interface increased and the yield strength decreased. Therefore, the ice force 



decreased although the contact area increased. However, the peaks that occurred during the 

experiment increased in value as the ice contact area increased. Therefore, the development in 

the force record was best captured with the perfectly plastic behavior. The maximum force 

obtained during the simulation was 140% and 93% of the measured maximum force for the 

perfectly plastic and softening case respectively. The maximum hydrostatic pressure reached 

during the simulation was low (2-6MPa). Therefore, the shape of the yield surface at high 

hydrostatic pressures is irrelevant, as previously discussed in the section concerning the 

constitutive model.  

To improve the results of the simulations the hardening behavior should be adjusted to the 

measured development in uniaxial strength, which was unfortunately not available in this study. 

Furthermore, for better results the system (chains, wires etc.) should be included in the 

simulations to study the effect of the elastic energy stored in the system. Alternatively, other 

data which is velocity controlled should be investigated, such as the Joia data presented in e.g. 

Sodhi et al. (1998). 

CONCLUSIONS 

The accuracy of two continuum formulations, the CEL and SPH methods, in 

ABAQUS/Explicit 6-13 was tested by modelling an analytical small strain problem. According 

to this test, the CEL method produced the highest accuracy between the two formulations. The 

CEL formulation and a concrete constitutive model was used to model a large deformation 

medium-scale indentation experiment conducted in the Van Mijen fjord in Spitsbergen in 2003. 

The elastic modulus and the initial uniaxial compressive strength was measured during the 

experiment, whereas the other material parameters were estimated. Two different hardening 

behaviours were tested in the material formulation. The perfectly plastic material model 

captured the development in the measured total force better that the softening model, whereas 

the softening model produced the maximum total force closest to the measured value. In future 

work the parameter sensitivity should be studied. Most of the parameters are uncertain and may 

vary significantly in nature. The influence of the variation in parameters on the response of the 

model is unknown and should be investigated further. Additionally, other data sets can be 

modelled to evaluate the applicability of the model, such as the JOIA experiments (Sodhi et al., 

1998) or forces on the Nordstrømsgrund lighthouse (Sudom and Frederking, 2014).  
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Abstract  

In this paper we study ductile ice-structure interactions by means of an elastic-plastic finite element 

model. The model is applied in conjunction with two level factorial design of experiments to 

identify the statistical significance of material properties to the global ductile ice force transmitted 

to a structure. The isotropic yield function is pressure dependent and the flow rule is non-associated. 

The model is applied in simulations of ductile ice failures at two vertically sided structures, a flat 

indenter in the JOIA experiment and the cylindrical Norströmsgrund lighthouse. In both cases, the 

simulated global forces are compared to measured forces. Ductile failures established the 

maximum quasi-static global forces at the flat indenter in the JOIA experiment and the cylindrical 

Norströmsgrund lighthouse. These events occurred without any significant structural vibrations, so 

the purpose of the proposed model is to predict quasi-static design forces in cases for which the 

dynamic response of the structure is not of interest. The model was further used to show that the 

stress state and thus effective pressure was affected by aspect ratio, structural shape and strength 

heterogeneities. Low aspect ratios and flat prismatic indenters caused higher lateral ice stresses and 

thus higher effective pressures than high aspect ratios and cylindrical indenters. 

Keywords Finite element model, Statistical significance of material properties, aspect ratio and 

shape effects, strength heterogeneities   
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Abbreviations and nomenclature 

DOE       design of experiments  

FDD       freezing degree days  

JOIA        Japan Ocean Industries Association 

MWL       mean water level  

 ,        strain, stress   

1 2 3
ˆ ˆ ˆˆ     ε , 1 2 3

ˆ ˆ ˆ ˆ    σ  3×1 principal strain and stress vector, 

respectively 

 
2

:
3

p p p

eq  ε ε   equivalent plastic strain 

, ep
D D  6×6 elastic and elastic-plastic stiffness matrix, 

respectively 

F       yield function 

Q       plastic flow potential  

 1 11 22 33I       first stress invariant, the trace of the 3×3 stress 

tensor, where 11 , 22 and 33  are the 

diagonal elements 

 

2 2 2

2 11 22 11 33 22 33

2 2 2

12 23 13

1
( ) ( ) ( )

6
J      

  

       

  

 second deviatoric stress invariant 

1

1

3
p I       hydrostatic pressure 

Peff       effective pressure on structure  

E       Elastic modulus  

Q       shear modulus 

        Poisson’s ratio 

ψ       dilatancy angle 

t , c        uniaxial tensile and compressive strength  

b         biaxial compressive strength 

,i w          ice density, water density  



1 Introduction 

Various types of bottom-founded structures are located in ice-infested waters, including 

lighthouses, wind turbine foundations, quay structures, platforms, caisson-retained islands and 

bridges. In spring and summer the global ice movement often accelerates, and although warm ice 

is known to be weaker than cold ice some of the most severe ice loading events have occurred in 

spring (Blenkarn, 1970; Engelbrektson, 1987; Ervik et al., 2018b; Neill, 1976). Among these 

events, high forces at Cook Inlet platforms and at Baltic lighthouses were caused by ductile 

interactions (Blenkarn, 1970; Ervik et al., 2018b; Neill, 1976). In the medium-scale indentation 

tests under the sponsorship of the Japan Ocean Industries Association (JOIA), the highest global 

forces occurred during ductile failures (Saeki et al., 1997; Sodhi et al., 1998).  

When level ice fails against compliant vertically sided structures, the combined observation of ice 

crushing and structural responses are used to classify the interaction mode as one of four: 1) ductile 

failure (also referred to as creep deformation in (Sodhi and Haehnel, 2003)), 2) intermittent 

crushing, 3) frequency lock-in crushing and 4) continuous brittle crushing, arranged by increasing 

indentation speed (ISO19906, 2010; Sodhi and Haehnel, 2003). The corresponding global ice 

forces are typically estimated using an empirical pressure area relationship. 

In ice ridge interactions, considering the global ice forces from the consolidated layer, the situation 

is similar to the above. Despite frequent measurement of ice properties (e.g., uniaxial compressive 

strength), there is little explicit use of these properties in the current design formulations. Improving 

the understanding of how and why parameters of the ice – structure system (aspect ratio, structural 

shape, heterogeneities, etc.) affect the global ice force, may also improve the current designs 

formulations.  

A numerical model is considered as a supplement to field experiments where parameters in of the 

ice-structure system can be controlled. The application of numerical models also allows for 

studying global and local forces as well as responses, without issues related to instrumentation. In 

numerical models, the ice properties and boundary conditions can be controlled and thus effects of 

aspect ratio, structural shape and strength heterogeneities can be studied. 

In this paper, ductile ice failure is simulated with an elastic-plastic FEM. The elastic-plastic 

constitutive model applied in the FEM, is relatively simple however the model allows for a more 

realistic representation of the ice by introducing strength heterogeneities. The model is formulated 

based on relatively few parameters, and as will be shown in this paper the most significant material 

properties to the global force are documented in the literature and easy to measure (Timco and 

Weeks, 2010). The statistical significance of material properties to the global force, is quantified 

by simulations in conjunction with two level factorial design of experiments. The model is further 

applied in simulations of ductile ice failure at two vertically sided structures, where the simulated 

global forces are compared to measured forces. The two structures are the medium-scale structure 

with flat indenter in the JOIA experiment and the full-scale cylindrical Norströmsgrund lighthouse. 

Results from simulations are used to explain observed effects of aspect ratio, structure shape and 



strength heterogeneities on the global force, results which may improve current design 

formulations. 

2 Background 

 A review of ice strength in modelling context 

In the 80s and 90s, several studies were initiated to investigate the multiaxial yield and failure 

surfaces in both polycrystalline/granular (isotropic) and columnar (S3 anisotropic and S2 

orthotropic) ice. The studies were motivated by separate objectives, and so differences exist in 

strain rate, temperature, porosity, loading history, sample preparation, crystal size and orientation.  

Triaxial compression data in isotropic iceberg (Gagnon and Gammon (1995), Rist and Murrell 

(1994)), polycrystalline ice (Jones, 1982) and multiyear sea ice (Riska and Frederking, 1987), all 

showed that for temperatures lower than approximately -10˚C and strain rates higher than 

approximately 10-4 s-1, the deviatoric strength 

        2 2 2 2 2 2

2 11 22 11 33 22 33 12 23 133 0.5 3J                   significantly 

increased by increasing the pressure  1 11 22 33 3I p      , at least for 1I  up to approximately 

10 MPa, see Fig. 1. Biaxial compressive strength tested in cubic isotropic ice samples loaded in 

two principal directions is displayed in Fig. 2. The data in Fig. 2 displays ductile tests only (ductile 

failure was defined by a continuous decrease in the stress/strain curve upon peak stress), where the 

data was mirrored with respect to the diagonal 1 2
ˆ ˆ  . The data displayed in Fig. 2 shows the 

difference between the uniaxial and biaxial compressive strength, although the true biaxial 

compressive strength ( 1 2
ˆ ˆ

b    ) was not measured. The data indicate that there was large 

variations in the ratio between biaxial and uniaxial compressive strength ( / 1 3b c    ).  



 

Fig. 1 Multiaxial compression data, strain rate ~10-3 s-1.  In polycrystalline ice (Jones, 1982; Rist 

and Murrell, 1994) and iceberg ice (Gagnon and Gammon, 1995). The references (Rist and Murrell, 

1994) and (Gagnon and Gammon, 1995) was shorted to respectively Rist (1994) and Gagnon 

(1995).  

 

Fig. 2 Ductile biaxial compression data, where data points were mirrored with respect to the line 

1 2
ˆ ˆ  . Timco (1984) is short for Timco and Frederking (1984), and Riska (1987) is short for 

Riska and Frederking (1987). The Timco (1984) data was obtained by digitalization of images.  



 Material models  

Based on some of the aforementioned studies, an analogy was drawn between ice and materials 

such as rock, soil and concrete. Ralston (1980) applied two anisotropic pressured dependent yield 

functions including the model presented by Pariseau (1968) and Smith (1974). The Pariseau (1968) 

yield function was an anisotropic version of the Drucker Prager yield function. The Smith (1974) 

yield function was an extension of the Pariseau (1968) yield function that upon a given pressure 

(I1) included decreasing deviatoric strength to the pressure melting point. Nadreau and Michel 

(1986) presented the teardrop model, which like the model in Smith (1974) included decreasing 

deviatoric strength to the pressure melting point. The teardrop yield function was limited to the 

compression-compression-compression plane, as the equation highly overestimated the tensile 

strength. Generally the abovementioned yield functions did not capture the behavior of the ice 

under tensile stresses. The anisotropic Pariseau (1968), Smith (1974) and teardrop yield functions 

require a large number of independent strength properties (9, 12 and 15, respectively), whereas the 

numbers of independent strength properties are significantly reduced in case of isotropy (to 2, 3 

and 3, respectively).  

In addition to the yield function, the flow potential is also required to formulate the elastic-plastic 

stiffness matrix. According to the normality condition, the plastic flow is normal to the yield 

surface, and the flow potential is associated i.e. identical to the yield function. Pressure dependent 

materials such as rock/soil/concrete dilate i.e. they disobey the normality condition. Measurements 

presenting dilatancy (volumetric expansion) or generally triaxial strain measurements in ice are 

rare, however Dorris (1991) presents both stress and strain measured in multiyear Arctic sea ice, 

and showed that the ice dilated, where the dilatancy increased with increasing strain rate and 

decreasing pressure (I1). The dilatancy is described via a parameter called the dilatancy angle. The 

dilatancy angle is the ratio between the volumetric and deviatoric strain. For rocks and concrete, 

the dilatancy angle ( ) is typically in the range 10˚ to 20˚ at low to moderate pressure (I1), 

depending on strain rate and temperature, (Alejano and Alonso, 2005; Vakili, 2016; Vermeer, 

1998).  

The Tsai and Wu (1972) model was proposed as a failure function (not yield function), applied in 

high-velocity brittle iceberg-ship impacts by Liu et al. (2011) and Kim (2014).  

The aforementioned anisotropic yield functions require a large number of independent strength 

properties (9-15), a significantly larger number than commonly measured in field experiments. In 

addition, for a generally anisotropic material there are 81 independent elastic constants, whereas 

for an isotropic material there are only two independent elastic constants. We will therefore assume 

material isotropy. In addition, we expect the first principal invariant  1I  in the considered ice 

interaction events (section 2.2 and 2.3) to be less than approximately 10 MPa (this is confirmed in 

the result section 6.2), and so to further reduce the number of required strength properties we will 

neglect the pressure decrease at high  I1. In field indentation experiments the ice may experience 

stress states that are combinations of tensile and compressive stresses. This requires that the model 



fits both the tensile and compressive ice strength. In this paper we will apply the pressure dependent 

yield function presented by Lubliner et al. (1989), available in ABAQUS 6.13, which is similar to 

the Pariseau (1968) yield function, but is extended to also fit the tensile strength, and is given in 

Eq. (1).  

 2 1 min

1
ˆ( ) 3

1
cF J I   


      


σ               (1)  

, where 
2

b c

b c

 


 





, (1 ) (1 )c

t


  


      and the operator min̂  is defined as

 min min min

1
ˆ ˆ ˆ( )

2
abs     , which is non-zero in the tensile part of the yield function only.  

Moreover, because measurements suggests that ice dilate (Dorris, 1991), we are interested in 

studying whether the dilatancy in ice, though the dilatancy angle, significantly influences the global 

force in ice-structure interactions. We therefore apply a non-associated flow rule with flow 

potential given in Eq. (2) that is expressed though the dilatancy angle  , available in ABAQUS 

6.13. The dilatancy angle will be varied within the range (10˚-20˚), and the significance is quantifed 

by means of two level factorial design of experiments (in section 3).  

2 1
2( ) ( tan ) 3 tan

3
t

I
Q J    σ                 (2) 

 Data from the JOIA indentation experiment  

In the JOIA experiment a stiff flat indenter was pushed against first-year level sea ice in Lake 

Notoro in Sea of Okhotsk, Japan. The indenter was operated by a servo-jack with a capacity of 0.98 

MN which could move the indenter at a constant speed. The indenter was instrumented to measure 

both local and global forces, for details about the instrumentation please refer to Sodhi et al. (1998), 

Saeki et al. (1997) and Sakai et al. (1998).  

The considered events were measured in 1998 and 1999. The mean salinity was 5.5‰ in 1998 

(from 139 samples) (Ushikoshi et al., 2001). The level ice was composed of an almost even layer 

of granular snow-ice and columnar sea ice and the ice was thus more isotropic than columnar level 

ice (Ushikoshi et al., 2001). This observation supports the use of an isotopic model. 

 Peak global forces, indentation speeds, uniaxial compressive strengths, ice thicknesses and 

indenter widths are given in Table 1. Tensile strength was measured in splitting tests and the 

average ratio between tensile and compressive strength was / 0.16t c   . The compressive and 

tensile strength was measured in cylindrical samples loaded in the horizontal direction of the ice 

sheet (Kamio et al., 2000; Matsushita et al., 1999). 



Table 1 Measured quantities in 1998 and 1999.  

 Indentation 

speed [ms-1] 

Peak global 

force [kN] 

Uniaxial 

compressive 

strength [MPa] 

Ice density 

[kgm-3]  

Ice 

thickness 

[cm] 

Indenter 

width 

[m] 

JOIA98 0.0003 170-490 

(340)* 

0.27-1.73 

(1.04)* 

888 18.6-28.9 

(24.5)* 

1.5 

JOIA99 0.0003 280-380 

(360)* 

0.57-3.27 

(1.60)* 

875 35.0-37.3 

(35.7)* 

0.6 

*minimum-maximum (mean) 

 The Norstrømsgrund lighthouse data 

During the winters 1999/2000-2002/2003, ice forces were measured at the Norströmsgrund 

lighthouse located in the Gulf of Bothnia, 60 km southeast of Luleå in Sweden. Typical level-ice 

thicknesses in the Baltic are 40-60 cm, but the thickness of rafted ice may exceed 1 m, and ridges 

are frequent. The Norströmsgrund lighthouse is a gravity-based concrete structure with a diameter 

of 7.2 m at mean water level (MWL), +14.5 m elevation from the seabed (Bjerkås and Nord, 2016). 

The lighthouse was instrumented with 9 load panels covering 162° of the lighthouse circumference 

from the north (351°) to southeast (153°). The width and height of the load panels were 1.2 m and 

1.6 m, respectively. A detailed description of the instrumentation is available in Ervik et al. 

(2018b), Bjerkås (2006), Haas (2000) and Jochmann and Schwarz (2000).  

During the winter of 1999/2000-2002/2003, 77% of all global force events with high global forces 

(>3 MN) were measured in ice-ridge interactions in March and April in 2003. In ice-ridge 

interactions at the Norströmsgrund lighthouse, the force was most probably caused by the 

consolidated layer in ice ridges (Ervik et al., 2018b). The maximum global force measured at the 

Norströmsgrund lighthouse was approximately 6 MN, but due to limited load panel coverage the 

global force might have reached ~9 MN during a stalling event (Ervik et al., 2018b). The maximum 

level ice thickness in 2003, estimated from the number of freezing degree days (FDD), was 0.71 m 

(Li et al., 2016). Strub-Klein and Sudom (2012) found that in the Baltic Sea the maximum measured 

ratio of the consolidated layer to level ice thickness was 1.84. Accordingly, assuming that the level 

ice thickness was 0.71 m, the maximum consolidated layer thickness is estimated to be 1.3 m, 

which is a conservative estimate. Ice thickness was measured with an EM antenna at the 

Norströmsgrund lighthouse, however for ice ridges, the EM antenna underestimated the maximum 

keel depth and overestimated the consolidated layer thickness (Ervik et al., 2018b; Haas, 2017).  

The average ice salinity was 0.7‰ in 121 samples collected in the winters of 2000/2001-2002/2003 

(Franson and Weiss, 2003; Franson and Weiss, 2004a; Franson and Weiss, 2004b). The 

consolidated layer consist of solid ice, and the structure and strength of the consolidated layer is 

more isotropic than level ice (Høyland, 2007).  



During high force ice ridge interactions at the Norströmsgrund lighthouse the following interaction 

modes were identified, arranged by increasing indentation speed: 1) stalling 2) ductile failure and 

3) brittle failure. Among the high force ice ridge events, intermittent crushing and frequency lock-

in vibrations were absent (Ervik et al., 2018b). 

Uniaxial strengths were measured in samples loaded in the horizontal direction of a sea ice sheet, 

in ice samples collected in an ice floe close to the Norströmsgrund lighthouse in 2003 March 20, 

and in ice samples from Holfjarden, 20 km west of Norströmsgrund in 2003 April 15. A 

temperature profile was measured through the level ice cover on March 20, displayed in Fig. 3a, 

where the average ice temperature was -0.5˚C. The development in the number of freezing degree 

days (FDD) is displayed in Fig. 3b.  

The uniaxial compressive strength measured in cylindrical samples at -1 ˚C strain-rate 
4

5 10


 s-1 

was 2-5 MPa. The horizontal uniaxial tensile strength was measured in direct tension at constant 

loading rate 0.5 kNs-1 and values ranged from 0.59 MPa to 2.23 MPa (Franson and Weiss, 2004b). 

According to experimental data (Schulson and Duval, 2009) values of the tensile strength loaded 

in the horizontal direction of a sea ice sheet ranged from 0.2 MPa to 0.8 MPa.  

  

Fig. 3 Ice temperature profile March 20 and FDD development in 2003, days with ice sampling 

and the dates of high global force events are marked with symbols.  

  



3 Significance of material properties 

 Two level factorial design of experiments 

In the following we attempt to quantify the significance of the properties in the material model by 

means of two level factorial design of experiments (2k factorial DOE). In 2k factorial DOE, a given 

set of factors (here material properties) are varied in combination to investigate how the factors 

affect an output response (here the peak global force). Each factor is given two levels one “low” 

and one “high” level, then a matrix is made with all combinations of the “low” and “high” values 

for the different factors. This produces a total of 2k experiments, where k is the number of factors. 

The benefit of 2k factorial compared to one-factor-at-a-time (OFAT) DOE, is that the 2k factorial 

DOE considers the interaction between the different factors (Montgomery, 2013).  

 Setup for the two level factorial design of experiments 

The test chosen for the 2k factorial DOE was the indentation of 0.3 m thick ice against a vertically 

sided flat indenter of width 0.6 m. The indenter was modeled as a rigid body which was pushed 

against a fixed ice sheet and the peak global force on the indenter was used as the output response. 

The geometry and mesh were modelled with the ABAQUS/CAE 6.13, the model geometry 

consisted of two solid bodies, the rigid indenter (discretized by the solid element C3D8R) and the 

deformable ice sheet (discretized by solid Eulerian elements EC3D8R). The choice of the Eulerian 

elements was made due to the expectation of large deformations. The advantage of the symmetry 

was exploited and thus only half the indenter and ice sheet was modelled. The ice sheet dimension 

was 2.25 2.25 0.3   m3, and the symmetry plane had Vy=0 ms-1 boundary condition. The gravity 

and buoyancy boundary condition was neglected for simplicity, later included in the simulation of 

the JOIA and Norströmsgrund lighthouse events, the top surface of the ice sheet had Vz= 0 ms-1 

boundary condition. The problem geometry and boundary conditions are displayed in Fig. 4.  

 

Fig. 4. Sketch of the model geometry and boundary conditions. The gray shaded area display 

elements filled with material e.g. the ice sheet, whereas the white area displays empty void 

elements.  



Minitab 18.1 was used to produce a matrix for the combination of the “low” and high” value of the 

6 factors, which resulted in a total of 64 simulations. Minitab 18.1 was also used to calculate the 

statistical significance of the factors. The “high” and “low” values for each factor is presented in 

Table 2. Biaxial compressive strength was expressed as a ratio of the uniaxial compressive strength, 

which is how the material property is defined in ABAQUS 6.13. The uniaxial tensile strength was 

also defined as the ratio of the uniaxial compressive strength. Simulations failed if the uniaxial 

tensile strength was higher than the uniaxial compressive strength, also higher values for tensile 

than compressive strength are unphysical.  

 

Table 2 Factors in 2k factorial DOE, low and high value for each factor. 

Name Factor Low  High 

Uniaxial compressive strength A 1 MPa 10 MPa 

Uniaxial tensile/compressive strength B 0.05 0.15 

Biaxial/uniaxial compressive strength C 1.2 2 

Elastic modulus D 1 GPa 10 GPa 

Poisons ratio E 0.2 0.4 

Dilatancy angle  F 10 20 

 Results of the two level factorial design of experiments 

The normal probability plot (Fig. 5) displays the magnitude, direction, and the significance of the 

different factors. The effects are t-statistics that test the null hypothesis that the effect is 0, with 

95% confidence interval. Positive effects increase the peak global force when the settings change 

from the low value to the high value of the factor. Negative effects decrease the peak global force 

when the factor change from the low to the high value. Effects far from 0 on the x-axis have greater 

magnitude and are more statistically significant. The effects that are not significant are normally 

distributed, with zero mean and variance (STD2) and tend to fall along the straight line (red line in 

Fig. 5). Significant effects have nonzero means and do not lie along the straight line (Montgomery, 

2013).  



 

Fig. 5. Normal plot of the effects, the red line shows the effects that are normally distributed with 

zero mean and variance STD2. 

Significant factors include A, B, AB, F, C, AF, ABC, BC, AC, AD, where factor names are 

provided in Fig. 5 and in Table 2. The effect of the main factors (A, B, C, D, E and F) is shown in 

Fig. 6, where “low” and “high” denotes the low and high value of each factor, respectively. The 

interaction between main factors is displayed in Fig. 7. The solid and dash lines, respectively, 

display the change in global force when the value of the second and first effect, respectively, is low 

and the value of the first and second effect, respectively, is changed from the low to the high setting. 

Therefore, the lack in parallelism indicates interaction between factors. The three most statistically 

significant factors and combination of factors were the uniaxial compressive strength (A in Fig. 5), 

the ratio of the uniaxial compressive/tensile strength (B in Fig. 5) and the combination AB. The 

absolute effects are provided on the x-axis in Fig. 5. Among the main factors, the poisons ratio (E) 

and elastic modulus (D) were not significant to the global force, whereas the combination of the 

uniaxial compressive strength and the elastic modulus (AD) were the least significant factors 

(among significant factors).  



 

Fig. 6. Main effects plot, where the names for factors A, B, C, D, E and F are given in Table 2. 

Low and high is the low and high value for each factor, respectively, given in Table 2. 

 

Fig. 7 interactions between factors, the blue lines display the change in mean peak global force 

when the first effect if low and the second effect is changed from the high to the low value. -1 and 

1 on the x-axis denotes low and high, respectively.  

4 Ice-structure interaction simulation  

The geometries and meshes were modelled with the ABAQUS/CAE 6.13, the model geometries 

consisted of one solid body (ice sheet) discretized with eight node solid elements with reduced 



integration (C3D8R), and the indenter/lighthouse was discretized with four node shell elements 

with reduced integration (S4R) that were assigned rigid body constraints. In the JOIA simulations 

the mesh size of the indenter and the ice sheet closest to the indenter was 0.02 0.02 0.001   m3 

(where 0.001 m was the shell thickness) and 0.02 0.02 0.02   m3, respectively. For the 

Norströmsgrund lighthouse simulations, the mesh size of the lighthouse and the ice sheet in contact 

with the lighthouse was 2 2 0.1   cm3 (where 0.1 cm is the shell thickness) and approximately 

0.2 0.2 0.2  m3, respectively.  Only the part of the lighthouse close to the MWL was modelled. In 

the JOIA simulations, the advantage of the symmetry of the problem was exploited; thus, only half 

of the structure and ice sheet was modelled and the side of the ice sheet that represented the 

symmetry plane, had Vy=0 ms-1 boundary condition. The ice sheet boundary farthest away from 

the indenter/lighthouse had Vx= 0 ms-1 boundary condition to prevent the ice sheet from moving 

away from the indenter/lighthouse. Contact was modelled with the penalty method, where the 

contact stiffness and friction coefficient were set to 10 GPa and 0.1, respectively. The contact 

stiffness was selected to prevent penetration and to ensure that the contact energy was close to zero, 

whereas the friction coefficient was selected based on typical values for low velocity smooth steel-

ice contact (Saeki et al., 1986).  

Below the water the sum of the gravity and buoyancy was modelled with a uniform body force 

( )b w iF g   . The body force was balanced by applying Vz= 0 ms-1 boundary condition at the 

water level. Ideally the gravity and buoyancy would be applied to the volume above and below the 

water, respectively. However, when the indenter/lighthouse interacts with the ice sheet, the ice 

sheet would start oscillating with increasing amplitude. Such oscillations could have been removed 

by introducing a damping force, however this introduced yet another unknown variable.  

Ice properties for the JOIA and Norströmsgrund lighthouse simulations are presented in Table 3. 

A simulation matrix (Table 4) was made where, among the uncertain properties, the uniaxial 

compressive and tensile strength was varied, properties that were determined statistically 

significant, other material properties were kept constant.  

Strength heterogeneities were introduced by dividing the ice sheet into approximately 2500 

horizontal sections, each containing approximately 100 elements. Each section was randomly 

assigned a uniaxial compressive strength value in the range provided in Table 4 and the strength 

was sampled from a uniform distribution 

  



Table 3 Ice properties used in simulation.  

Property E   [GPa] υ [-] 
i  

[kg/m3] 

w  

[kg/m3] 

c  

[MPa] 

/t c    /b c   

[˚] 

JOIA98 2.0 0.3 882 1025 1.04 0.16 1.1 10 

JOIA99 2.0 0.3 882 1025 1.60 0.16 1.1 10 

NSG 4.8 0.3 894 1005 1-2 0.4-0.59 MPa* 1.1 10 

*In the bottom row (NSG) the tensile strength is given in absolute value not as a ratio of the uniaxial 

compressive strength. 

The problem geometry and boundary conditions are displayed in Fig. 8 (JOIA to the left and 

Norströmsgrund to the right).  

 

Fig. 8. Outline of the model geometries including boundary conditions, the JOIA setup to the left 

and the Norströmsgrund lighthouse setup to the right.  

  



Table 4 Simulation matrix, NU=not used, because the model is pressure independent. The spread 

in uniaxial compressive strength used in heterogeneous simulations is consistent with the measured 

spread.  

Simulation 

identity 

/b c   c [MPa] Ice thickness 

[cm] 

Indenter width [m] 

JOIA98L 1.1 1.04 25.4 1.5 

JOIA98H 1.1 1.04(0.27-1.73)* 25.4 1.5 

JOIA98VM NU 1.04 25.4 1.5 

JOIA99L 1.1 1.60 35.7 0.6 

JOIA99H 1.1 1.60(0.57-3.27)* 35.7 0.6 

JOIA99VM NU 1.60 35.7 0.6 

NSGL 1.1 2.0 130 7.2 

NSGH 1.1 1.0(0.5-1.6) 130 7.2 

*mean value (minimum- maximum) 

5 Results  

The peak global force in each simulation is provided in Table 5. For the JOIA simulations, the 

measured global forces and the range of simulated steady state maximum global forces is displayed 

in Fig. 9. Simulated time series are displayed in separate figures, because the simulation time was 

significantly shorter than the duration of the measured events. The ice indenter was displaced 

approximately 1 cm, which was sufficient to reach a steady state global force level. Because of the 

perfectly plastic material, the relatively high elastic modulus and the constant thickness, a steady 

state global force was reached.  

  



Table 5. Simulation results, NA= not available. L= homogenous Lubliner, H= heterogeneous 

Lubliner and VM= von Mises 

Simulation 

identity 

Steady state 

global force 

[kN]  

Effective 

pressure (Peff) 

[MPa] 

Peff/σc 

[-] 

Ice thickness 

hi [cm] 

Indenter 

width w 

[m] 

Aspect 

ratio 

w/hi [-] 

JOIA98L 456 1.20 1.15 25.4 1.5 5.9 

JOIA98H 375 0.98 0.94 25.4 1.5 5.9 

JOIA98VM 526 1.38 1.32 25.4 1.5 5.9 

Measured 

data 98 

340 (170-

490)* 

0.97 (0.60-

1.54)* 

NA 25.4 (18.6-

28.9)* 

1.5 5.9 

JOIA99L 555 2.59 1.62 35.7 0.6 1.7 

JOIA99H 413 1.93 1.21 35.7 0.6 1.7 

JOIA99VM 553 2.58 1.58 35.7 0.6 1.7 

Measured 

data 99 

360(280-

390)* 

1.67(1.38-

1.81)* 

NA 35.7 (33.9-

37.3)* 

0.6 1.7 

NSGL 25,000 2.67 1.34 1.3 7.2 5.5 

NSGH 11,000 1.18 1.18 130 7.2 5.5 

Measured 

data NSG 

6,000/9,000 NA NA NA 7.2 NA 

*mean value (minimum - maximum)  



 

 

Fig. 9. Global forces time series a) 1998 data including the range in simulated global force and b) 

1999 data including the range in simulated global force, c) 98 simulations and d) 99 simulations.  

The force distribution across the lighthouse is displayed in Fig. 10, where the red line displays the 

approximate measured peak global force (Ervik et al., 2018b).  



 

Fig. 10 Force distribution, the title includes the simulation identity. The red circle displays 

approximately measured peak load panel forces (2500 kN). The ice interacted with the east side of 

the of the lighthouse. The mean uniaxial compressive strength was 2 MPa in a) and 1 MPa in b). 

6 Discussion 

Ductile ice deformation was simulated with an elastic-plastic FEM. The model allows for 

dependency of ice strength on the multiaxial stress state, to model an increase in volume under 

shear as well as to introduce spatially varying ice strength characteristics. 

The statistical significance of material properties to the global force was quantified by simulations 

in conjunction with two level factorial design of experiments. The model was applied in 

simulations of ductile ice failure at two vertically sided structures (JOIA – a flat indenter and the 

Norströmsgrund lighthouse – a cylindrically shaped structure). Furthermore, we will use the 

simulation results to study the stress state in the ice at different locations at the ice/structure 

interface, which will further been used to explain how ice thickness, aspect ratio and structure shape 

as well as strength heterogeneities influence the global ice force. 

Here is an overview of topics deliberated in the discussion: 

1. The significance of material properties and practical implications. 

2. The stress state in the ice and how it can explain observed effects of aspect ratio, structure 

shape and strength heterogeneities to the global force.  

3. How measured global forces are related to simulated forces.   

 The significance of material properties  

The two level factorial design of experiment (section 3) showed that the strength properties and 

thereafter the dilatancy angle was most statistically significant to the global force. Among the 

strength properties, the uniaxial compressive strength and uniaxial tensile strength was most 

significant. On one hand, this is beneficial because uniaxial strengths are typically measured in 

field experiments. On the other hand, uniaxial strengths vary significantly both spatially and 

temporally in naturally grown sea ice. In the 2k DOE, the uniaxial compressive strength was varied 



from 1 MPa to 10 MPa and the uniaxial tensile strength was defined as a ratio of the uniaxial 

compressive strength. Field uniaxial compressive strength in samples loaded in the horizontal 

direction varied spatially (both horizontally and vertically) from approximately 1 MPa to 12 MPa, 

with reducing variability for warmer ice (Shafrova and Moslet, 2006).The range of uniaxial 

strength depends on the temperature and strain rate, where cold ice loaded at strain rates close to 

the ductile-brittle transition rate, varies more than warm ice loaded at lower strain rates (Ervik et 

al., 2018a; Høyland, 2007; Johnston, 2014; Johnston, 2017; Moslet, 2007). Furthermore, the 

dilatancy angle, which is the ratio between the volumetric and deviatoric strain was also significant 

to the global force. Few measurements report strains, and thus little is known about the dilatancy 

in ice. We suggest that the dilatancy should be studied further and that it probably is a function of 

both temperature, confinement and strain rate as also suggested by Dorris (1991). We expect that 

the ice dilates more under low degree of confinement, because cracks can form and open freely, 

whereas under high confinements crack formation and frictional sliding is suppressed.  

 The ice stress state 

In the following we study the stress state in ice elements and nodes at the ice/structure contact, Fig. 

11 displays the node location. Important characteristics of the stress state: 

 Stresses are calculated in integration points, one in each element. Nodal stresses are 

predicted from the element shape functions.   

 The global force on the indenter/lighthouse is equal to the normal stress 11  (in the ice) 

integrated over the contact area. The effective pressure on the indenter/lighthouse is equal 

to the mean of the normal stress 11  (in the ice) over the contact area. 

 In pressure dependent materials, the plastic limit
23J  depends on 1I . In the Lubliner 

model, 
23J  increases with increasing 1I . 

 The magnitude of the normal stress 11  and thus the global force, will increase if lateral 

22 or vertical 33  stresses are imposed on the ice. 

 The first principal invariant (I1) was consistently less than 10 MPa in simulations presented 

in this paper. Multiaxial compression data in Fig. 1 showed that the deviatoric strength 

increased up to at least 10 MPa, which was a presumption for the selected model.  

Stresses in nodes TopSym and TopEnd in simulation JOIA98L, JOIA99L as well as TopSym 

in NSGL are displayed in Table 6. 

 



 

 

Fig. 11 Nodes in the ice, used to study the ice stress state, top left: JOIA98L, top right: JOIA99L 

and bottom: NSGL, Red dots display nodes where stresses were studied and the nodal labels and 

symbols used in Fig. 12, Fig. 15 Table 6 is displayed in the white box. 

JOIA98 JOIA99 

NSG 



Table 6 General stress state in nodes at the last simulation step. 

 JOIA98L/JOIA98VM JOIA99L/JOIA99VM NSGL 

 TopSym TopEnd  TopSym  TopEnd  TopSym 

Indenter Flat Flat Cylindrical 

Aspect ratio 5.9 1.7 5.5 

11  [MPa] 0.7/0.9 2.2/2.1 2.4/2.3 4.5/4.7 2.9 

22 [MPa] 0.3/0.4 1.1/1.2 1.7/1.9 2.2/2.9 0.9 

33 [MPa] 0.2/0.0 1.4/1.4 0.4/0.6 2.9/2.9 0.6 

12 [MPa] -0.0/-0.0 0.6/-0.5 -0.0/-0.0 0.3/-0.6 -0.0 

23 [MPa] -0.0/-0.0 0.0/-0.0 0.0/0.0 0.1/-0.0 -0.0 

13 [MPa] 0.1/-0.0 0.1/-0.0 0.2/-0.0 0.3/0.0 0.1 

23J [MPa] 0.5/0.6 1.3/1.0 1.8/1.6 2.3/1.6 2.2 

1I [MPa] 1.3/1.7 4.8/4.7 4.4/4.8 9.6/11 4.4 

6.2.1 The Von Mises yield function  

The data displayed in Fig. 1 shows that the plastic limit 
23J  in ice is pressure dependent, which 

supports the use of the Lubliner yield function. In the von Mises yield function, the plastic limit

23J is 1I -independent and the plastic limit
23J is constantly equal to the uniaxial compressive 

strength. With the pressure dependent Lubliner yield function, and low 1I , the majority of elements 

are located under the dashed line (von Mises) in Fig. 12 and the von Mises yield function results 

in higher forces. Contrarily, when 1I  is high, the majority of elements are located above the dashed 

line in Fig. 12 and the von Mises yield function results in lower forces. With the von Mises yield 

function, elements that have reached the plastic limit lie on the pressure independent dashed line 

in Fig. 12. 



  

Fig. 12 Deviatoric stress vs. fist principal invariant, the markers indicate stresses in nodes from the 

JOIA98L simulation.  

6.2.2 Aspect ratio  

The lateral stress 22 increased between JOIA98L and JOIA99L (see Table 6). The lateral stress 

increased because both the aspect ratio decreased and the ice strength increased. The aspect ratio 

in the JOIA98L and JOIA99L simulation was 5.9 and 1.7, respectively. An additional simulation 

was ran with the JOIA98L material model and the JOIA99L aspect ratio. To visualize how the 

aspect ratio affects the ice stress states, the deviatoric stress is compared to the first principal stress 

invariant in Fig. 13 (for the nodes in Fig. 11). In addition to the nodal stresses the plastic limits of 

the von Mises and Lubliner yield functions are displayed. When the aspect ratio decreased from 

5.9 to 1.7, with all else being equal, the lateral stress increased as well as 
23J , 1I  and thus the 

effective pressure. The effective pressure increased from 1.2 MPa to 1.6 MPa, when the aspect 

ratio decreased from 5.9 to 1.7.   



 

Fig. 13 Aspect ratio effect. von Mises and Lubliner display the plastic limits in the respective 

material models.  

In ISO19906 (2010) the effective pressure is a function of both ice thickness and aspect ratio, 

whereas the effective pressure equation in API-RP-2N (1995) is independent of both ice thickness 

and aspect ratio. Määttänen and Kärnä (2011) suggested a modification of ISO19906 (2010) 

because it was proven unsafe for narrow structures with small aspect ratios (equations for the 

different standards are presented in Appendix A.1). In Fig. 14 effective pressure is compared to 

aspect ratio in simulations, measurements and standards. The effective pressure simulated with the 

Lubliner model captures the aspect ratio effect observed in the JOIA data.  

 

Fig. 14. Aspect ratio and codes. The markers display effective pressure and aspect ratio for JOIA98 

(aspect ratio 5.9) and JOIA99 (aspect ratio 1.7) simulation setup.  



6.2.3 Structure shape  

The structure shape in contact with the ice influences the lateral stress in the ice. With the 

cylindrical indenter, in the NSGL simulation, the highest stress in the ice was observed on the 

symmetry line on the ice/structure contact (  in Fig. 15). Contrary, on the flat indenter the highest 

stress was observed in the ice in contact with the indenter corners. Tactile sensor data confirm that 

the pressure was higher on the indenter corners than elsewhere (Sodhi et al., 1998). If the flat 

indenter (in the JOIA simulations) was replaced with a cylindrical indenter of equal width, the 

effective pressure would decrease. This is consistent with the observations made by Korzhavin 

(1962) and adopted by the API-RP-2N (1995). The effect of structural shape is not included in the 

ISO19906 (2010).  

 

Fig. 15 Deviatoric stress vs. fist principal invariant, the markers indicate stresses in nodes from the 

NSGL simulation. 

6.2.4 Ice strength heterogeneities  

The JOIA99 simulation was used to study the effect of strength heterogeneities. In Fig. 16 results 

from homogenous ice simulations are compared with heterogeneous in terms of 23 pJ   history.  

The following is noted regarding Fig. 16. 

 If the stresses in adjacent elements combined with their shape functions predicts different 

stress values for their common nodes, stresses are averaged in the node if the nodal stresses 

are within 75%. If the elements predict nodal stresses that are not within 75% of each other, 

all stress values are reported.  

 Each of the nodes (red dots in Fig. 16a) are surrounded by four elements with one 

integration point each.  



 In the simulation with heterogeneous strength (Fig. 16b) four stress strain curves are 

displayed for each node because the elements adjacent to the nodes predict stresses that are 

not within 75% of each other.  

 

Fig. 16 Heterogeneous vs. homogenous simulations. a) displays the distribution of uniaxial 

compressive strength in the ice in contact with the indenter b) 23 pJ   history in heterogeneous 

ice simulation and c) 23 pJ   history in homogenous ice simulation. (Note that in a) the width 

is 60 cm and the ice thickness/height is 36 cm) 

The figure shows that the strain was unevenly distributed across the ice thickness in the 

heterogeneous strength simulation and that the strain was higher in elements with lower yield 

strengths. Thus the displacement and strain was carried by elements with lower strength. The mean 

of the steady state effective pressure and global force was 18-26% lower in simulations with 

strength heterogeneities compared to simulations with homogenous strength, with equal average 

strengths and all else being equal (see section 5).  

 Measurements compared to simulations  

6.3.1 JOIA 

In the JOIA events, the range in measured forces was larger in 1998 (170-490 kN) than in 1999 

(280-390 kN), perhaps due to larger variation in ice thickness (18.6-28.9 cm) in 1998 than in 1999 

(33.9-37.3 cm). The indenter width was 1.5 m and 0.6 m, in the 1998 and 1999 events, respectively. 

The simulated forces in the JOIA98 and JOIA99 events were 10%-34% and 15%-54% higher than 

the average measured forces in 1998 and 1999, respectively. The forces in the JOIA98 and JOIA99 

simulations were 0.77- 1.07 and 1.06-1.42 times the maximum measured forces in 1998 and 1999, 

respectively. The uniaxial compressive strength, which is the most statistically significant material 

property cf. section 6.1, varied more in 1999 than in 1998, and thus the simulated forces were more 



uncertain in 1999 than in 1998. We unfortunately have no information about how the uniaxial 

compressive strength tests were executed, or if the procedures were the same in 1998 and 1999.  

Ice interactions with the flat and stiff indenter in the JOIA experiment are considered worst cases 

in terms of the global force. The intact ice cover and indenter stiffness ensured that the ice failed 

simultaneously across the full contact area and the ice was grown in a stable environment such that 

the ice was more homogenous than at the Norströmsgrund lighthouse.  

6.3.2 Norströmsgrund lighthouse 

The simulated global forces were 1.8 – 4.2 times higher than the maximum measured (6 MN) force, 

and 1.2- 2.8 times higher than the estimated maximum force (9 MN).  The measured data was 

collected during four mild/average winters (based on FDD from 1952 to 2015), and so the 

possibility of higher forces should be considered in the design of a similar structure in a location 

with similar ice conditions. Due to increased global ice transportation in spring and larger contact 

areas due to weaker and ductile ice, all events with global force > 3 MN measured at the 

Norströmsgrund lighthouse, occurred in March and April (Bjerkås et al., 2012; Ervik et al., 2018b). 

The ice temperature increased in March and April towards the freezing point, and the average in-

situ ice temperature was -0.5˚C 2003 March 20. Ice samples tested in uniaxial compression in the 

laboratory at strain rate 30.5 10  s-1, were cooled down to -10˚C and reheated to -1 ˚C (Franson 

and Weiss, 2004b). When the ice is cooled down and reheated the ice strength increases, this was 

observed in Arctic sea ice (personal communication Høyland, 2018). Thus, the strength of the ice 

that interacted with Norströmsgrund lighthouse in March and April was probably lower than the 

laboratory measured 2-5 MPa. The ice thickness used in the simulations (1.3 m) was a conservative 

estimate using the maximum level ice thickness calculated from FDD and the maximum measured 

ratio of consolidated layer\level ice thickness.  

The ice interactions at the Norströmsgrund lighthouse are not considered worst cases in terms of 

the global force, because the ice field was broken, measurements were conducted in mild/average 

winters (based on FDD), conservative ice thickness estimate, the instrumentation was insufficient 

to measure the total global force and the ice was probably more heterogeneous compared to the 

JOIA experiment.  

Simulations are considered worst cases, in terms of the global force level, because the ice sheet is 

perfectly level and semi-infinite, the total force is obtained and besides heterogeneities, defects are 

absent.  

7 Conclusions and recommendations 

Ductile ice interactions with offshore structures may cause severe actions. In this paper we applied 

an elastic-plastic FEM in simulations of ductile failure of competent ice in the JOIA experiment 

and at the Norströmsgrund lighthouse. A non-associated flow rule was included in the applied 

model in order to study whether the dilatancy in ice was significant to the global force in ductile 



ice-structure interactions. Statistical significance of ice properties in the material model was 

identified by means of two level factorial design of experiments. The stress state in the ice was 

used to explain how the effective pressure was affected by aspect ratio, structure shape and strength 

heterogeneities. The following conclusions were made: 

 Simulations show that the most statistically significant properties were the strength 

properties and thereafter the dilatancy angle.  

 The pressure dependent model predicts an aspect ratio effect due to changes in lateral 

stresses.  

 The pressure dependent model predicts higher effective pressure with the prismatic indenter 

than the cylindrical indenter because of increased lateral stresses on the corner of the 

prismatic indenter.  

 The strength in ice is pressure dependent and therefore the pressure independent von Mises 

yield function should be avoided. 
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A.1 Appendix - Standards and codes  

Table A.1. Empirical equations of effective pressure in standards ISO19906 and API-RP-2N 

Effective pressure Coefficients 

API-RP-2N (1995) 

c cl f     

c uniaxial compressive strength in prismatic ice 

samples 

l  1.0 for rectangular and 0.9 for cylindrical structures 

cf  0.4-1.0, increasing for decreasing velocity 

ISO19906 (2010) 
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RC 1.8 in sub-Arctic/temperate, 2.8 in Arctic  

ih ice thickness, 1h 1.0 m 

w structural diameter/width  

0.5 / 5 ( 1 )

0.3 ( 1 )

i i

i

n h h m

n h m

   

  
  

The API-RP-2N equation was based on the equation developed by Korzhavin (1962). The equation 

in Määttänen and Kärnä (2011) is an enhancement of the ISO19906 (2010) equation, because the 

ISO19906 (2010) was proven unsafe for narrow structures. The ISO19906 equations are different 

from the API-RP-2N equation in that the CR value is independent of the uniaxial compressive 



strength. Moreover, the API-RP-2N equation considers both the effect of structural shape and ice 

drift speed and thus the type of failure mode, whereas an aspect ratio effect is included in the 

ISO19906. 
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