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Abstract

The Norwegian Public Roads Administration has initiated a large research project on a potential

ferry-free coastal highway route E39 on the west coast of Norway. For the wide and deep fjords, a10

submerged floating tunnel (SFT) in reinforced concrete has been suggested as a possible solution.

A potential hazard for such a structure is internal blast loading, which can be devastating to its

structural integrity. To assess the blast performance of concrete structures, a shock tube has been

used to generate blast loading against concrete slabs with and without reinforcement. The shock

tube tests were filmed with high-speed cameras, and digital image correlation was used to measure15

the out-of-plane deformations. A finite element model using input from material tests was set

up in ABAQUS/Explicit to recreate the slab experiments. Based on the models validated by the

shock tube experiments, full-scale numerical simulations of blast loaded SFTs with circular and

rectangular cross-sections were run. The results were used to assess the qualitative performance of

each cross-section geometry with respect to blast loading, where the circular cross-section indicated20

a superiour behaviour.

Keywords: mechanical testing, finite element analysis, damage assessment, explosions, structural

integrity

1. Introduction

The Norwegian Public Roads Administration (NPRA) conducts a large research project aimed25

at replacing ferries with fixed connections along the E39 coastal highway route from Trondheim
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to Kristiansand [1]. Part of this route involves crossing wide and deep fjords, where one of the

suggested crossing alternatives is a submerged floating tunnel (SFT) built in concrete (see e.g. the

work by Tveit [2]). The concept has been judged viable in a feasibility study [3]. In addition to

the typical design challenges exemplified in the work by Jakobsen [4], the SFT concept involves30

additional challenges. Fluid-structure interaction (FSI) is one of them, and this topic has been

studied for this type of structure [5, 6]. Leira [7] has presented simplified calculations for slow-drift

excitation. Even fluid-vehicle-tunnel interaction has received attention [8], and scaled models have

been used to verify a theoretical description of SFT motion in waves [9]. Xiang et al. [10] inves-

tigated hydrodynamic loads due to passing ships, while impact from ships has been investigated35

as well [11, 12]. Seismic loads are another important aspect [13, 14], although of relatively minor

significance in Norway. Other major concerns regarding an SFT are internal blast loading and fire

from accidents involving tankers transporting dangerous cargo, like liquid natural gas or gasoline,

or from a potential terrorist attack.

Concrete exposed to blast loading has been extensively studied through several approaches –40

experimentally [15, 16], numerically [17, 18], analytically/empirically [19, 20], or any combination

of these [21–23]. SFTs have yet to be thoroughly analysed for this type of loading, although a

preliminary study was presented in [24]. Other civil infrastructures in concrete relevant to the case

presented herein have also been studied. Dam structures subjected to close-in underwater blast

loading have been examined numerically by Zhao et al. [25], who found that detonations inside45

the dam openings cause far greater damage than detonations outside. Colombo et al. [26] used

a shock tube to study the performance of a protective layer intended for internal use in tunnels

through soil. Foglar and Kovar [27] studied blast loaded bridge decks using both normal reinforced

concrete and reinforced concrete with fibres, where the fibres were shown to reduce the volume of

debris (and hence the crater) and change the behaviour from brittle to more ductile. A typical50

box-shaped bridge girder exposed to blast loading was simulated by Shiravand and Parvanehro [28],

who found that the anchor zones of pre-stressed tendons were vulnerable parts. Placing the charge

inside a box bridge girder produced more damage due to the confinement [29], a result which was

also obtained experimentally for concrete pipes [30]. Using numerical simulations, it was found

that protective linings may mitigate blast load effects inside rock tunnels [31].55

Through numerical simulations using ABAQUS/Explicit [32], this study evaluates the relative
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performance between two different cross-sectional designs of an SFT – a circular and a rectangular

– with respect to blast loading. Due to practical and financial obstacles, full-scale testing is not

an option in this case, and one has to rely on the finite element method (FEM). To provide some

grounds for making reasonable predictions, material tests are required. Quasi-static compression60

tests were performed on standard 100 mm concrete cubes, and on 50 mm concrete cubes cut

from the standard 100 mm specimens. The force and deformations were measured continuously

throughout the testing of the 50 mm specimens, and a constitutive relation was calibrated to the

test data. The same procedure was carried out for the 2.6 mm diameter steel reinforcement bars

by using tension tests instead of compression tests. Four concrete slabs (two with reinforcement65

and two without) cast from the tested concrete mix were loaded in a shock tube [33, 34] and

filmed at 24 000 frames per second using high-speed cameras. Shock tubes are considered reliable

tools for assessing the blast performance of concrete structures [26, 35, 36]. A 3D digital image

correlation (DIC) procedure [37] applicable both to small [34] and large [38] deformations was used

to measure the out-of-plate deformation of the slabs tested in the shock tube. The shock tube tests70

were then employed as validation cases for finite element models using the calibrated constitutive

relations for the concrete and the steel reinforcement. The slabs were discretised using 8-node

linear brick elements with reduced integration. The numerical results showed good correlation

with the experimental data in terms of out-of-plane deformation and damage pattern, for both the

plain and reinforced concrete slabs.75

Finally, the validated model was used to make predictions about the blast performance of cir-

cular and rectangular cross-sections developed for the possible crossings of the Bjørnafjord and

Digernessundet [3, 39]. Blast loads were applied to the relevant surfaces by using the CONWEP

module available in ABAQUS/Explicit [32]. These blast loads are based on the experimental data

obtained by Kingery and Bulmash [40]. The study aims to investigate what is possible to obtain80

without invoking complicated numerical setups like fully-coupled Eulerian-Lagrangian approaches,

since the fluid-structure interaction (aside from reflections/confinement) in this problem is con-

sidered small. Different charge sizes were placed in the middle of the driving lane closest to the

outer wall for both cross-sections. The charge sizes were 10 kg, 100 kg and 500 kg TNT placed

1.0 m above the driving lanes. The numerical simulations indicated that the circular cross-section85

is preferable to the rectangular cross-section with respect to blast loading.
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2. Concrete

2.1. Material testing

The concrete mix used herein had a water to cement ratio of 0.62 (8.0 % of the weight was

water and 12.9 % cement). Further, 50.1 % of the weight was aggregate sized 0-8 mm, and 29.0 %90

was sized 8-16 mm. Quasi-static compression tests on 100 mm cubes were conducted after 2, 7,

14, 28, 49 and 85 days of curing and the results are shown in Fig. 1(a). A fully automated load

controlled Toni Tech 3 000 kN apparatus increased the load at a rate of 0.8 MPa/s until a peak

was detected. The estimated cube compressive strength f̂c after Dt days is [41]

f̂c (Dt) = f̄c · exp

(
s ·
[
1−

√
28

Dt

])
(1)

Here, s depends on the type of cement, and f̄c is the average strength after 28 days of curing.95

20 cube compression tests after 28 days gave f̄c = 46.3± 0.8 MPa (see Fig. 1(b)).

Additionally, three concrete cubes with 50 mm sides were tested quasi-statically in an Instron

5985 250 kN testing rig (see Fig. 2(a)), at a deformation rate of 0.5 mm/min. The cube size was

reduced to keep the loads within the limits of the rig capacity to study size effects, and to obtain

engineering stress-strain curves for calibration of the material model. Thus, the smaller cubes were100

used as a component for inverse modelling of the material model in Section 2.2. The 50 mm cubes

were cut from 100 mm cubes, and painted with a speckled pattern (top row of Fig. 3) for use

with DIC. A load cell registered the force, while the finite element-based DIC software eCorr [37]

synchronised with the force measurements was used to compute the strains. Each element in the
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Fig. 1: Results from 100 mm cube compressive tests, where part (a) shows the cube compressive strength of the

100 mm cubes as a function of days of curing, and (b) the distribution of the 20 cubes tested 28 days after casting.

the strength evolution based on EC 2 [40]. The estimated strength f̂c after Dt days is given by

f̂c (Dt) = f̄c · exp

(
s ·
[
1−

√
28

Dt

])
(1)

under the assumption that the curing conditions conform with the standards. Here, s is equal to

0.20, 0.25 or 0.38 depending on the type of cement, and f̄c is the average compressive strength

after 28 days of curing. The estimates for the strength development fit reasonably well with the

experimental data. After 85 days, the strength was somewhat higher than the estimates from90

Eq. (1), as shown in Fig. 1(a). The reason for this result is that the material test specimens were

submerged in water, which allows the cement to hydrate continuously.

To obtain a better idea of the scatter, a total of 20 cube compression tests were conducted

28 days after casting. The results from these tests are plotted in Fig. 1(b), which also shows the

arising normal distribution. The average value and standard deviation are 46.3 MPa and 0.8 MPa,95

respectively, which is a fairly low scatter (approximately 1.7%).

Three concrete cubes with 50 mm side length were tested quasi-statically in an Instron 5985

250 kN testing rig (see Fig. 2(a)), at a deformation rate of 0.5 mm/min (initial strain rate of

approximately 1.67 ·10−4 s−1). The cubes were painted with a speckled pattern (top row of Fig. 3)

for use with DIC. A load cell registered the force, while the finite element-based DIC software [35]100

was used to measure the compressive strain. Each element in the structured quadrilateral Q4 mesh

measured 50×50 pixels. Too few pixels per element results in more noise, while too large elements

are unable to capture finer nuances in the strain.

4

Fig. 1: Results from 100 mm cube compressive tests, where part (a) shows the cube compressive strength of the

100 mm cubes as a function of days of curing, and (b) the distribution of the 20 cubes tested 28 days after casting.
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DIC on the cubes, the problem with potential deformations in the rig is circumvented. The cube85

compressive strengths in the three tests were measured to 70.6 MPa, 68.1 MPa, and 78.1 MPa,

where the stress-strain curve from the first of these are shown in Fig. 2(b). This curve was chosen

for calibration of the material model because it was the middle value, and because the it had the

best and most accurate post-peak DIC results.
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(a) Test setup

0 0.002 0.004 0.006 0.008 0.010
0

20

40

60

80

Compressive strain [ - ]

C
o
m

p
re

ss
iv

e
st

re
ss

[M
P

a
]

(b) Test results and model

Experiment

CDP model

Fig. 1: Concrete stuff.

to the relevant surfaces by using the CONWEP module based on experimental data from Kingery

and Bulmash [32]. Different charge sizes were placed in the middle of the driving lane closest to the

outer wall for both cross-sections. The charge sizes in this study were 10 kg, 100 kg and 1 000 kg

TNT placed 1.0 m above the driving lanes.

2. Concrete60

2.1. Material testing

50.1 % of the concrete weight is aggregate sized 0-8 mm, and 29.0 % is sized 8-16 mm. The

concrete mix used herein has a water to cement ratio of 0.62 (8.0% water and 12.9 % cement).

Three concrete cubes with 50 mm sides were tested quasi-statically in an Instron 5985 250 kN

universal testing rig, at a deformation rate of 0.5 mm/min (initial strain rate of approximately65

1.67 · 10−4 s−1). The cubes were painted with a speckled pattern for use with digital image

correlation [28]. A load cell registered the force, while the finite element-based DIC procedure

was used to measure the strain. The average shortening of 10 vectors stretching across the cube

specimen parallel to the loading direction gave the measurement of the compressive strain. This

was synchronised with the force measurements, which dividen by the surface area of the concrete70

cube provides the compressive stress. The resulting stress-strain curve is shown in Fig. 1(b).
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Cylinders measuring 100 mm in diameter and 200 mm in height were also tested. After 28 days

of curing in water, the average cube compressive strength fc was measured to 46.3 MPa, and the

3

Fig. 2: Overview of concrete comression tests, where (a) shows the setup and (b) the results.

over the time t, ε =
∫ t
0 ε̇dt (valid for all strain measures). The Cauchy stress σ is scaled by a

scalar damage parameter d,

σ = (1− d) D0,el : (ε− εpl) = Del : (ε− εpl) (1)

where D0,el is the undamaged elastic stiffness and Del = (1− d) D0,el the degraded elastic stiffness.85

Similarly, the effective stress σ̄ is scaled by 1−d so that σ̄ = σ/ (1− d). Here, 1−d can be thought

to represent the effective load carrying area. The model is formulated in terms of the effective stress

4

Fig. 2: Overview of concrete comression tests, where (a) shows the setup and (b) the results.

Cylinders measuring 100 mm in diameter and 200 mm in height were used in tensile splitting90

(Brazilian) tests. Based on three of these tests, the tensile strength of the concrete was determined

4

Fig. 2: Overview of concrete comression tests, where (a) shows the setup and (b) gives the results in terms of

compressive engineering stress-engineering strain where the circled numbers correspond to the DIC images in Fig. 3.

structured quadrilateral Q4 mesh measured 50 pixels × 50 pixels. Note that too few pixels per105

element results in more noise, while too large elements are unable to capture finer nuances in the

strain field [37]. The resulting compressive engineering stress-engineering strain curve is shown in

Fig. 2(b).

By using DIC on the cubes directly, potential deformations in the rig are excluded. The cube

compressive strength in the three tests was measured to 70.6 MPa, 68.1 MPa, and 78.1 MPa,110

where the stress-strain curve from the first of these is shown in Fig. 2(b). This curve was chosen

for calibration of the material model because it was the middle value, and because it had the best

post-peak DIC results. Some key points of the DIC analysis are illustrated in Fig. 3. As seen,

the DIC analysis is able to pick up cracks before they are visible to the naked eye. The average

value of the compressive strength was 72.3 MPa for the three 50 mm cubes, which is significantly115

higher than the 56.4 MPa obtained for the 100 mm cubes with the same curing conditions, i.e.,

84 days submerged in water at room temperature, after which they were stored in a dry room for

approximately one year. Any strength gain during this period is judged to be negligible since a

relative humidity of 80% is required to prolong hydration [42]. Smaller cubes appear stronger due

to the size effect, with a 22 % reduction when going from 50 mm cubes to 100 mm cubes – a result120

which is comparable with previous work [43, 44].

Cylinders measuring 100 mm in diameter and 200 mm in height were used in tensile splitting
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Fig. 3: DIC analysis showing the major principal strain on the surface of a concrete cube during compression (load

direction is left to right), where the circled numbers correspond to specific points on the engineering stress-engineering

strain curve in Fig. 2(b). Note the change of legend from the second to the third column.

(Brazilian) tests. The tensile strength and standard deviation from three tests were determined to

3.5± 0.34 MPa after 28 days of curing. The mass density ρc was measured to 2 445 kg/m3.

2.2. Concrete damaged plasticity model125

The concrete model used herein is the “Concrete damaged plasticity” model (CDP) as imple-

mented in ABAQUS [32]. It is based on the work by Lubliner et al. [45], and by Lee and Fenves [46].

The model assumes an additive strain rate decomposition ε̇ = ε̇el + ε̇pl, in which ε̇, ε̇el and ε̇pl

are the total, elastic and plastic strain rate tensors, respectively. The strains ε are obtained by

integration over the time t, ε =
∫ t
0 ε̇dt (valid for all strain quantities). The Cauchy stress tensor130

σ is expressed by

σ = (1− d) D0,el : (ε− εpl) = Del : (ε− εpl) (2)

where d is the scalar damage parameter, D0,el is the undamaged elastic stiffness, and Del =

(1− d) D0,el is the degraded elastic stiffness. Similarly, the effective stress tensor σ̄ is scaled by

1 − d so that σ̄ = σ/ (1− d). Here, 1 − d can be thought to represent the fraction of effective
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load carrying area. The model is formulated in terms of the effective stress σ̄ and the tensile and135

compressive equivalent plastic strains ε̃pl = [ε̃pl,t ε̃pl,c]
T where subscripts t and c refer to tensile

and compressive, respectively. The equivalent plastic strain rates ˙̃εpl,t and ˙̃εpl,c are defined by

˙̃εpl =




˙̃εpl,t

˙̃εpl,c


 = ĥ ˆ̇εpl =


h
(

ˆ̄σ
)

0 0

0 0 −
(
1− h

(
ˆ̄σ
))







ˆ̇εpl,1

ˆ̇εpl,2

ˆ̇εpl,3


 (3)

where ˆ̇εpl,1 ≥ ˆ̇εpl,2 ≥ ˆ̇εpl,3 are the ordered eigenvalues of the plastic strain rate tensor ε̇pl. The

function h depends on the eigenvalues ˆ̄σi (principal stresses) of the effective stress tensor σ̄, i.e.,

h
(
ˆ̄σi
)

=

∑3
i=1〈ˆ̄σi〉∑3
i=1

∣∣ˆ̄σi
∣∣ (4)

The Macaulay bracket 〈•〉 is defined as 〈x〉 = (x+ |x|) /2, meaning that Eq. (4) ranges from h = 1140

when all the principal stresses are positive, to h = 0 when they are all negative. Thus, Eq. (3)

gives ˙̃εpl,t = ε̇pl,11 for uniaxial tension and ˙̃εpl,c = −ε̇pl,11 for uniaxial compression.

ABAQUS [32] allows for different damage evolution in tension and compression, so the damage

parameter d is decomposed into tensile and compressive parts,

1− d = (1− dc)
(
1− h

(
ˆ̄σ
)
· dt
)

(5)

Here it is assumed full stiffness recovery if the load changes from tension to compression (closure145

of microcracks), and no stiffness recovery if the load changes from compression to tension. The

parameters dt and dc as functions of cracking and inelastic strains (respectively) are input as

tabulated values in ABAQUS [32]. The equivalent plastic strains ε̃pl,t and ε̃pl,c are calculated from

the cracking strain ε̃ck,t and the inelastic strain ε̃in,c as

ε̃pl,t = ε̃ck,t −
dt

1− dt
· σt
Ec

(6a)

ε̃pl,c = ε̃in,c −
dc

1− dc
· σc
Ec

(6b)

where Ec is in the inital undamaged Young’s modulus of concrete, and σt and σc are the tensile and150

compressive cohesion stresses. If the stresses σt and/or σc become too large, e.g. due to erroneous
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(a) Plane stress (b) Deviatoric plane

Fig. 4: Yield surface in (a) plane stress, and (b) in the deviatoric plane (right).

The parameter α in the yield function depends on the ratio of initial biaxial compression

strength σb0 to initial uniaxial compression strength σc0,

α =
(σb0/σc0)− 1

2 (σb0/σc0)− 1
(9)

The ratio σb0/σc0 is assumed constant and given as input to the material model. The function

β (ε̃pl) is given by

β (ε̃pl) =
σ̄c (ε̃pl,c)

σ̄t (ε̃pl,t)
(1− α)− (1 + α) (10)

in which σ̄t and σ̄c are the effective tensile and compressive cohesion stresses, respectively. Finally,180

γ is calculated from

γ =
3 (1−Kc)

2Kc − 1
(11)

where Kc is the ratio of the second stress invariant on the tensile meridian, to that on the compres-

sive meridian (assumed constant). The compressive meridian is the body of stress states satisfying

ˆ̄σ1 = ˆ̄σ2 > ˆ̄σ3, and the tensile meridian satisfies the condition ˆ̄σ1 > ˆ̄σ2 = ˆ̄σ3, with ˆ̄σ1 ≥ ˆ̄σ2 ≥ ˆ̄σ3

being the ordered principal stresses of the effective stress tensor. Kc defines the yield surface shape185

9

Fig. 4: Yield surface in (a) plane stress, and (b) in the deviatoric plane.

input or strain rate effects like discussed below, ε̃pl,t and ε̃pl,c might end up being not monotonically

increasing (or even negative). This generates an error message in ABAQUS [32].

The yield function F , illustrated in Fig. 4, is also expressed in terms of the effective stress

tensor σ̄ and the equivalent plastic strains ε̃pl as155

F (σ̄, ε̃pl) =
1

1− α
[
σ̄eq − 3ασ̄H + β (ε̃pl) 〈ˆ̄σ1〉 − γ〈−ˆ̄σ1〉

]
− σ̄c (ε̃pl,c) (7)

Here, σ̄eq is the equivalent von Mises stress of the effective stress tensor and σ̄H is the effective

hydrostatic stress, given as

σ̄eq =

√
3

2
σ̄dev : σ̄dev σ̄H = −1

3
σ̄ : I (8)

with σ̄dev being the deviatoric part of the effective stress tensor σ̄, and I is the second order

identity tensor. Further, ˆ̄σ1 is the largest principal stress of the effective stress tensor. This means

that the function β (ε̃pl) is active when ˆ̄σ1 > 0, and the parameter γ appears when ˆ̄σ1 < 0 (triaxial160

compression). For ˆ̄σ1 = 0 (biaxial compression) neither of these are active and α governs the yield

function alone, thus reducing the yield function to the familiar Drucker-Prager yield function. The

yield surface for plane stress conditions is shown in Fig. 4(a).
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The parameter α in the yield function depends on the ratio of the initial biaxial compression

strength σb0 to the initial uniaxial compression strength σc0, i.e.,165

α =
(σb0/σc0)− 1

2 (σb0/σc0)− 1
(9)

The ratio σb0/σc0 is assumed constant and given as input to the material model. The function

β (ε̃pl) is given by

β (ε̃pl) =
σ̄c (ε̃pl,c)

σ̄t (ε̃pl,t)
(1− α)− (1 + α) (10)

in which σ̄t = σt/(1 − dt) and σ̄c = σc/(1 − dc) are the effective tensile and compressive cohesion

stresses, respectively. Finally, γ is calculated from

γ =
3 (1−Kc)

2Kc − 1
(11)

where Kc is the ratio (assumed constant) of the second stress invariant on the tensile meridian170

(Lode parameter L = −1) to that on the compressive meridian (L = +1). The Lode parameter L

is defined by

L =
2ˆ̄σ2 − ˆ̄σ1 − ˆ̄σ3

ˆ̄σ1 − ˆ̄σ3
(12)

The compressive meridian is the body of stress states satisfying ˆ̄σ1 = ˆ̄σ2 > ˆ̄σ3, and the tensile

meridian satisfies the condition ˆ̄σ1 > ˆ̄σ2 = ˆ̄σ3, with ˆ̄σ1 ≥ ˆ̄σ2 ≥ ˆ̄σ3 being the ordered principal

stresses of the effective stress tensor. Kc thus defines the yield surface shape in the deviatoric175

plane and is also required input to the material model. The effect of Kc on the yield surface is

plotted in Fig. 4(b), which shows the yield surface in the deviatoric plane.

The plastic flow is governed by the Drucker-Prager hyperbolic function G (σ̄),

G (σ̄) =
√

(εσt0 tanψ)2 + σ̄2eq − σ̄H tanψ (13)

where σt0 is the uniaxial tensile strength at failure (taken from the user specified tension stiffening

data), ψ is the dilatation angle in the σ̄H–σ̄eq plane at high confining pressures (see Fig. 5), and ε180
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Fig. 5: The flow potential G in the σ̄H–σ̄eq plane.

is the eccentricity which defines the rate at which the function approaches the asymptote given by

ψ. This gives a non-associated flow rule,

ε̇pl = λ̇ · ∂G (σ̄)

∂σ̄
(14)

with λ̇ as the plastic multiplier. Both ε and ψ are required inputs to the material model, and are

given in Table 1.

A quasi-static simulation of the cube compression test using ABAQUS/Explicit [32] was set up185

for calibration. The 50 mm cubes were meshed by 5× 5× 5 elements of type C3D8R, which means

8-node reduced integration linear elements with enhanced hourglass control. Analytic rigid surfaces

were used to compress the concrete, and the contact force was logged. The contact algorithm used

was the “general contact all with self” [32], and a coefficient of friction µ = 0.47 was used [47].

Different values of µ were tried, but anything above µ = 0.30 gave the same results, so µ = 0.47190

seems like a safe choice. A time scaling factor of approximately 10−2 was used, and no strain

rate sensitivity was included in these simulations. The strains were obtained by measuring the

relative compression of the cube like in the experiments. The calibration procedure used the data

from Jankowiak and  Lodygowski [48] as a starting point, and reverse engineering was used to fit

the model constants to the experimental data. The results are plotted in Fig. 2(b) and the model195

constants are listed in Table 1, including the Poisson ratio νc. A tensile splitting test was simulated

as well using the same setup and element size, but for this test only one experimental data point

10



Table 1: Material data for the CPD model.

ρc [kg/m3] Ec [GPa] νc [ - ]

2 445 25 0.2

ψ [deg] ε [ - ] σb0/σc0 [ - ] Kc [ - ]

38 1.0 1.12 0.666

Compression hardening Compression damage

Yield stress [MPa] Inelastic strain ε̃in,c [ - ] Damage dc [ - ] Inelastic strain ε̃in,c [ - ]

13.50 0.00000000 0.000000 0.00000000

18.18 0.00006730 0.000000 0.00006730

27.06 0.00008900 0.000000 0.00008900

36.27 0.00011871 0.000000 0.00011871

53.46 0.00052504 0.000000 0.00052504

47.00 0.00300180 0.111585 0.00300180

33.00 0.00710789 0.199851 0.00710789

13.31 0.00825700 0.538831 0.00825700

5.05 0.01438800 0.894865 0.01438800

Tension stiffening Tension damage

Yield stress [MPa] Cracking strain ε̃ck,t [ - ] Damage dt [ - ] Cracking strain ε̃ck,t [ - ]

2.81 0.00000000 0.000000 0.00000000

3.50 0.00006670 0.000000 0.00006660

2.63 0.00032085 0.406411 0.00033209

1.21 0.00055953 0.696380 0.00055953

0.32 0.00136991 0.920389 0.00136991

0.08 0.00217346 0.980093 0.00217346

was available. The experimentally obtained tensile strength was 3.5 MPa, while the corresponding

numerical result was 3.2 MPa (within one standard deviation of the experimental results). Based

on these results, the calibrated material model seemed to provide a good representation of the200

concrete.

The problems to be modelled in the following are of a fast transient character, which means that

load/strain rate dependency could be an issue. Unfortunately, there is no data on the strain rate

sensitivity of this concrete. For this reason, the CEB-FIP model code [49] was used to estimate

11



the strain rate dependency. Different dependencies were used for compression and tension, i.e.,205

Eqs. (2.1-45a) and (2.1-49a) from the code [49]. Parts (b) of these two equations were not used

because of the limit to the increase in stress due to strain rate given by Eqs. (6a) and (6b) as

mentioned above. This means that the strain rate effects may be underpredicted, particularly for

high rates. Tabular data was entered for every other order of strain rate magnitude from 10−5 1/s

to 105 1/s. For best results, it is highly recommended to use the latest release of ABAQUS [32] (in210

this case 2019).

3. Reinforcing steel

3.1. Quasi-static tensile tests

A standard off-the-shelf steel grid consisting of smooth circular bars with diameter dr = 2.6 mm,

point-welded together to form 73.5 mm squares, was used as reinforcement in two of the four slabs215

tested herein. Standard tensile tests were carried out on 12 specimens (6 from each direction)

in the reinforcement grid. The specimens were clamped in a 100 kN Instron universal test rig,

and stretched at an initial strain rate of 3.6 · 10−4 s−1. An extensometer measured the elongation

accurately up to necking (setup shown in Fig. 6(a)), which occurred at an engineering strain of

3.4 %, while a load cell registered the force. From this data, the engineering stress-strain curves220

were established, and plotted in Fig. 6(b). The yield stress was determined to σ02 = 766.4 MPa

rig, and stretched at an initial strain rate of 3.6 · 10−4. An extensometer measured the elongation

accurately up to necking, which occurred at an engineering strain of 3.4 %, while a load cell reg-

istered the force. From this data, the engineering stress-strain curve was established. The yield

stress S0 was determined to 766.4± 13.6 MPa (at 0.2 % plastic strain).135
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Fig. 1: Tension tests of steel reinforcement in direction 0◦ (a) and direction 90◦ (b).

3.2. Material model

J2 flow theory is used to model the X65 material. This means that the von Mises yield crite-

rion is employed with the associated flow rule. Only isotropic hardening RH is considered, here

represented by linear hardening. The von Mises equivalent stress σeq is given as a function of the

deviatoric part σdev of the Cauchy stress tensor σ,140

σeq (σ) =

√
3

2
σdev : σdev (14)

The strain hardening RH is expressed as

RH (εeq) = Hpεeq (15)

where εeq is the equivalent plastic strain, and Hp plastic hardening modulus. The initial size of

the yield surface, i.e., when the equivalent plastic strain is zero, is given by the constant σy. As

the tests conducted herein are carried out at quasi-static strain rates, no strain rate effects are

7

Fig. 2: Tension tests of steel reinforcement in direction 0◦ (a) and direction 90◦ (b).
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Fig. 3: Tension tests of steel reinforcement in direction 0◦ (a) and direction 90◦ (b).

3.2. Material model

J2 flow theory is used to model the X65 material. This means that the von Mises yield crite-

rion is employed with the associated flow rule. Only isotropic hardening RH is considered, here135

represented by linear hardening. The von Mises equivalent stress σeq is given as a function of the

deviatoric part σdev of the Cauchy stress tensor σ,

σeq (σ) =

√
3

2
σdev : σdev (13)
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Fig. 3: Tension tests of steel reinforcement in direction 0◦ (a) and direction 90◦ (b).
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Fig. 4: Tension tests of steel reinforcement in direction 0◦ (a) and direction 90◦ (b).

Table 2: Material constants for steel reinforcement.

ρs [kg/m3] Es [MPa] νs [ - ] σy [MPa] Hp [MPa]

7 800 210 000 0.3 789 1039

9

Fig. 6: Tension tests of steel reinforcement, where (a) shows the setup and (b) the results.
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(at 0.2 % plastic strain), and Young’s modulus was measured to Es = 210 277 MPa. The Poisson

ratio and mass density were assumed to be νs = 0.3 and ρs = 7 800 kg/m3, respectively.

3.2. Material model

J2 flow theory is used to model the reinforcing steel. This means that the von Mises yield225

criterion is employed with the associated flow rule. Only linear isotropic hardening RH is considered

based on the results shown in Fig. 6(b). The von Mises equivalent stress σeq is given as a function

of the deviatoric part σdev of the Cauchy stress tensor σ,

σeq (σ) =

√
3

2
σdev : σdev (15)

The strain hardening RH is expressed as

RH (εeq) = Hpεeq (16)

where εeq is the equivalent plastic strain, and Hp the plastic hardening modulus. The initial size of230

the yield surface is given by the yield stress σy. Strain rate sensitivity is included multiplicatively

by the Johnson-Cook (JC) strain rate term [50]. Then, from Eq. (15) and Eq. (16), the dynamic

yield function f becomes

f (σ, εeq, ε̇eq) = σeq − (σy +Hpεeq)

(
1 + C · ln

(
ε̇eq
ε̇0

))
(17)

The material constants σy and Hp were determined by a least squares fitting, and are given in

Table 2 along with the rest of the material data. C is the JC strain rate dependency constant,235

and was chosen equal to 0.01 based on previous work with high rate loading of steel [51, 52]. The

reference strain rate ε̇0 is the strain rate at which the tests were performed. The quasi-static

response of the model (C = 0) is plotted in Fig. 6(b) along with the experimental data.

Table 2: Material constants for steel reinforcement.

ρs [kg/m3] Es [GPa] νs [ - ] σy [MPa] Hp [MPa] C [ - ] ε̇0 [1/s]

7 800 210 0.3 789 1039 0.01 0.00036
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4. Component tests

The shock tube tests used for validation were also presented in [34], but are recapitulated240

concisely here for the sake of completeness. First, the shock tube is described in brief, and then

an overview of the experiments is presented.

4.1. Shock tube description

The shock tube is sketched in Fig. 7. Membranes in the firing section separate the driver from

the driven section, allowing a compressor to build up air pressure in the former. Intermediate245

chambers in the firing section ensures a stepwise increase of the pressure from the atmospheric

pressure P0 in the driven section, to the desired firing pressure Pd in the driver. When the pressure

level Pd is attained, the intermediate chambers in the firing section are vented rapidly so that

the membranes are punctured, and eventually a shock wave propagates down the driven section

towards the target mounted at the end of the shock tube. Pressure sensors flush mounted with the250

internal wall monitor the travelling shock wave. Sensors 1 and 2 in Fig. 7 provide an estimate of

the reflected pressure at the slabs, and are located 345 mm and 245 mm (respectively) upstream

from the test specimen. Further description of the shock tube can be found in the work by Aune

et al. [33].

4.1. Shock tube description

The shock tube is sketched in Fig. 7. Membranes in the firing section separate the driver from

the driven section, allowing a pump to build up pressure in the former. Intermediate chambers in

the firing section ensures a stepwise increase of the pressure from the atmospheric pressure P0 in245

the driven section, to the desired firing pressure Pd in the driver. When the pressure level Pd is

attained, the intermediate chambers in the firing section are vented rapidly so that the membranes

are punctured, and the shock wave propagates down the driven section towards the target mounted

at the end of the shock tube. Pressure sensors flush mounted with the internal wall monitor the

travelling shock wave. Sensors 1 and 2 in Fig. 7 provide an estimate of the reflected pressure at250

the slabs. Further description of the shock tube can be found in the work by Aune et al. [33].
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Filming the experiments at 24 000 fps from two angles makes it possible to estimate the out-of-

plane deformations by 3D-DIC [35], which is the reason for the speckled paint pattern sprayed on

the load area of the concrete slab in Fig. 6(b). A good calibration is needed for this to work well. By250

using a patterned object of known size, the 3D-DIC algorithm was calibrated to the experimental

setup. Three different calibration sets were used, which gave very little difference between the three

result sets (tenths of millimetres). This result indicates that the 3D-DIC procedure is consistent.

An overview of the shock tube experiments is given in Table 3.

The bolts and nuts visible in Fig. 6(b) were tightened evenly to an estimated torque of approx-255

imately Tt = 100 Nm. Assuming a commonly used nut factor of K = 0.2 [47], the pretension force

Fb in the bolts is estimated to roughly 20 kN by the following relation [48],

Tt = K · db · Fb (18)

in which db = 24 mm is the bolt diameter. For this problem, the pretension force Fb has been

shown to be quite influential on the numerical results [32].

Before the concrete slabs were tested, some calibration experiments were carried out on a260

massive steel plate mounted with 10 pressure sensors labelled 3 to 12 (see Fig. 6(c)). The arrival
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Fig. 6: Part (a) is a drawing of the concrete slabs’ geometry, while (b) shows a photo of a concrete slab mounted

on the shock tube; part (c) shows a rigid steel plate with pressure sensors mounted on the shock tube, where the

dashed lines indicate the inner cross-section of the tube.

14

Fig. 7: Sketch of shock tube [33] where aluminium inserts can be used to adjust the volume of the driver (left)

and hence the magnitude and duration of the shock wave arriving at the test specimen (inside tank) where pressure

sensors and two high-speed cameras capture the experiments. The concrete slab geometry is sketched on the right.

4.2. Setup of experiments

Four clamped concrete slabs were subjected to blast loads of two different magnitudes in this

study; two slabs with reinforcement and two without. The slabs are 50 mm thick, and their

geometry can be seen on the right in Fig. 7. Two layers of the reinforcement were positioned about255

7 mm from each face of the slabs. An aluminium clamping frame was placed on the outside of

the concrete slab, while bolts and nuts with washer plates made sure that the slab was properly

fastened. The pretension force Fb in the bolts was estimated to 20 kN [24]. High-speed cameras

give data to measure the out-of-plane deformations by 3D-DIC [37], which is the reason for the

speckled paint pattern sprayed on the concrete slabs (see Fig. 8).260

Before the concrete slabs were tested, some calibration experiments were carried out on a

massive steel plate mounted with 10 pressure sensors. Two different driver pressures Pd were used,

14

Fig. 7: Sketch of shock tube [33] where aluminium inserts can be used to adjust the volume of the driver (left)

and hence the magnitude and duration of the shock wave arriving at the test specimen (inside tank) where pressure

sensors and two high-speed cameras capture the experiments. The concrete slab geometry is sketched on the right.

4.2. Setup of experiments255

Four clamped concrete slabs were subjected to blast loads of two different magnitudes in this

study; two slabs with reinforcement and two without. The slabs are 50 mm thick, and their

geometry can be seen on the right in Fig. 7. Two layers of the reinforcement grid were positioned

14
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Fig. 8: Sketch of reinforcement position in reinforced concrete slabs (measurements in mm).

as shown in Fig. 8. The grid had to be cut in some areas to accomodate the bolt holes, but this

does not affect the results to any significant extent because it is outside the 300 mm × 300 mm load260

area. The distance between the centres of the bars was 73.5 mm in both directions. In addition,

an 8 mm rebar looped around the bolt holes (outside the load area) to keep the slabs together

after testing, and to provide a lifting point (see top of Fig. 9) . An aluminium clamping frame was

placed on the outside of the concrete slab, while bolts and nuts with washer plates made sure that

the slab was properly fastened. The pretension force Fb in the bolts was estimated to 20 kN [24].265

High-speed cameras provide data to measure the out-of-plane deformations by 3D-DIC [37], which

is the reason for the speckled paint pattern sprayed on the concrete slabs (see Fig. 9).

Before the concrete slabs were tested, some calibration experiments were carried out on a

massive steel plate mounted with 10 pressure sensors. Two different driver pressures Pd were used,

and the pressure registered at the massive plate was used for the numerical simulations. The270

concrete slabs are identified by the material (P for plain slabs and R for reinforced slabs) and by

the peak overpressure Ppeak as logged by sensor 2, which means that a plain concrete slab exposed

to about 1.1 MPa load is named P-11 and so on.
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were custom built to cast the slabs according to the geometry of the shock tube mounting flange,

(a) P-11 (b) P-16 (c) R-12 (d) R-17

Fig. 9: The four concrete slabs tested in the shock tube (the shock wave arrives opposite to the visible side), and

cracks arising from the shock tube tests are highlighted with red lines.

4.3. Experimental results

The shock tube produces a consistent and predictable dynamic load, as seen in Fig. 10 and in275

Ref. [33]. For the lower of the two loads, the curves fit almost perfectly for the concrete slab and

the massive steel sensor plate, and resemble an idealised blast load curve. When Pd is increased,

some secondary reflections are introduced and a discrepancy arise. This is partly because pressure

sensor 2 does not measure the pressure exactly at the concrete slab, but 245 mm upstream from

it, and larger pressures cause larger differences. When running numerical simulations, the pressure280

histories from the calibration tests will be used.

Surface cracks were observed in all four slabs, and judging from the high-speed footage the

cracks did not seem to extend through the entire thickness although some bursts of dust were

noted. The cracks typically initiated in the centre of the slab, and extended “radially” towards the

edges for the plain concrete slabs. In the reinforced slabs, the cracks aligned with the reinforcing285
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Fig. 5: Pressure-time histories (grey) from sensor 2 in shock tube tests of C20/25 concrete slabs: (a) C20-11,

(b) C20-16, (c) R20-12 and (d) R20-17. The results from tests performed on a massive steel plate with pressure

sensors are shown as solid black lines.

4.3. Experimental results

The shock tube produces a consistent and predictable load, as seen in Fig. 5 and in Ref. [25].

For the lower of the two loads, the curves fit almost perfectly for the concrete slab and the massive

slab, and resemble an idealised blast load curve. When Pd is increased, some secondary reflections

are introduced and a discrepancy arise. This is partly because pressure sensor 2 does not measure200

the pressure at the concrete slab but close to it, and larger pressures cause larger differences. When

running numerical simulations, the pressure histories from the calibrations tests are used.

Surface cracks were observed in all four slabs, and judging from the high-speed footage the

cracks did not seem to extend through the entire thickness. The cracks typically initiated in the

centre of the slab, and extended “radially” towards the edges for the plain concrete slabs. In205

the reinforced slabs, the cracks aligned with the reinforcing steel grid. In Fig. 6, the cracks are

accentuated with red lines, clearly illustrating the effect of the reinforcement. The effect of the steel

grid is evident in the 3D-DIC measurements as well, which gave smaller out-of-plane deformation

for reinforced plates compared with their unreinforced counterparts (see Fig. 7).

Increasing the load increased the out-of-plane deformation measured by 3D-DIC as expected.210

Since three different calibrations were used without much discrepancy (tenths of millimetres), the

results should be accurate even when the deformations are small like in this case. Fig. 7 shows

the estimated out-of-plane deformations, where the hatched grey area is the range of deformations

among the four DIC-nodes closest to the centre of the slab. The red lines show the out-of-plane

deformation obtained by the finite element method (FEM) using ABAQUS, discussed in more215

12

Fig. 10: Pressure-time histories (grey) from sensor 2 in shock tube tests of concrete slabs: (a) P-11, (b) P-16,

(c) R-12 and (d) R-17. The results from tests performed on a massive steel plate with pressure sensors are shown as

solid black lines.
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Fig. 10: The hatched grey areas show the midpoint out-of-plane deformation as measured by 3D-DIC compared

with finite element simulations with (DYN) and without (QS) strain rate dependency for (a) P-11, (b) P-16, (c)

R-12, and (d) R-17.

differences. When running numerical simulations, the pressure histories from the calibration tests

will be used.

Surface cracks were observed in all four slabs, and judging from the high-speed footage the275

cracks did not seem to extend through the entire thickness. The cracks typically initiated in the

centre of the slab, and extended “radially” towards the edges for the plain concrete slabs. In

the reinforced slabs, the cracks aligned with the reinforcing steel grid. In Fig. 8, the cracks are

accentuated with red lines, clearly illustrating the effect of the reinforcement. The effect of the

steel grid is clearly evident in the 3D-DIC measurement as well, as it gave smaller out-of-plane280

deformation for reinforced plates compared with their unreinforced counterparts (see Fig. 10). Due

to the relatively small deformations, fluid-structure interaction appears to be minor for this case.

If, however, through-thickness cracks become sufficiently large, the load and structural behaviour

may change.

Increasing the load increased the out-of-plane deformation measured by 3D-DIC as expected.285

Since three different camera calibrations of the 3D-DIC approach were used without much discrep-

ancy (tenths of millimetres difference), the results should be accurate even when the deformations

are small like in this case. Fig. 10 shows the estimated out-of-plane deformations, where the hatched

grey area is the range of deformations among the four DIC-nodes closest to the centre of the slab.

The red lines show the out-of-plane deformation obtained by FEM using ABAQUS/Explicit [32],290

discussed in more detail later.

16

Fig. 11: The hatched grey areas show the midpoint out-of-plane deformation as measured by 3D-DIC compared

with finite element simulations with (DYN) and without (QS) strain rate dependency for (a) P-11, (b) P-16, (c)

R-12, and (d) R-17.

steel grid. In Fig. 9, the cracks are accentuated with red lines, clearly illustrating the effect of

the reinforcement. The effect of the steel grid is also evident in the 3D-DIC measurements, as

it gave smaller out-of-plane deformation for reinforced plates compared with their unreinforced

counterparts. Fig. 11 shows the estimated out-of-plane deformations, where the hatched grey area

is the range of deformations among the four DIC-nodes closest to the centre of the slab. The red290

and blue lines show the out-of-plane deformation obtained by FEM using ABAQUS/Explicit [32],

discussed in more detail later.

The effect of the increased load on the out-of-plane deformation were also in accordance with

expectations. Three different camera calibrations for the 3D-DIC approach were used without

much discrepancy (only tenths of millimetres difference), which means that the results should be295

accurate even when the deformations are small like in this case. Due to the deformations being this

small, fluid-structure interaction appears to be minor for this case. If, however, through-thickness

cracks become sufficiently large, the load and structural behaviour may change.

5. Numerical simulations of component tests

5.1. Setup of simulations300

All simulations are Lagrangian and conducted using the commercially available finite element

code ABAQUS/Explicit [32]. Because this is a fast transient dynamic problem involving contact,

the simulations are explicit. The magnitude of the blast load is taken from the massive steel plate

calibration tests (black curves in Fig. 10) and applied as a uniform pressure across the load area

measuring 300 mm × 300 mm (sketched on the right in Fig. 7). Fig. 12 shows the numerical setup305
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shock tube flange concrete slab clamping frame

12 bolts

20 kN tension 
applied to each bolt

general contact between all parts

element size ≤ 10 mm

load area

(a) Individual parts of setup (b) All parts combined

Fig. 12: Image of the setup used for the FE simulations, with (a) showing all the different parts included in the

analyses, and (b) the parts combined and the area where the pressure load is applied (coloured red). The out-of-plane

deformation is measured at the small yellow dot in (a).

and the final mesh used in the simulations, where the element size was chosen to approximately

10 mm. This element size is the same as in the cube compression test used in the calibration of

the CDP model in Fig. 2(b).

The elements used are C3D8R as for the compression test, and a “general contact” with µ = 0.47

is used also in these simulations. The multipart setup may seem a bit convoluted, but including310

the different parts has been found to be necessary to obtain the desired level of accuracy [53]. The

concrete slab is placed in contact with the shock tube flange, and the clamping plate is placed

on the outside of the slab like in the experiments. Forces are then applied to the ends of the

bolts, thereby securing the clamping frame and the concrete slab with the same pretension force

Fb = 20 kN as in the tests. The bolt force was ramped up smoothly to 20 kN with a duration of315

10 ms. At the end of the bolt tightening step, the kinetic energy was 0.07 J, which was about 2 %

of the internal energy.

When relevant, steel reinforcement bars are included as a fifth part by using two-node linear

beam elements (called B31). The steel grid geometry is shown in Fig. 8. The beam elements

are then superposed with the solid mesh and connected using an embedding constraint in the320

interaction module of ABAQUS [32], thereby assuming perfect bonding between the concrete and
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the reinforcement.

The material model for concrete is described in Section 2.2, and the model for the steel rein-

forcement can be found in Section 3.2. Models with and without strain rate sensitivity were run for

comparison, but no temperature effects were included. Both the shock tube flange and the clamp-325

ing frame were modelled as linear elastic materials; the former as steel and the latter as aluminium.

The Young’s modulus used for all steel parts (including the bolts) was Es = 210 000 MPa, while

Ea = 70 000 MPa was used for aluminium. The mass densities applied were ρs = 7 800 kg/m3 and

ρa = 2 700 kg/m3 for steel and aluminium, respectively. A Poisson ratio of νs = 0.3 was used for

all metal parts.330

5.2. Results of component test simulations

The peak pressure has been shown to be important in this type of simulation [54], and this

is confirmed here. Fig. 11 shows that increasing the load increases the mid-point deflection, and

that adding reinforcement reduces this deflection as expected. The relative deformation between

the four simulations is in accordance with the experiments, while the exact quantitative value is335

somewhat off for the lower pressure. For slabs P-16 and R-17 the deflection is quite accurate,

and the stiffness of the setup – represented by the initial tangent of the curves in Fig. 11 – is

captured accurately. The results are, however, slightly non-conservative for the lower pressure

and should be used with care. It is difficult to pinpoint a single reason for this because many

parameters influence the results. However, the bolt clamping force (i.e., boundary conditions) and340

the tensile strength of the concrete seem to be the most dominant parameters for this type of

problem [34]. Also, a modification of the material constants in Table 1 could have improved the

(a) P-11 (b) P-16 (c) R-12 (d) R-171.00

0.00

0.25

0.50

0.75

Fig. 13: Finite element results showing tensile damage dt on the side of the slab facing the cameras, illustrating the

effect of the reinforcement (compare with Fig. 9). Strain rate sensitivity is not included in these simulations.
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results. Instrumenting the tensile splitting test properly and using that for inversen modelling might

improve the calibration and thus the results for the lower pressure. Still, the values obtained by

reverse engineering the cube compression test gave decent results. Including strain rate sensitivity345

in the model does not change the out-of-plane deformation to any significant extent. For the plain

concrete slab subjected to the higher load a small difference is noted, where the strain rate sensitive

model attains a lower deflection.

Fig. 13 shows the tensile damage dt in the four slabs, where 0 is no damage and 1 indicates that

there is no residual capacity. In the plain concrete slabs the cracks are typically diagonal, while the350

reinforcement bars tend to direct the cracks in a similar way as in the tests. Naturally, the higher

load produced more damage. The damage pattern is very symmetric due to the homogeneity of the

model, whereas concrete in reality is inherently heterogeneous on this scale and the crack patterns

are therefore more erratic. To account for this, some kind of stochastic approach [55], discrete

element model [56], or mesoscale model [57] is warranted. The patterns still resemble those from355

the physical experiments (compare Fig. 9 with Fig. 13), and it appears that the main physics of

the problem is represented. Thus, the models should be able to make some qualitative predictions

about the full-scale SFT. A simulation like this, including the contact and the tightening of the

bolts, takes appoximately 2 hours on a single CPU of a high-performance computer of today.

Including reinforcement increases the CPU time with about 25 %, while including the strain rate360

sensitivity approximately doubles the CPU time.

6. Case study – Full-scale simulations of blast loaded submerged floating tunnels

6.1. Geometry and load description

Several different cross-sections for an SFT have been proposed, with the two main categories

being circular and rectangular versions (see Fig. 14). These shapes were proposed for some fjord365

crossings, which means that they represent possible solutions [3, 11, 39]. Elliptical cross-sections

are also possible [6], but are not considered here. The designs have two parallel tubes to increase

the transverse stiffness [58] and to allow operation of one tube while the other is under maintenance.

Based on the validated model used for the shock tube simulations, this 3D numerical case study

will – by using Lagrangian techniques available in ABAQUS/Explicit [32] – examine the relative370

response of the two geometries when a detonation occurs inside the structure. The main idea is
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Fig. 14: Geometry and mesh for circular (consisting of a total of 2.8M elements) and rectangular (5.9M elements)

SFT profiles (all measurements in mm unless otherwise specified). Both geometries were extruded to 5 times the

largest outer cross-sectional diameter (63.0 m and 81.5 m).

that the case study uses the validated material model to make some qualitative predictions about

the damage pattern, and attempts to identity potential weak zones. For the final design, the

material properties and geometries will most likely be somewhat different from what is used here.

The effect of strain rate sensitivity and charge size will also be investigated. Different lengths of375

the SFT were also tested, and the length was increased until the boundary effects became small.

The final choice was 5 times the maximum outer cross-sectional measurement.

The CONWEP approach is adopted to simulate the air blast load, and it assumes a spherical

charge detonated in free air. This CPU efficient technique is based on the experimental data

obtained by Kingery and Bulmash [40], and the method is readily available in ABAQUS [32]. A380

location for the detonation is specified, and then the equivalent mass of TNT is added to complete

the input. The point of detonation is chosen to be in the centre of the driving lane closest to the

wall, because this is where the vehicles typically will travel. The exact location of the detonation
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Table 3: Blast load parameters from CONWEP in ABAQUS [32] for a standoff distance of 1.0 m.

TNT [kg] Z [m/kg1/3] Pr [MPa] tA [ms] i+r [MPa·ms] t+ [ms]

500 0.126 281.7 0.17 218.5 1.56

100 0.215 132.0 0.20 24.2 0.87

10 0.464 34.4 0.29 3.6 0.63

is indicated by a yellow star in Fig. 14, and the entire surface of the compartment containing the

charge receives a blast load based on the distance from the detonation and the orientation of each385

surface normal relative to the blast origin. Note that the possible additional effects of fragment

impact are not considered herein. The presence of vehicles is also neglected because this is beyond

the scope of the current study.

Three different charge sizes are used, namely 10 kg, 100 kg and 500 kg of TNT. Any possible

quasi-static pressure build-up is neglected. The Hopkinson-Crantz scaled distance Z is defined in390

terms of the standoff distance R and the charge weight W ,

Z =
R

3
√
W

(18)

ForR = 1.0 m, Eq. (18) gives scaled distances Z of 0.464 m/kg1/3, 0.215 m/kg1/3, and 0.126 m/kg1/3

for 10 kg, 100 kg and 500 kg, respectively. The pressure-time history P (t) of the reflected pressure

is described by the modified Friedlander equation [59]

P (t) = P0 + Pr

(
1− t− tA

t+

)
· exp

(
−b · t− tA

t+

)
(19)

where tA is the shock wave time of arrival, Pr is the peak reflected overpressure generated by395

the blast wave, t+ is the positive phase duration, and b is the decay coefficient. The blast load

parameters as obtained by CONWEP, including the reflected impulse i+r and duration t+ of the

positive phase, are given in in Table 3. The negative phase is not included because its effects are

considered minor for this case.

Using CONWEP at low scaled distances may underpredict peak reflected pressures, particularly400

for Z < 0.100 m/kg1/3, while estimates made for the reflected impulse and the arrival time are much

more accurate [60]. The load curves for 500 kg TNT at a standoff distance of 1.0 m are therefore at

the limit of the applicability range for the CONWEP data. This is therefore considered a close-in
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blast. Still, experiments suggest that CONWEP may be valid as a first-order approach even for

small scaled distances [61]. Further, the ABAQUS manual states that the lower range limit is equal405

to the estimated radius of the charge (based on the provided charge mass) [32]. For values of Z

lower than 0.145 m/kg1/3 in ABAQUS, a linear decay is used although no warning message is given.

This occurs only in a very small area directly beneath the charge. Nevertheless, it is something to

be aware of when running these kinds of simulations, and the results should be interpreted with

care.410

Using CONWEP for low values of Z is admittedly somewhat questionable. In this study, we

are not trying to predict the exact response of the structure, but rather the relative performance

between the geometries and between the charge sizes, and try to identity vulnerable areas for this

type of loading. For this reason, the possible underprediction of the load for 500 kg TNT is not

essential because we are not claiming that we are able to compute the quantitative response of this415

structure in the case of 500 kg TNT explosion. We are, however, claiming that our model gives a

reasonable first-order approximation of the structural behaviour if a detonation of some kind were

to take place inside the structure at the specified locations.

While this technique provides good estimates and is easy to use, it does not account for re-

flections and confinement of the blast wave although decent results have been obtained for steel420

pressure vessels [62] and for small concrete pipes [30]. In a confined space like inside the SFT,

reflections could influence the results [63], but the initial blast impulse from the charge will still be

the dominating load contribution. For a close-in detonation like in this case, afterburning may also

affect the load to the structure [64, 65], an effect which is not included in the CONWEP module.

It is possible to modify the applied load for the smallest values of Z [60] or use methods devel-425

oped for internal explosions [65], but this is beyond the scope of the current study as we want to

use methods already available in ABAQUS. To capture reflections, a fully coupled fluid-structure

interaction simulation becomes necessary [66]. Another option is to first run a purely Eulerian

fluid simulation, and then apply the results (in terms of pressure) to the structure in a subsequent

Lagrangian simulation [67]. These types of simulations may be higly mesh dependent and very430

time consuming while not necessarily providing better results [68]. Besides, part of the aim in this

study is to examine what is possible to achieve with fairly simple numerical techniques which are

useful for assessing the general behaviour of blast loaded structures.
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6.2. Mesh and reinforcement

The tunnel geometries are – like the cubes and slabs – discretised by C3D8R elements. A mesh435

sensitivity study was conducted on a simply supported one-way strain rate sensitive concrete plate

with unit width, thickness 300 mm, and a span of 4 000 mm (see Fig. 15(a)). The setup uses a

geometry similar to the internal structures of the SFTs in Fig. 14. The plate is loaded with the

same charge sizes as for the full STFs, and the midpoint deflection of the bottom of the plate is

evaluated. The 10 kg charge gives only small deformations, while the 100 kg charge seems likely440

to damage the structure. The 500 kg charge causes a massive deflection, and the plate is for sure

destroyed.

The smallest element size is the one used in the material calibration (10 mm), and it is increased

successively to 300 mm. Fig. 15(b)-(d) show the results, which indicate a certain difference for

increase in element size. An element size of 300 mm is too coarse, because it results in only one445
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Fig. 15: Mesh sensitivity study where the setup is shown in (a), and the results in terms of midpoint displacement

u(t) are plotted for TNT equivalents of (b) 10 kg, (c) 100 kg, and (d) 500 kg.
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element across the thickness, and the mesh is thus not able to properly describe bending. Based

on these results 100 mm appears to be a good compromise, but the internal walls of the SFTs

are still discretised by at least 6 elements across the thickness (see Fig. 14) while the outer walls

are given an element size of maximum 100 mm. Halving the element size for these parts would

increase the amount of elements by a factor of 8 in an already large model. The relative differences450

between the load cases and between the element sizes are consistent. Based on these results the

chosen discretisation should be able to contribute in making qualitative considerations for the blast

loaded SFTs. We are mainly concerned with the overall response of the structure and the relative

differences between charge sizes and geometries. If local effects are to be investigated, the mesh

should be refined in the areas of interest.455

The reinforcement included was chosen to exceed at least the minimum amount As,min required

by Eurocode 2 [41],

As,min = 0.0013 · btdh (20)

in which bt is the mean width of the tension zone, and dh is the effective height in the cross-section.

Thus, two layers of 20 mm diameter reinforcement bars were placed with 50 mm concrete cover

from the inner and outer surfaces. They were placed 300 mm apart in both the longitudinal and460

circumferential directions for the entire SFT. Like the solid elements, the beam elements were

maximum 100 mm long. A total time of 50 ms was simulated, leaving sufficient time for the

blast wave to propagate down a sufficient length of the SFT. The same material models for the

concrete and reinforcement as used for the concrete slab simulations were also employed here. The

same embedding technique as used for the reinforced slabs was used here as well. No particular465

boundary conditions were used for the SFTs because they are designed to be of approximately

neutral buoyancy [3].

6.3. Full-scale simulation results and discussion

The full-scale SFT simulation of the rectangular profile with 100 kg TNT (lower compartment)

took almost 1.5 hours on 14 CPUs of a high-performance computer of today. Including strain470

rate sensitivity more than doubled the CPU time. A fully-coupled simulation would increase the

duration and required memory by several orders of magnitude, particularly since the fluid mesh

should be at least as fine as the structural mesh [69].
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Fig. 16: Contour plots of ε̃pl,t 50 ms after detonation in the lower level of a rectangular SFT. Directly underneath

the detonation point the probability is high for breaching because the detonation is close to the outer wall. Locally,

values of ε̃pl,t may exceed the levels indicated by the legend.

The effect of the different charge sizes was evident through the extent of the deformation and

equivalent plastic strains in the structure. For all detonation positions studied, a charge size of475

10 kg was found to damage the internal walls only to a minor extent. This was also the case for the

mesh study in Fig. 15. The outer walls barely deform, so this result means that the 10 kg charge

size is not discussed in any further detail.

Fig. 16 shows the rectangular SFT subjected to detonations in the lower compartment. No

nodal averaging has been used in any of the contour plots. It is observed that including strain480

rate sensitivity reduces the extents of the strains as expected. The results are still qualitatively

quite similar, and the remainder of the results will be shown for the strain rate insensitive model

because of the shorter simulation times. Also, including strain rate effects in the model caused

some instabilities for certain cases. Another important result is that the bottom of the structure

suffers a lot of damage for the 500 kg charge. This is caused by the charge being close to this part,485

so it might a good idea to have the vehicles drive on an internal structure rather than directly on
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Fig. 17: Contour plots of ε̃pl,t 50 ms after detonation in the upper level of a rectangular SFT. Locally, values of

ε̃pl,t may exceed the levels indicated by the legend.
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Fig. 18: Contour plots of ε̃pl,t 50 ms after detonation in a circular SFT. Locally, values of ε̃pl,t may exceed the levels

indicated by the legend.

the outer wall. The damage for the 100 kg charge is considerably lower, and might be manageable

due to the reinforcement’s ability to distibute the load.

For the detonation in the upper compartment, illustrated in Fig. 17, the damage to the outer

walls is considerably less although the side wall suffers. Table 4 lists the maximum values for the490

equivalent plastic strains (tensile and compressive) for the outer walls, in addition to the maximum

deformation. The lower compartment detonation in the rectangular profile is by far the worst case

of the ones considered.

The circular profile in Fig. 18 has a larger area across which the damage is distributed, thus

reducing the magnitude as shown in Table 4. This is because the point of detonation is closer to the495

centre of area of the cross-section, and thereby further away from the outer walls. The comparably

low temporal distribution of shock wave arrival times in the circular geometry contributes to the

more evenly distributed strains in the circular geometry. Loading one area heavily before another
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Table 4: Maximum values of equivalent plastic tensile and compressive strains, and of deformation in outer walls

at the end of the full-scale SFT simulations.

Charge size Geometry ε̃pl,t [ - ] ε̃pl,c [ - ] umax [mm]

100 kg

circular 0.0162 0.0004 7

rect. upp. 0.0164 0.0010 13

rect. low. 0.0918 0.0028 37

500 kg

circular 0.0571 0.0021 63

rect. upp. 0.1243 0.0057 65

rect. low. 0.8738 0.1861 647

causes higher local damage compared with a more evenly distributed load. The equivalent plastic

tensile strain is observed to follow the reinforcement bars like in Fig. 9(c) and (d), and Fig. 13(c)500

and (d). This applies to the rectangular cross-section as well, mostly when the charge is placed

at the upper level. A 100 kg TNT charge is very likely to produce fragmentation of the internal

walls for all cases, thus destroying them in the area close to the detonation. The equivalent plastic

strain levels in the outer walls are below 2 % except for the lower detonation (see Table 4). Cracks

running longitudinally along the main SFT axis are noted, which is in line with experimental results505

obtained by testing cylindrical concrete tubes with spherical, centrically placed C-4 charges [70].

The area where the internal walls connect with the outer walls is a critical zone because loads are

transferred there.

The asphalt will naturally help mitigate the blast load, and will also increase the post-blast

capacity [71]. The deformation quantities in Table 4 for the outer walls are highest for detonation510

in the lower compartment of the rectangular SFT. Detonation in this location if found to be the

worst case because the detonation occurs so close to the external wall at the bottom. This applies

to the side wall of the rectangular profile as well, for both the upper and lower level detonations.

In any case, 500 kg TNT appears to breach the outer wall of the rectangular profile when

the detonation occurs at the lower level. The unrealistically high values of the strains and of515

umax in Table 4 suggest this. For the other two cases, 500 kg TNT generates comparatively low

strain and deformation values. Additional reinforcement or sacrifical claddings [72] could help

maintain the structural integrity. To highlight the differences between the circular and rectangular
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Fig. 19: Contour plot of the equivalent plastic tensile strain ε̃pl,t at the cross-section where the 500 kg TNT

detonation occurs (50 ms after detonation). Locally, values of ε̃pl,t may exceed the levels indicated by the legend.

profiles, the equivalent plastic tensile strain at the cross-section where the detonation took place

has been plotted in Fig. 19 using the charge size of 500 kg TNT equivalents. From this figure, it520

is evident that the internal walls are heavily damaged. For the outer walls, the damage is most

intense where the internal walls connect to the outer wall because forces are transmitted through

them. Also, an unwanted strain concentration appears close to the corners in the upper level of

the rectangular profile (right part of Fig. 19). These areas are then more prone to breaching, and

extra reinforcement may be necessary as suggested earlier. A similar tendency can be seen in the525

circular profile where the inner and outer walls connect, but to a lesser extent because the loading

(and hence the damage) is more evenly distributed due to the circular geometry. With both this

and the strain concentration effect of the corners in mind, a circular profile would be preferable

to a rectangular for this type of loading. This result conforms with a preliminary study on this

topic [24].530

7. Concluding remarks

Using DIC on the cube compression test provided reliable data for calibration of the CDP

model (see Fig. 2(b)). The shock tube produced consistent loads and is a valuable and predictable

tool for understanding the behaviour of plated structures exposed to shock loading. For higher

pressures, the load curves deviate somewhat from that of an idealised blast load due to secondary535
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reflections (shown in Fig. 10(b) and (d)). High-speed cameras synchronised with the pressure

recordings enable the use of 3D-DIC to relate the load to the deformations, and are helpful in

understanding the behaviour of the slabs. These cameras also make it possible to pinpoint when

and where a through-thickness crack appears.

In the numerical simulations, the experimentally observed effects of the steel reinforcement and540

the effects of the load intensity were captured well. Compared with the out-of-plane deformation

obtained experimentally by DIC, the results were very close for the higher load (Fig. 11(b) and

(d)), but deviated non-conservatively for the lower load (Fig. 11(a) and (c)). The relative dif-

ferences between each case were according to expectations, and the damaged areas aligned with

the reinforcement just like in the experiments (see Fig. 9 and Fig. 13). Overall, the shock tube545

simulations are good qualitative models which make reasonable quantitative predictions.

Finally, a case study on internal blast loading of two different SFT profiles was carried out. A

charge size of 10 kg TNT is found to be within the capacity of both SFT designs for the examined

charge positions. For 100 kg TNT, the internal walls were damaged but the outer walls largely

remained intact. The worst case was the detonation at the lower level of the rectangular SFT,550

where the detonation is very close to the bottom outer wall. Some unwanted strain concentrations

appeared close to the corners of the rectangular profile, making this area more susceptible to

leakage and breaching. Extra reinforcement should be added where the inner walls connect with

the outer walls because large forces are transmitted there. Fibre reinforcement can also be a good

alternative [27]. Leakage is naturally a critical issue, so the structure should also be compartmented555

to avoid complete flooding in case of breaching. Tunnel linings can be used to mitigate the blast

load [73], and should at least be applied in the zones where the floating pontoons or tethers are

located [28]. Steel jackets and polyurethane are in addition alternative solutions [74].

The road lanes in the rectangular option rest directly on the bottom outer wall and are closer to

the outer side walls as well. In a circular geometry, the point of detonation is moved further away560

from at least one of the outer walls by design. Railings could also be added to hinder direct vehicle

impact against the outer wall. For these reasons the circular cross-section is found to be the better

choice for this type of loading. The full-scale simulations were relatively easy to set up and can

provide valuable insight during the design phase. Possible confinement effects and afterburning of

the internal explosion were not accounted for in this study, nor was the effect of the surrounding565
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water, possible fragments or presence of vehicles. Extending the work to include computational

fluid dynamics or fluid-structure interaction is a natural next step, and is scheduled for further

work.

The overall goal of the study was to examine the general behaviour of an SFT structure exposed

to internal blast loading, and this was obtained by choosing geometries used for a realistic design570

and applying a general set of loads. The study has established a validated numerical model based

on the material and component tests. The method and results herein will therefore be useful in a

future design of this type of structure.
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