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Problem Description
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2. Verify the Kalman filters experimentally in the compressor lab.
3. A recycle loop is to be designed for the compressor lab
        a. Investigate models for design of such a recycle loop.
        b. Simulate designs for recycle.
        c. Discuss pros and cons and practical aspects of the different models.
4. A control law for Surge Avoidance is to be designed
        a. Define surge margin, and select the measurements needed for this.
        b. Design a PI control law for Surge avoidance using a recycle loop.
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Abstract

The need of simulation models for physical systems is essential in all phases of its life-
time. During construction better decisions can be made and difficulties discovered. When
running observers one can use the model to estimate states. Knowledge of the system is
also needed to develop good control strategies.

A compression system without surge avoidance recycling exists, and its mathematical
development and simulation model was studied and simulated. Kalman filters were de-
veloped in theory, four filters were designed and lastly implemented. A study of industrial
solutions for surge avoidance was performed, with attention to practical building, mea-
surements, mathematical modeling and control. The study resulted in three simulation
models for recycling that were fitted to the compressor at hand. Lastly a surge avoidance
system was implemented on the model most likely to be built.

A good simulation model of the existing compressor is available, and using this three
well working kalman filters were implemented. A fourth filter yielded non-unique and
sometimes unstable estimates, and emphasized the importance of retrieving enough in-
formation from the measurements to estimate the correct state.

All recycle system models used the characteristics of the existing compressor. The
solution most likely to be implemented and form basis for a simulation model recycled
gas directly downstream of the compressor. The other two models retrieved the recycled
gas from the plenum, however this will change the dynamics of the system. These were
not considered practical solutions for the specific system. The surge avoidance scheme
worked well for production close to the surge line and small set-point changes. It also
worked well for large changes in speed, but will surge if the speed becomes too low. The
controller scheme did not work well when a large change in plenum throttle occurred, the
recycle valve was then too slow. Future work consists of building a recycle loop, develop
simulation model and implement surge avoidance scheme for academic purposes.

xiii



Chapter 1

Introduction

In this assignment an extensive research of centrifugal compressor modeling, state obser-
vation and control was performed with the purpose of mounting a surge avoidance recycle
system on a laboratory compressor. An investigation of the already existing system was
performed, and a simulation model was built and tested based on measurement data avail-
able. Four kalman filters were then developed for estimation of mass flow and filtering of
pressure measurements. These were simulated and implemented on the existing compres-
sor. A theoretical investigation of industrial standards for gas recycling in compression
systems was then performed. Three solutions to building a recycle loop in the existing
system were investigated, simulated and evaluated with regards to practical aspects such
as available valves, physical room size and combination with already implemented con-
trol scheme. Lastly a surge avoidance control scheme was simulated on one of the recycle
models.

The importance of being able to run good simulations of physical systems can not be
stressed enough. When the plant has started production there is normally not room for
changes in variables or set-points unless one is certain of what effect the change will have
on the plant and its surroundings. Also when planning and building a system it will be
essential to have good simulation models so that design ideas can be tested, and possible
problems avoided. It is by far cheaper to put a system into failure in a simulation than
in real life where the financial cost may become enormous and threat to health in certain
cases can be an even greater danger.

Control and safety systems constitute a major part of industrial plants, including in-
strumentation, observers and control algorithms. The need to at all time knowing the
value of certain states is essential to be able to run the plant efficient and safely. Sim-
ulations using realistic data can be invaluable for the development of observers. A cen-
trifugal compressor in the oil and gas industry is an example of a system that would need
both observer and control system. They are often of a great size, demanding a large
amount of energy to run at requested level. Knowledge of the exact system together with
a simulation model are important tools to keep the compressor running safe and optimize
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production.
Being that one can not always measure all the states that needs to be controlled in a

system such as a compressor, an observer is needed. Kalman filters were first introduced
in 1960 and has since then grabbed hold as a state observer being that computer power
grew rapidly in the period after its introduction. By using a kalman filter one is able to
both filter measured states as well as estimate non-measurable, but observable, states. In
a compression system mass flow is often hard to measure, especially when surge occurs
and the direction of the mass flow alternates. For control purposes we always want to
know the value of states that needs to be controlled, and a kalman filter ensure this.

There exists a centrifugal compressor laboratory at NTNU, and this was the basis for
this thesis. Today the system is set up for active surge control, but hopefully in the fu-
ture the system will be changed in such a manner that also a somewhat different control
scheme, surge avoidance control, can be used on the system for academic purposes. This
goal has been kept in mind throughout the whole thesis, and results presented take its ba-
sis in what will be possible to build on the lab system. Still it was important to investigate
different solutions to see how they would affect the already working system, and to fully
understand the effects of early decisions in a building process. Hopefully, this report will
be used as a guide when the recycle part is being installed.

This document is divided into five chapters. In chapter 2 a theoretical deviation of a
centrifugal compressor with recycle feedback using a Greitzer surge model is presented.
The equations describing a compressor with duct, plenum and throttle is also presented
together with some practical aspects to modeling based on pressure measurements. A
generic component model of a recycle system is then presented. The surge phenomena
and aspects of industrial compressor systems and control is discussed. Lastly a deviation
of the kalman filter is presented, starting with the original discrete-time linear filter and
ending with a presentation of the extended continuous kalman filter.

Chapter 3 gives a presentation of all developments, simulations and implementations
performed in this assignment. The reader is shortly introduced to the laboratory compres-
sor set-up as well as the simulation model for the existing compressor system. The four
kalman filters are then presented. Three simulation models of the known compressor with
added recycle line are developed and simulated before one model is chosen for simulation
of a surge avoidance control scheme.

In chapter 4 the results from all simulations and implementations are presented and
commented upon, before a discussion in chapter 5 leads to the conclusions and sugges-
tions of future work.
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Chapter 2

Theory

2.1 Compressor modeling

Compressors are used in several areas of industry, ranging from turbo jet engines to cool-
ing systems to pressurization of gas in the process industry. There are four general types
of compressors: reciprocating, rotary, centrifugal and axial compressors. The two first
aims to reduce gas volume while the two latter work to increase the potential energy in
the fluid manifested in pressure rise (Egeland & Gravdahl 2003). The focus in this thesis
will be on a centrifugal compressor. Three presentations of such a compressor and its sur-
rounding system will here be presented. A compressor with recycle feedback and driven
by a drive torque τd from a motor, is modeled with equations for shaft dynamics, mass
balance and momentum. A second model of a compression system without feedback is
also presented. Lastly, a model of a compression system with recycling somewhat dif-
ferent from the first is presented. The deviation of the first two compression systems is
based on Egeland & Gravdahl (2003), chapter 13, unless otherwise is specified.

2.1.1 The centrifugal compressor

The centrifugal compressor consists mainly of a stationary casing containing a rotating
impeller, as well as a diffuser and collector/volute (Bøhagen 2007). It is in the impeller
that the fluids are accelerated to increase the kinetic energy. This energy is then converted
into potential energy by decelerating the fluid in diverging channels, the diffuser, which
also is a fixed part of the casing. This is either vaned or unvaned. The fluids flows from
the impeller through the diffuser to a collector/volute before it leaves the compressor. The
impeller is mounted either on a drive shaft or a separate shaft driven through couplings
(Egeland & Gravdahl 2003). A compressor with one impeller is referred to a single-
stage compressor. Multiple stage compressors contain more than one impeller in series,
sharing the same drive shaft. This way the pressure rise is increased in stages reaching
higher values (Bøhagen 2007).
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2.1.2 Shaft dynamics

Figure 2.1: A centrifugal compressor with recycle loop and motor.

A principal sketch of a compression system with surge control feedback can be seen in
figure 2.1. We assume that the compressor is driven by an electrical motor. The compres-
sor shaft dynamics are given by:

Jω̇ = τd − τc (2.1)

where τd is the drive torque from the shaft, τc is the compressor torque acting on the
compressor shaft from the rotor blades. The inertia of the compressor shaft and wheel is
J and finally ω is the angular velocity of the shaft. τc is expressed as the rate of change
of angular momentum given by:

τc = w1(r2Cθ2 − r1Cθ1) (2.2)

Here w1 is the mass flow into the compressor, Cθ1 is the tangential velocity of the fluid at
the rotor inlet, Cθ2 is the velocity at the rotor outlet, r1 and r2 are the radius of the rotor
in- and outlet. Figure 2.2 shows the rotor outlet. Cθ1 is normally set to zero under the
assumption that there is no pre-whirl. The torque can now be written as

τc = w1r2Cθ2 (2.3)
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Figure 2.2: Velocity triangle at impeller exit. From Egeland & Gravdahl (2003)

For back swept blades in the impeller, we see from figure 2.2 that a further derivation
of Cθ2 is possible.

Cθ2 = U2 − Cr2 cot β2b

= (1− φ cot β2b)U2

= µ(φ)U2 (2.4)

Cr2 is radial flow velocity and U2 is the tangential speed of the impeller tip:

U2 = r2ω (2.5)

The tangential speed at the impeller tip is denoted φ and written as

φ =
Cr2
U2

=
w1

ρ1A1

r2

ω
(2.6)
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The energy transfer coefficient is described by

µ(φ) = 1− φ cot β2b (2.7)

The torque of the compressor can now be written as

τc = w1µ(φ)r2
2ω (2.8)

2.1.3 Mass balance

The mass balance of the downstream volume in figure 2.1 is described by

V1ρ̇1 = wf − w1 + wr (2.9)

where V1 is the downstream volume, wf is mass flow into the downstream volume and w1

is mass flow through the compressor. wr is the recycle mass flow given as

wr = kr
√

∆pr (2.10)

where ∆pr is the pressure drop across the valve and kr is a gain proportional to the
opening of the valve in the recycle loop.

Assuming that the gas is ideal and isentropic it can be shown that

dp1 = c2
01dρ1 (2.11)

c01 =
√
κRT1 (2.12)

where c01 is the sonic velocity in the volume. The mass balance of the downstream
volume can now be developed from combining the equations 2.9 and 2.11

ṗ1 =
c2

01

V1

(wf − w1 + wr) (2.13)

We assume the same sonic velocity of the gas in the upstream volume, the mass bal-
ance can now here be described by

ṗ2 =
c2

01

V2

(w1 − wr − wt) (2.14)

V2 is the upstream volume. The throttle flow wt is dependent of the plenum pressure,
and can be modeled as a function of the pressure drop over the throttle and the throttle
opening as suggested in Gravdahl (1998).

wt(p2) = kt
√
p2 − pt (2.15)

The pressure outside the throttle is here pt. kt is the throttle gain proportional to the
opening of the throttle.
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2.1.4 Momentum equation

An expression for mass flow in the duct from the outlet of the compressor to the upstream
volume in figure 2.1 is developed based on the momentum balance. A control volume is
considered. Assuming the flow is incompressible, the mass flow in the duct will be given
as

w1 = ρAC (2.16)

Bøhagen (2007) also assumes one dimensional flow through the duct, and this assumption
will also be used here. C is the velocity of the fluid along the duct, and it is assumed to
be constant. The density in the duct is ρ and A is the area of the cross-section of the duct.
The momentum for the volume is given by

d(LAρ)C

dt
(2.17)

L is the length of the duct. The velocity of the fluids can be written

C =
q

A
=
w1

ρA
(2.18)

where q is the duct volume flow. By inserting the expression for C into equation (2.17)
the momentum becomes

d

dt
(Lw1) = Lẇ1 (2.19)

The sum of the forces working on the fluid in the control volume are the surface forces
plus the resulting force from the compressor (Bøhagen 2007)∑

F = Ap1 − Ap2 + F ′c (2.20)

By writing Fc = 1
A
F ′c for convenience, the mass flow of the compressor is described by

ẇ1 =
A

L
(p1 − p2 + Fc) (2.21)

Bøhagen (2007) describes that assumptions of incompressible and one-dimensional
flow does not hold in the compressor locally, both density and fluid velocity will vary
along the flow path, Fc may therefore not be expected to behave linearly. The resulting
force from the compressor can be described as a function of the mass flow and impeller
speed, Fc(w1, ω), where w1 reflects the fluid speed and mass. Fc(w1, ω) is normally
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described as a nonlinear mapping of the mass flow and the impeller speed in steady-state,
Fc(w1, ω) = p2 − p1. For notational reasons we now rewrite the mass flow equation by
defining pc(w1, ω) = Fc(w1, ω) + p1. The mass balance is now

ẇ1 =
A

L
(pc(w1, ω)− p2) (2.22)

The power of the compressor is normally described by the compressor characteristic,
Ψc, that reflects the steady-state compressor pressure rise as an expression mass flow and
impeller speed, Ψ(w1, ω) = p2

p1
. A relation to the resulting force of the compressor in

steady-state can now be drawn

Ψc = 1 +
Fc(w1, ω)

p1

(2.23)

The compressor characteristic is normally expressed through a compressor map fitted
to the specific compressor. An example of such can be seen in figure 3.1, showing the
pressure rise for different speeds as an expression of mass flow. For a mathematical
description the reader is referred to Egeland & Gravdahl (2003). An expression for mass
flow using measured pressures instead of a compressor map will be presented later in this
chapter.

2.1.5 Energy flow in recycle systems

When the gas is compressed, the temperature rises, and if the gas is recycled the temper-
ature will increase more if not any action is taken. Coolers are commonly used to ensure
that the gas recycled does not infer too much with the efficiency of the compressor. A
study of the energy flow from Egeland & Gravdahl (2003) follows, deriving an expres-
sion for the change in temperature for a volume, for example V2 in figure 2.1.

Combining the mass balance for a volume Vj

ṁ = win − wout (2.24)

with the energy balance of the same volume

d

dt
U =

∑
i

wihi −Q (2.25)

U is the internal energy and h = cpT is the specific enthalpy. We may express U = mu =

mcvT , where u = cvT is the specific internal energy. cp and cv are the specific heats at
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constant pressure and volume. Assuming ideal gas

pV = mRT (2.26)

the energy balance can be written

d

dt
(mu) =

∑
i

wcpTi −Q (2.27)

(win − wout)u+mccṪ = wincpTin − woutcpT +Q (2.28)

By utlizing that R = cp − cv the energy balance becomes

Ṫ =
RT

pV cv
(wincpTin − (woutR + wincv)T +Q) (2.29)

2.1.6 Resulting compression system with recycle line

The resulting compressor model with a recycle line driven by a shaft can be summarized
as

ṗ1 =
c2

01

V1

(wf − w1 + wr) (2.30)

ṗ2 =
c2

01

V2

(w1 − wr + wt) (2.31)

ẇ1 =
A

L
(pc(w1, ω)− p2) (2.32)

ω̇ =
1

J
τd − τc (2.33)

2.1.7 Model of compression system without feedback

A compression system without the feedback loop is also described from shaft dynamics,
mass balance and momentum. Such a system can be seen in figure 2.3, containing a
compressor, duct, plenum volume and throttle. The shaft dynamics will be the same as
for the recycling compression system, since it is not directly affected by the feedback.
However, the model of the compressor is somewhat easier, considering that there is now
only one volume, namely the plenum.

The mass balance of the plenum volume Vp is now dependent of the sonic velocity of
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Figure 2.3: Compression system. Retrieved from Egeland & Gravdahl (2003)
.

the gas and plenum volume, as well as the mass flow difference between the input and
output of the plenum.

ṗp =
c2
p

Vp
(w − wt(pp)) (2.34)

The sonic velocity cp =
√
κRTp is also here based on the assumption that the gas is ideal

and isentropic. The mass flow from the duct to the plenum is w. The mass flow through
the throttle is dependent of the plenum pressure drop and throttle opening

wt(pp) = kt
√
pp − p01 (2.35)

The pressure of the inlet to the compressor, p01, is often set to the atmospheric pressure.

The momentum equation is developed in the same manner as for the control loop
compression system and yields the equation

ẇ =
A

L
(pc(w, ω)− pp) (2.36)

where L is the length the gas travels from the compressor to the plenum and A is the area
of the duct.

A resulting model for a compression system without gas recycling, using the names
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of figure (2.3) is

ṗp =
c2
p

Vp
(w − wt) (2.37)

ẇ =
A

L
(pc(w, ω)− pp) (2.38)

ω̇ =
1

J
(τd − τc) (2.39)

2.1.8 Downstream pressure measurements

When a compression system is simulated or described mathematically, a compressor map
describing the characteristics is needed for the equation of mass flow. But for control-
or observer-purposes a description of the compressor characteristics based on available
measurements could be an option. Bøhagen (2007) presents how such an expression can
be derived for a basic compression system without control feedback, and will here be
presented. In figure 2.4 a basic compression system is presented, the system is the same

Figure 2.4: Basic compression system. From Bøhagen (2007)

as in figure 2.3 but the duct between the compressor and the plenum is split into two
theoretic parts. The compressor draws air from the system surroundings. The mass flow
from the compressor inlet to the plenum is divided in two parts, the mass flow through
the compressor wc and the downstream mass flow wcd.

ẇc =
A

Lc
(pa + Fc(w, ω)− pcd) (2.40)

ẇcd =
A

Lcd
(pcd − pp) (2.41)
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The length of the duct is now divided into two parts, L = Lc + Lcd, by the place where
downstream pressure pcd is measured. It is however important to mention that the lengths
are not the same as the physical duct, but rather the distance the gas travels to reach the
plenum. The flow of the lower part of the duct, wcd is assumed to be incompressible.

The mass flow in the duct is still assumed to be one dimensional, incompressible and
constant area, so that wc = wcd, and therefore ẇc = ẇcd. From this an expression of the
resulting force for the compressor is derived.

Fc(w, ω) =
1

Lcd
(pcd − pp) + (pcd − pa) (2.42)

The pressures and forcing term are in steady state related by pcd = pp and Fc(wc, ω) =

pcd−pa = pp−pa. The compressor characteristic is in this set-up Ψc = pcd

pa
, and in steady

state Ψc = 1 + Fc(w,ω)
pa

.
The mass flow equation (2.40) can now be written as an expression of measurable

pressures and identifiable sizes. By inserting eq. (2.42) to substitute for pcd in eq. (2.40)
it can be shown that

ẇc =
A

Lc + Lcd
(pa + Fc(w, ω)− pp) (2.43)

Equation (2.43) describes the mass flow from the inlet of the compressor to the plenum.
By using the relation in eq. (2.42) to substitute for Fc(w, ω), a model of the mass flow
utilizing only measurable pressures and known parameters is written

ẇc =
A

Lc + Lcd

((
1 +

Lc
Lcd

)
pcd −

Lc
Lcd

pp − pp
)

(2.44)

A parallel can be drawn to that of eqs. (2.22) and (2.38), and we recognize(
1 +

Lc
Lcd

)
pcd −

Lc
Lcd

pp = pc(t) = pc(w, ω) (2.45)

2.1.9 Generic component simulation model

In Murphy et al. (1995) a generic component model for a compression system with recy-
cling valve is presented together with the corresponding state space description. It uses
mass, momentum and energy conservation laws of one-dimensional flow. The article
presents a single stage compression system operating between two constant pressures,
with a recycle and load throttle. The model does not say anything about defined volumes
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up- and down-stream the compressor, compared to the model suggested in figure 2.1. The
generic model is presented, with nomenclature in table 2.1 as

1

Tin
ṗin +

1

Tout
ṗout =

2γR

Vs
(win − wout) (2.46)

ẇin + ẇout =
2As
Ls

(Ψc(pin, win, ω)− pout) (2.47)

Jω̇ + βω +
ĖNET
ω

+ Text = 0 (2.48)

Tout = Tin +
ĖNET
Cpwin

(2.49)

ĖNET =
FNET (pin, win, ω)

cpρ(pin, Tin)η
(2.50)

FNET = (r(win, ω)− 1) pin (2.51)

A state space model is then presented for the compressor system:

ṗout =
2γR

Vs
Tout(win − wout) (2.52)

ẇin =
2As
Ls

(Ψc(win, ω)− pout)− ẇout (2.53)

0 = pL − pout +KL(uL)(wout − wR)2, wout − wR , wL (2.54)

0 = pin − pout +KR(uR)w2
R (2.55)

ẇout = ẇR + ẇL (2.56)

=
2γR

Vs
Tout

(
∂ΨL

∂pout
+
∂ΨR

∂pout

)
(win − wout) +

∂ΨL

∂uL
u̇L +

∂ΨL

∂uR
u̇R (2.57)

Tout = ξ3 +
FNET (pin, win, φ)

Cpρ1(pin, ξ3)
(2.58)

The model presents a dynamical description of what is believed to be the mass flow in,
win and the mass flow out of the compressor wout. The inlet pressure pin is assumed to
be constant ambient pressure, while pout is the pressure downstream of the compressor.
pL is the load exit pressure, wL is the mass flow through the load valve. The mass flow
through the recycle valve is wr. The temperature of the gas leaving the compressor Tout
is described in eq. (2.58). There are some uncertainties to this model due to lack of
descriptions, but it is assumed that ξ3 = Tin and φ = ω. Also, the transfer between eq.
(2.50) to (2.58) is not mathematically clear, but not further described in the literature.

13



As Cross sectional area Ψc Comp. characteristics
cp Specific heat ΨL,ΨR Load, recycle char
Ls Compressor length KL, KR Valve loss coefficients
Vs Compressor volume β Viscous friction
r Pressure ratio ĖNET Net blade power
w Mass flow γ Specific heat ratio
p Pressure ρ Density
R Gas constant η Efficiency
T Temperature ω Rotational speed

Text Ext. torque J Inertia

Table 2.1: Nomenclature of generic component model (Murphy et al. 1995).

Murphy et al. (1995) uses the following characteristic descriptions

Ψc(win, ω, pin) = pinr(win, ω) (2.59)

ΨL(pout, uL, pL) = ±

√
(pout − pL)

KL(uL)
(2.60)

ΨR(pout, uR, pin) = ±

√
(pout − pin)

KR(uR)
(2.61)

2.1.10 The surge phenomenon

The operation of compressors is limited by flow instabilities called rotating stall and
surge. Rotating stall is a local instability where the mass flow in one or more regions
stagnate. The regions propagate in the same directions as the blades in the compressor
with a speed somewhere between 20-70% of the rotor speed (de Jager 1995), (de Jager &
Willems 1998). This leads to a change in the characteristics of the compressor by a rapid
change from an unstalled to a stalled characteristic, as seen in figure 2.5. de Jager (1995)
discusses the relevance of rotating stall in centrifugal compressors as well as single stage
axial compressors. Is is concluded that in centrifugal compressors rotating stall has little
effect on the pressure rise and therefore on surge, which is a greater problem in this com-
pressor.

Surge is characterized by fluctuations in pressure and unsteady mass flow. This is a
one-dimensional instability that affects the whole pressurization system, and results in
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Figure 2.5: Characteristics stall. From (de Jager & Willems 1998).

a limit cycle on the compressor map (de Jager & Willems 1998). Egeland & Gravdahl
(1999) separates between mild/classic and deep surge. In mild/classic surge oscillations
in mass flow and pressure occur, while in deep surge the amplitudes of the mass flow
becomes so large that reversal of the flow through the compressor may occur. The deep
surge phenomena yields the limit cycle in the compressor map seen in figure 2.6. The
cycle starts where the flow becomes unstable in (1), and then jumps to the reversed char-
acteristics (2) before it follows this branch until approximately zero mass flow (3). It
then jumps to (4) before it works its way back to (1). The cycle is repeated. Egeland &
Gravdahl (1999) emphasizes that a positive compressor characteristic slope is necessary
for surge to occur. In the compressor map this equals the area where the pressure rise
reaches its maximum. A surge line can therefore be drawn through the highest pressure
rise levels, as seen in figure 2.10. Surge can lead to severe damage of the compression
system, as well as a decrease in overall efficiency for a process. It is therefore of great
importance that the compressor does not go into surge.

2.2 Compressor Control

Rotating surge is a phenomenon that restricts the performance and efficiency of the com-
pressor because of the pressure rise and power consumption related to this instability.
This may lead to a temperature rise both in the blades of the compressor and the exit tem-
perature from the system, which may affect the overall process result. The variations in
the fluid dynamics (back flow) will add load to the compressor blades causing vibrations,
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Figure 2.6: Deep surge cycle (de Jager & Willems 1998).

fatigue and in the worst case total damage (de Jager 1995). Because of the trouble related
to surge it is of great importance to control the systems ensuring the phenomenon never
occurs. In de Jager (1995) and Egeland & Gravdahl (1999) it is presented three measures
for coping with surge.

• Surge avoidance. The machine is prevented from entering the area of the compres-
sor map where surge may occur.

• Surge detection and avoidance. The control system detects surge, then starts
acting to avoid it.

• Active surge control. Stabilization of flow instabilities by effectors acting upon
relevant information from sensors.

Active surge control is based on trying to stabilize some of the unstable parts of the com-
pressor map close to the surge line by using feedback (Egeland & Gravdahl 1999). This
will open for more efficient and optimized use of compressor systems, being that the surge
line normally is close to the optimal compressor values. Active control was introduced in
1989 and has since then been subject to extensive research. Egeland & Gravdahl (1999)
presents that a lot of the research has been for axial compressor because these are used in
aircraft engines, and the gas turbine industry has been the main sponsor of the research.

Surge detection and avoidance is based on monitoring variations in mass flow, pres-
sure and temperatures as well as their derivatives and oscillation frequencies. The mea-
surements are then compared to a threshold value for the specific compressor (Egeland
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& Gravdahl 1999). If surge is detected, the control system is activated to avoid the phe-
nomenon. Botros & Henderson (1994) emphasizes that this control principle has not
grabbed hold in the industry due to several uncertain difficulties related to the detection
of surge. Reliability of measurements, machine specific surge detection techniques and
slow response time of mechanical components (valves) are presented as the major draw-
backs of this control method.

Surge avoidance is the control principle most commonly applied in the gas industry
today. It prevents the compressor from reaching the surge line by either feeding gas back
from the outlet to the inlet, or blowing it off at the outlet. This way the compressor al-
ways has enough mass flow to avoid surge, and can also run at a set-point value. Botros
& Henderson (1994) concludes that surge avoidance has reached a level where further
research is in the perfection state. Improvements are predicted to be within better sen-
sors and computational methods. Surge avoidance will be presented later in this chapter,
emphasizing the solutions that are most commonly used in the industry. The goal is to
increase the understanding of surge avoidance for later building and implementation in
laboratory set-up.

2.2.1 Industrial compression recycling systems

A structural sketch of a compression system with surge control feedback was presented
in figure 2.1 and the resulting Greitzer model describing the dynamics of the system was
derived earlier in this chapter and presented in equations (2.30) - (2.33). A compressor is
normally a small part of a larger process, and it is not uncommon to have several compres-
sors in series to increase the gas pressure to a needed level. Niesenfeld (1982) and Kurz
& White (2006) both present several different combinations of compressors in series or
parallel that are common in different processes. They also suggest different combinations
of instrumentation. A very common set up for a single stage compressor with surge avoid-
ance recycling is shown in figure 2.7. The main components in an industrial compression
system is here seen, it consists of a recycle line, valve, cooler, knock-out pot and check
valve. The temperature of the gas does increase during the compression, and a cooler is
therefore placed downstream of the compressor to ensure that gas being delivered to the
process has correct temperature, i.e. to avoid liquefaction. If the gas in the recycle line is
not cooled, the temperature will increase more during the next compression, this means
that the discharge pressure will grow higher, causing a degeneration in performance. A
gas cooler is therefore necessary to keep the compressor running stable and perform well.

17



Figure 2.7: Compressor with recycle line, knock out pot, cooler and check valve.

The placement of the cooler will differ from system to system, and is dependent on type
of gas compressed, but also economical aspects such as materials, size of cooler and size
of recycle control valve. In some processes where the pressure and temperature increase
is large during the compression it is common to place the cooler downstream of the con-
trol valve to ensure that cooling of high-pressure gases does not result in condensation.

A suction knock-out pot, sometimes referred to as a scrubber, is placed upstream of
the compressor. It serves as a place to mix inlet and recycle mass flow, and to gather
fluids that may have condensed in the gas before it is compressed. In equation (2.30),
the dynamics of a pressure in a volume V1 is calculated, in a real system this would be
the knock out pot. A check valve is situated after the recycle intersection and serves as a
security installment to ensure that high level gas does not flow back into the compressor.
It should be placed as close as possible to the compressor nozzle outlet, but downstream
of the recycle line such that there always will be mass flow when the control valve is
opened.

Kurz & White (2006) addresses the issue of choosing a correct control recycle scheme
to handle both normal recycling and shutdown of compressor. For normal control a small
valve with smooth throttling would be preferable, while for shutdown sequences such as
an emergency shutdown a fast valve that handles rapid major changes would be better. A
different approach often used is a double recycle line solution, one recycling the cold gas
for surge avoidance, and one recycling uncooled gas through a rapid changing valve in a
so-called hot recycle loop. A sketch of this principle is presented in figure 2.8.

Kurz & White (2006) emphasizes the necessity of choosing the right instrumentation
in a surge avoidance system, and presents tips as to what type of instruments could be
used as well as accuracy to be expected. Pressure and temperature is suggested to be
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Figure 2.8: Surge avoidance using hot and cold recycle.

measured up and downstream of the compressor. In Niesenfeld (1982) it is presented that
the usual way to measure the upstream pressure is in the scrubber, which matches the
modeling of the upstream pressure very well. The downstream pressure measurement is
somewhat more varying, but it seems that it is measured either at the recycle intersection,
or right before the check valve. The instruments measuring the flow is emphasized to
be the most important (Kurz & White 2006). This because when the system is getting
close to surging the mass flow will change the most. It is of great importance that the
mass flow transmitter is fast, at least one order of magnitude faster than the real system.
This is somewhat important also for pressure and temperature measurements. Both Kurz
& White (2006) and Niesenfeld (1982) suggests measuring the mass flow upstream of
the compressor due to less variations in pressure, temperature and turbulence compared
to a downstream measurement. A suction-to-eye method, using the inlet volute to mea-
sure mass flow, is recommended for surge avoidance by Kurz & White (2006). A surge
avoidance system should be able to discriminate between single digit percentage of surge
margin, and therefore the measurement instruments should be accurate to 0.1%. The
placement of measurement devices are of great importance to a surge avoidance control
system, and should be thourogly analysed before implemented. Compressor Controls
Corporation (CCC) is one of the worlds leading companies within compressor control,
and utilizes among others a recycling solution as here discussed. Figure 2.9 shows part of
a principal sketch of where the company measures their variables. Mass flow, temperature
and pressure is measured directly upstream the compressor, while pressure and tempera-
ture is measured also downstream. This does differ a little from the previous discussion,
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where the upstream pressure was measured in the scrubber. This emphasizes the fact that
there are several different solutions to measurements and how the physical systems are
installed.

Figure 2.9: Part of surge recycle system from CCC. From Fausel (2002).

2.2.2 Surge avoidance control

As earlier mentioned, the surge line is in the area close to the compressors highest per-
formance efficiency area, and it is therefore desirable to run the system as close to the
surge line as possible. However, great problems may occur if the system goes into surge,
and surge avoidance is implemented to ensure that this does not happen. If the complete
compressor characteristics were known and there were no measurement noise, the surge
line could be used as a reference for the avoidance control. This is however not the case
and a security margin, a surge avoidance line, is defined to the right of the surge line. In
figure 2.10 the principle of a surge avoidance line is shown. Egeland & Gravdahl (1999)
presents that the surge margin between the two lines are fairly conservative, and de Jager
& Willems (1998) presents that the surge margin needs to be set by the actuator and sen-
sor limitations, uncertainty of exact location of surge line and disturbances. A margin
of 10 - 25% is suggested (de Jager & Willems 1998), (Kurz & White 2004). A simple
method for defining the surge margin is presented in Egeland & Gravdahl (1999)

SM1 =
PRs − PRsa

PRsa

(2.62)
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Figure 2.10: Surge margin. From Egeland & Gravdahl (1999).

PRsa is the pressure ratio on the surge avoidance line for a given mass flow, while PRs

is the pressure ratio for the same mass flow, this can be seen in figure 2.10. Another
logical way to define the surge margin is based on the outlet mass flow, yielding a margin
described as

SM2 =
Fout,sa − Fout,s

Fout,sa
(2.63)

Fout,sa is the mass flow on the surge avoidance line, while Fout,s is the mass flow on the

surge line. Defining the margin by using the corrected mass flow, mcorr = m
√

T01/Tref

p01/pref
is

also suggested. This because it will give a measure of throttle change needed to take the
compressor into surge. Tref and pref are normally taken as sea level static.

The surge avoidance line can be defined to be a parallel to the surge line, with a slope
less than the surge line or by a vertical line. The last two methods will not yield efficient
control since the margin to the surge line will be uneven and the system will easier reach
surge either at low pressures (less slope) or high pressures (vertical line).
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When the surge line and surge margin is defined, a avoidance scheme will work by
continuously comparing the working point of the compressor to the surge avoidance line.
If the working point gets to close, or crosses the line, action is taken by actuation device
(i.e. recycle valve), and the working point of the compressor is forced back into the cor-
rect area of the compressor map. The most common controller for surge avoidance is a
PI-control scheme.

In the industry there are several avoidance schemes implemented, and these have been
categorized by Botros & Henderson (1994) into 4 categories depending on measured val-
ues and definitions of surge margin. These are conventional anti-surge control, Flow/ro-
tational speed (Q/N) technique, microprocessor and PLC based controllers and control
without flow measurements.

1. Conventional anti-surge control is also referred to as the "Flow/∆P "-control. It
defines a linear surge avoidance line based on the relation between inlet mass flow
and pressure ratio

∆P0 = k1∆Pc + k2 (2.64)

where ∆Pc is the pressure ratio, k1 and k2 are constants. Mass flow is measured at
the compressor inlet and results in a differential pressure ∆P0.

2. Q/N-technique defines a constant control point using the relation of the volumetric
flow Q and rotational speed N ; (Q/N)c. If then (Q/N)measured < (Q/N)c, control
is activated.

3. Microprocessors and PLC-based control is the most common scheme used today.
The compressor characteristics can be used to compare the surge line and working
point. Being that the relation between mass flow and pressure ratio is nonlinear,
this is a better solution. Measurements of pressures and temperature together with
a compressor map are needed for a control scheme such as this.

4. Control without mass flow measurements applies the same principle as the Q/N -
technique, but uses H/N2 instead, where H is the head across the compressor. The
motivation for this scheme is that mass flow measurement often is corrupted by
noise or simply hard to measure correctly, for example in surge. This method will
only work is the compressor map is steep enough.
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2.3 Kalman filter

In order to control a system, whether it being keeping a ship in its predefined path or hav-
ing a compressor avoid surge, the states of the system needs to be available at all times.
A system is normally described by several states, but all of them may not be available
for measurement. Still, these are needed for control of the system and/or optimization of
production. The need to estimate the non-measurable states is obvious.

The data available from the plant is normally corrupted by process and measurement
noise, and this needs to be considered when using the information and estimating the
missing states. Normally the available information about a system is the measurement
data and the mathematical model. With the help of these the missing states can be re-
trieved. It is important that the states to be estimated are observable through the measure-
ments and model.

In Henriksen (1998) different methods for estimating a missing state is presented,
included minimum variance and least-squared error method. The kalman filter is also
presented in this book, and is a recursive algorithm based on minimizing the mean of
the squared estimation error. Kalman first introduced his method in the paper "A new
approach to linear filtering and prediction problems" in 1960, and due to the rapid de-
velopment in digital computing the method of kalman filtering soon grabbed hold and
became subject to extensive research (Bishop & Welch 2006). The filter was initially
developed for discrete time linear systems, but later both continuous kalman filters and
extended filters for nonlinear systems were developed. The kalman filter is today used in
many applications, either to estimate states, predict states or as a filter. In this section the
discrete kalman filter for a linear system is developed. The extended filter for a nonlinear
discrete system is then presented, followed by the development of the continuous kalman
filter equations. In the end the equations for the extended continuous filter is presented.

2.3.1 Discrete kalman filter

The theory behind the discrete kalman filter is retrieved from chapter 5 in Brown & Yang
(1997) unless otherwise is specified.
The random process to be estimated is assumed to have the general model

xk+1 = φkxx + vk (2.65)

zk = Hkxk + wk (2.66)
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where xk ∈ Rnx1 are the system states, φk ∈ Rnxn is the relation matrix between xk
and xk+1, zk ∈ Rmx1,m ≤ n, are the measured values from the system and Hk ∈ Rmxn

gives the ideal noiseless value of the measured states. The two vectors vk and wk are
process noise and measurement error, both are assumed to be white sequences with known
expectancy and covariance values as follows

E [vk] = 0 (2.67)

E [wk] = 0 (2.68)

E
[
vkv

T
i

]
=

{
Vk, i = k

0 otherwise
(2.69)

E
[
wkw

T
i

]
=

{
Wk, i = k

0 otherwise
(2.70)

Both vk and wk are uncorrelated with each other and the states of the system x, so that

E
[
vkw

T
k

]
= 0 (2.71)

E
[
vkx

T
k

]
= 0 (2.72)

E
[
wkx

T
k

]
= 0 (2.73)

An assumption is made that there is a known initial estimate x̄k of the state xk at time tk,
based on earlier knowledge of the system. The estimation error and error covariance at
that time is also known

ēk = xk − x̄k (2.74)

X̄k = E
[
ēkē

T
k

]
= E

[
(xk − x̄k)(xk − x̄k)T

]
(2.75)

At time tk the measurement zk is retrieved. The goal is now to use the information from
zk to improve the estimate x̄k by implementing a linear combination of the noisy mea-
surement and the earlier estimate

x̂k = x̄k +Kk [zk −Hkx̄k] (2.76)

The new estimate, x̂k is referred to as the a posterior estimate of the state, meaning the
improved estimate after the measurement has been updated. Kk is the blending factor that
is used to balance the combination between the old estimate and the new noisy measure-
ment.

For a kalman filter, Kk is referred to as the kalman gain and is chosen to minimize
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the error between the real and estimated states. First the covariance of the a posterior
estimation error is developed

X̂k = E
[
(xk − x̂k)(xk − x̂k)T

]
(2.77)

Using equation (2.66) x̂k is rewritten to become

x̂k = x̄k +Kk(Hkxk + wk −Hkx̄k) (2.78)

and the error covariance now becomes

X̂k = E {[xk − (x̄k +Kk(Hkxk + wk −Hkx̄k))]

[xk − (x̄k +Kk(Hkxk + wk −Hkx̄k))]
T
}

= E
{

[(I −KkHk)(xk − x̄k)−Kkwk] [(I −KkHk)(xk − x̄k)−Kkwk]
T
}

= (I −KkHk)E
[
(xk − x̄k)(xk − x̄k)T

]
(I −KkHk)

T

− (I −KkHk)E
[
(xk − x̄k)wTk

]
KT
k −KkE

[
wk(xk − x̄k)T

]
(I −KkHk)

T

+KkE
[
wkw

T
k

]
KT
k

The a prior estimate error (xk − x̄k) is uncorrelated with the measurement error wk, and
the covariance between the two signals is then zero. Using the expression for the a prior
error covariance in equation (2.75) and the covariance of the measurement error from
(2.70) the a posterior error covariance can be written

X̂k = (I −KkHk)X̄k(I −KkHk)
T +KkWkK

T
k (2.79)

The main goal is to find aKk such that the estimation error becomes minimized, and using
minimum-mean-square error method as a performance criterion this can be obtained. By
minimizing X̂k with regards toKk, the total square error will be minimized, and from this
it is assumed that also the individual square-errors are minimized. It is the diagonal of X̂k

that is of interest because it describes the error variances of the elements being estimated.
Differentiating X̂k with regards to Kk, setting the expression to zero and solving for Kk

yields the kalman gain update equation

Kk = X̄kH
T
k (HkX̄kH

T
k +Wk)

−1 (2.80)

We started with an initial estimate prior to the measurement of the system, x̄k and its error
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covariance X̄k. To fully use the measured values and optimize the kalman gain to achieve
a better estimate, these values needs to be updated after every sample as well. The a prior
estimate of the states is easy to calculate once the posterior estimate is updated

x̄k+1 = φkx̂k (2.81)

There is no need to include the process noise vk in the estimate since it is uncorrelated
with prior v and E [vk] = 0. The a prior estimation error then becomes

ek+1 = xk+1 − x̄k+1

= (φkxk + vk)− φkx̂k
= φk(xk − x̂k) + vk = φkek + vk (2.82)

The covariance can then be calculated

X̄k+1 = E
[
(φkek + vk)(φkek + vk)

T
]

= φkE
[
eke

T
k

]
φTk + φkE

[
ekw

T
k

]
+

E
[
wke

T
k

]
φk + E

[
vkv

T
k

]
= φkX̂kφ

T
k + Vk (2.83)

The kalman filter is formed by the equations (2.80), (2.76), (2.79), (2.81) and (2.83). How
ever, to make the calculations online faster it is common to substitute eq.(2.80) into (2.76)
and use the following a posterior error covariance

X̂k = (I −KkHk)X̄k (2.84)

An alternative to rewriting the kalman gain matrix is also suggested in equation 2.71 of
(Henriksen 1998)

Kk = X̂kH
T
kW

−1
k (2.85)

A suggestion to how the kalman filter equations are implemented is shown in figure 2.11.

Extended kalman filter

The theory of the extended discrete kalman filter is retrieved from chapter 3 of Henriksen
(1998). The system to be estimated is now modeled by the nonlinear equations

xk+1 = f(xk, uk) + vk (2.86)

zk = h(xk) + wk (2.87)
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Figure 2.11: The implementation of the discrete kalman filter can be split in two parts.

vk and wk have the same properties as in eqs. (2.67)-(2.70). f is a nonlinear mapping
between xk+1 and xk driven by input uk, while h is the nonlinear measurement function.
Assuming the same initial conditions as for the linear discrete filter, namely that x̄k and
X̄k are both known at time tk before the first sample is available.

A 1-order Taylor expansion gives a linearized measurement function around the aprior
estimate of the states

zk = hk(x̄k) + wk +Hk(xk − x̄k) (2.88)

Hk =
∂hk
∂xTk

(x̄k) (2.89)

Assuming x̄k is the expected value of the real states, xk, based on the knowledge of all
the prior measurements Yk−1, an expected value of the next measurement can be derived

z̄k = E [zk|Yk−1] = hk(x̄k) (2.90)

The covariance of the measurement error between the real and linearized measurement
functions, zk − z̄k can now be calculated using eqs. (2.88) and (2.90).

E
[
(zk − z̄k)(zk − z̄k)T

]
= E

{
[Hk(xk − x̄k) + wk] [Hk(xk − x̄k) + wk]

T
}

= HkX̄kH
T
k +Wk (2.91)
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The equations for aposterior update equations of the kalman filter can now be written

x̂k = x̄k +Kk [zk −Hk(x̄k)] (2.92)

X̂k = (I −KkDk)X̄k (2.93)

Kk = X̄kH
T
k (HkX̄kH

T
k +Wk)

−1 = X̂kH
T
kW

−1
k (2.94)

To be able to update the aprior estimates of the states, a linearization of f is performed
around x̂k.

xk+1 = fk(x̂k, uk) + Ak(xx − x̂k) + vk (2.95)

Ak =
∂fk
∂xTk

(x̂k, uk) (2.96)

The aprior prediction one step ahead in the kalman filter becomes

x̄k+1 = f(x̂k, uk) (2.97)

The estimation error and its covariance is now calculated

ēk+1 = xk+1 − x̄k+1 = Ak(x− x̄k) + vk (2.98)

E
[
ēk+1ē

T
k+1

]
= AkX̄kA

T
k + Vk (2.99)

2.3.2 Continuous kalman filter

The theory in this section is based on Brown & Yang (1997), chapter 7.
The kalman filter was initially developed for discrete systems, and the presentation of the
continuous filter will take its base in the discrete filter. The process to be estimated and
its measurement model is now on the form

ẋ = Fx+ Cv (2.100)

y = Hx+ w (2.101)

where matrices F ,G andH can be time varying. The state vector is x, while y is the noisy
measurement. v and w are both white noise processes with expectancy and covariance
values as follows

E [v(t)] = 0 (2.102)

E [w(t)] = 0 (2.103)

E
[
v(t)vT (τ)

]
= V δ(t− τ) (2.104)

E
[
w(t)wT (τ)

]
= Wδ(t− τ) (2.105)
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The system sampling time is ∆t, and is assumed to be small. To be able to make the
transition from a discrete to a continuous system, we need the relation between the dis-
crete and continuous covariance matrices for the process and measurement noise. When
a continuous signal is sampled at times t0, t1, ..., tk, tk+1, a difference equation can be
developed to relate the samples of x

x(tk+1) = φ(tk+1, tk)x(tk) +

∫ tk+1

tk

φ(tk+1, τ)C(τ)v(τ)dτ = φkxk + vk (2.106)

φk is the state transition matrix for the step from tk to tk+1, and vk is the response at time
tk+1 due to the white noise input. The discrete representation of the continuous process
noise covariance can now be developed when tk+1 − tk = ∆t

Vk = E
[
vkv

T
k

]
= E

{[∫
∆t

φ(tk+1, ξ)C(ξ)v(ξ)dξ

] [∫
∆t

φ(tk+1, η)C(η)v(η)dη

]T}
=

∫∫
∆t

φ(tk+1, ξ)C(ξ)E
[
v(ξ)vT (η)

]
CT (η)φT (tk+1, η)dξdη

(2.107)

When ∆t −→ 0 the state transition matrix φ ≈ I and the discrete representation of the
continuous process noise covariance matrix becomes

Vk =

∫∫
∆t

C(ξ)E
[
v(ξ)vT (η)

]
CT (η)dξdη

= CV CT∆t (2.108)

To derive the relation between Wk and W , eq. (2.101) is transformed to a discrete repre-
sentation

yk =
1

∆t

∫ tk

tk−1

y(t)d(t) =
1

∆t

∫ tk

tk−1

Hx(t) + w(t)dt

≈ Hxk +
1

∆t

∫ tk

tk−1

w(t)dt = Hxk + wk (2.109)
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The discrete representation of the continuous measurement noise covariance matrix now
becomes

Wk = E
[
wkw

T
k

]
=

1

∆t2

∫∫
∆t

E
[
w(ξ)wT (η)

]
dξdη

=
W

∆t
(2.110)

When the sampling rate becomes very small the aprior error covariance matrix will be-
come the same as the a posterior covariance matrix, X̄k+1 −→ X̂k when ∆t −→ 0.
Because of this there is no need to separate between a prior and a posterior estimates
in the continuous kalman filter. The kalman gain matrix for the discrete filter is Kk =

X̄kH
T
k (HkX̄kH

T
k + Wk)

−1, and using eq. (2.110) it is seen that W
∆t
� HkX̄kH

T
k , this

leads to

Kk = X̄kH
T
kW

−1∆t (2.111)

Dropping all subscripts,and defining X̄k = X the continuous kalman gain can be defined
as the coefficient of ∆t

K , XHTW−1 (2.112)

The a prior error covariance in the discrete case can be written as

X̄k+1 = φkX̂kφ
T
k + Vk = φk(I −KkHk)X̄kφ

T
k + Vk

= φkX̄kφ
T
k − φkKkHkX̄kφ

T
k + Vk (2.113)

Approximation φk ≈ I+F∆t is made, and substituted into the expression of X̄k. Keeping
in mind that Kk is of order ∆t and ignoring higher order terms in ∆t, the following
description is developed

X̄k+1 = X̄k + FX̄k∆t+ X̄kF
T∆t−KkHkX̄k + Vk

X̄k+1 − X̄k

∆t
= FX̄k + X̄kF

T − X̄HTW−1HkX̄k + CV CT

(2.114)
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Now letting ∆t −→ 0 the continuous representation of the error covariance is obtained

Ẋ = FX +XF T −XHTW−1HX + CV CT

X(0) = X0

(2.115)

Lastly, an update expression for the state estimate is needed. By inserting x̄k = φk−1x̂k−1

in the discrete state estimate the following representation is obtained

x̂k = x̄k +Kk(yk −Hkx̄k) (2.116)

= φk−1x̂k−1 +Kk(yk −Hkφk−1x̂k−1) (2.117)

Again the approximation φk ≈ I + F∆t is made, together with Kk = K∆t. Ignor-
ing higher order terms in ∆t, and lastly letting ∆t −→ 0 the continuous state estimate
becomes

x̂k − x̂k−1

∆t
= Fx̂k−1 +K(yk −Hx̂k−1), ∆t −→ 0

˙̂x = Fx̂+K(y −Hx̂) (2.118)

Together the eqs.(2.112), (2.115) and (2.118) form the continuous linear kalman filter,
and a suggestion to its implementation can be seen in figure 2.12.

Figure 2.12: Linear continuous kalman filter
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Extended kalman filter

The development of the continuous extended kalman filter is very similar to that of the
discrete case, and will therefore not be repeated here. The nonlinear system is modeled

ẋ = f(x(t), u(t), t) + C(t)v(t) (2.119)

y(t) = g(x(t), t) + w(t) (2.120)

with the process and measurement noise being white noise sequences with known covari-
ances. The equations describing the extended kalman filter are presented in chapter 2.6
of Henriksen (1998) and will be summarized here.

˙̂x(t) = f(x̂(t), u(t), t) +K(t) [y(t)− g(x̂(t), t)] (2.121)

Ẋ(t) = A(t)X(t) +X(t)AT (t) + C(t)V (t)CT (t)−K(t)W (t)KT (t) (2.122)

K(t) = X(t)DT (t)W−1(t) (2.123)

where

A(t) =
∂f

∂xT
(x̂(t), u(t), t) (2.124)

D(t) =
∂g

∂xT
(x̂(t), t) (2.125)
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Chapter 3

Development, simulations and
implementation

In this chapter the development of kalman filters, compression models and surge avoid-
ance schemes is presented. All models have been fitted to the laboratory compressor
system available at NTNU. Matlab and simulink have been used for all simulations, and
all the models developed are found on the cd added to this report. A presentation and
simulation of the existing compression system is first presented, before four kalman fil-
ters are developed, tuned and lastly implemented on the compressor. Then three models
for simulation of surge avoidance recycling were developed and simulated. Lastly a surge
avoidance simulation model was built.

3.1 Presentation of compressor model and lab set-up.

Due to many of the uncertainties in the model of the compressor shaft dynamics in equa-
tion (2.39) we choose to ignore the dynamic description when developing the kalman
filters. Instead the measurement of the impeller speed ω, from now on noted N , is used
as input to the mass flow description. The resulting system that has been used is then
described by equations (2.37) and (2.38). The inlet pressure is set to ambient pressure
p01 = pa, while the plenum pressure is renamed pp = p for the compression system with
no recycling. The system that has been worked with is now described by

ṗ =
c2
p

Vp
(w − k′t

√
p− pa) (3.1)

ẇ =
A

Lc + Lcd
(pc(w,N)− p) (3.2)

We use notations c2p
Vp

= k1 and A
Lc+Lcd

= k2 for convenience, but note however that k2 will
vary in some cases, these will be thoroughly noted. The throttle gain k′t is for the system
modeled by the square of the throttle opening and a gain factor, k′t = ktu

2, where the gain
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is identified to be kt = 1.9259 ∗ 10−7. The throttle opening u is noted in percent. The
other various constants of the compression lab system have been identified to be

A = 0.003848

Lc = 180 ∗ 10−2

Lcd = 270 ∗ 10−2

Vp = 0.1

R =
8.314 ∗ 103

28.97

κp = 1.4

R and κp are used to calculate the sonic velocity in the plenum, cp =
√
κpRTp. The

plenum temperature Tp will be taken as an average of measurements. It usually lies
between 315 and 335 K. All the units presented are SI.

If the compressor goes into surge, it may occur that pa > p in eq (3.1), and p will
become an imaginary number. For implementational reasons the throttle mass flow is
therefore slightly altered, and using the new notations the compressor model becomes

ṗ = k1(w − ktu2sign(p− pa)
√
|p− pa|) (3.3)

ẇ = k2(pc(w,N)− p) (3.4)

A compressor map has been derived for the lab set-up compression system, and is
seen in figure 3.1. The x-axis is the mass flow, while the y-axis describes the pressure
ratio. The characteristics are plotted for different levels of the impeller speed N . On
each characteristic curve in the map different values of the throttle opening u is indicated.
The throttle is fully open at the indications far right in the map. For implementation of
the compressor the relation pc(w,N) = Fc(w,N) + pa will be used, where Fc(w,N) is
the compressor characteristics seen in the compressor map. These are available through
calculations in a matlab file.

The lab set-up of the compressor with duct and plenum has been built by Bjørnar
Bøhagen. He is also responsible for identifying physical sizes, mathematical model and
compressor map. A principal sketch of the compressor laboratory set-up with measure-
ment points relevant to this thesis is seen in figure 3.2. It consists of a centrifugal com-
pressor, duct and plenum. The compressor is driven by a motor, and takes air as inlet gas,
setting the inlet pressure to be the ambient pressure. A closer description of the indicated
measured values is seen in table 3.1. The values of the downstream and plenum pressures
are both averaged before further use in implementations.
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Figure 3.1: Compressor map. From Bøhagen (2007).

Figure 3.2: Lab set-up of compression system.
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Name Description
PC1 Downstream pressure, pcd1

PC2 Downstream pressure, pcd2

PP1 Plenum pressure, p1

PP2 Plenum pressure, p2

T1 Temperature plenum, Tp
T2 Downstream temperature, Ta
N Impeller speed, N

WC Mass flow, w
u throttle opening, u

Table 3.1: Measured signals in lab set-up

3.2 Matlab model of compression system

A simulation model of the compressor system was implemented and tested using simulink.
Taking the impeller speed and throttle opening as input, the model was compared to mea-
sured surge data of the plenum pressure. Unfortunately there are no measurements avail-
able to evaluate the transient behavior of the mass flow, but due to the high correlation
between the two dynamic equations we assume that the model describing mass flow will
be correct to an acceptable level. The simulink implementation of the compressor is pre-
sented in figures 3.3 and 3.4.
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Figure 3.3: Implementation of compressor. Pressure.

Figure 3.4: Implementation of compressor. Mass flow.

3.3 Kalman filters

Based on available measurements of plenum pressure p, downstream pressure pcd, im-
peller speed N and throttle opening u a kalman filter to estimate mass flow and plenum
pressure was seeked. Mass flow is measurable in steady state, but in surge the measured
values becomes useless. An estimation of the mass flow will therefore prove itself useful
to continuously control system behavior. To filter noise from the measured pressure we
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simultaneously estimate the plenum pressure. Four different kalman filters were devel-
oped and tested differing in what signals they measure and what states they estimate. One
filter was also developed without using the compressor map, this meaning that the esti-
mated mass flow was calculated based directly on the measurement of pcd using a slightly
different compressor model. At an early stage of the assignment a discrete time extended
kalman filter was developed, but due to high sampling rates compared to compressor dy-
namics a continuous extended kalman filter was chosen and implemented. The reader is
referred to chapter 2.3 for a development of the extended kalman filter. The four different
cases are here shortly summarized.

1. Estimate plenum pressure p and mass flow w without compressor map. Measured
value is p. The downstream pressure pcd is also measured, but used as system input,
and not as a correctional term.

2. Estimate w using compressor map. Measured value is pcd

3. Estimate p and w using compressor map. Measured value is p.

4. Estimate p and w using compressor map. Measured values are p and pcd

All filters were simulated and implemented using Matlab Simulink, and the overall
test bench can be seen in figure 3.5. During development and simulation period the input
to the filters were taken from files with earlier measurement data. During implementa-
tion the input to the filters were connected to the I/O-ports in the lab set-up. There were
two PT-cells sampling each of the pressures p and pcd, these were averaged before use in
observers. The downstream pressure is used to calculate pc(w,N) using equation (2.45).
Kalman filter 1 takes the average downstream pressure as input. All data was gathered
and plotted in the subsystems to the far right in figure 3.5.

All four filters were simulated and tuned with surge data from compressor, with im-
peller speed around 25000 rpm and throttle opening at about 54 %. No filtering of data
was performed prior to use. When tuning the plenum pressure estimate the measured
value was used together with the innovation process to determine a good estimate. The
mass flow is not measurable in surge, and the innovation process and comparison to simu-
lated values were here used to determine a good estimate. There were no unfiltered steady
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Figure 3.5: Overall test bench for kalman filters

state data available, and due to the close relation between the mass flow and pressure it is
assumed that the mass flow estimate is good when the pressure is.

During implementation no changes to the tuned kalman filters were done. Four sets
of data were tested covering great parts of the steady-state area of the compressor map.

1. Impeller speed N at 12500 rpm, throttle opening u at 100%. N was increased to
22500 rpm after approx. 20 sec.

2. N at 22500 rpm, u at 100%. u was choked down to 60% after approx. 20 sec.

3. N at 22500 rpm, u at 60%. N was decreased to 12500 rpm after approx. 20 sec.
Compressor went shortly into surge during motor deceleration.

4. N at 12500 rpm, u at 60%. u was opened to 100% after approx. 20 sec.

The mass flow is possible to measure when the compressor is in the steady-state area, so
we are able to better compare the estimates to the real values in this area of the compressor
map. Plots of the measured and estimated values were gathered together with innovation
processes and kalman gains. The error of the estimates were calculated by

error =
(median measured value−median estimated value) ∗ 100

median measured value
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3.3.1 Kalmanfilter 1

Considering the system

ṗ = k1(w − ktu2
√
p− pa) + v1 (3.5)

ẇ = k2(pc(w,N)− p) + v2 (3.6)

y = p+ w (3.7)

where v1, v2 and w are system noise with the same assumptions as presented in the de-
velopment of Kalman filters in chapter 2, namely uncorrelated white noise sequences.
Process noise covariance is a 2x2-matrix V , while measurement noise covariance is a
scalar W . Both states were here to be estimated using p as measured value, and the
implemented kalman estimates becomes

˙̂p = k1(ŵ − ktu2sign(p̂− pa)
√
|p̂− pa|) +K1(p− p̂)

˙̂w = k2(pcd − p̂) +K2(p− p̂)
(3.8)

In this filter the compressor map is not used to estimate the states, but rather the down-
stream pressure directly. To be able to do this a model of the compression system de-
veloped from the downstream measuring point and to the plenum is used rather than the
complete model. The alteration is done by modeling the mass flow with only length Lcd,
so we get constant factor

k2 =
A

Lcd
(3.9)

The kalman gains K1and K2 are calculated from the equations

K = DTXW−1 (3.10)

Ẋ = FX +XF T + CV CT −KWKT (3.11)

F =

[ −k1ktu2

2sign(p̂−p)
√
|p̂−pa|+δ

k1

−k2 0

]
(3.12)

D =
[

1 0
]

(3.13)

A small value δ = 10−4 is added to the denominator of the first element of the F -matrix.
This to ensure that no problems with zero-division occurs in the case if p̂ = pa.

The structure of the simulink implementation of the kalman filters is seen in figure 3.7,
where the estimates from equation (3.8) are calculated. The subsystem "f(*)" implements
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the compressor model with estimated values, while subsystem "K" is the correctional
terms. In figure 3.7 the implementation of the correctional term built by equations (3.10)
and (3.11) are seen together with the linearization of the compressor model, variable F
in equation (3.11). For the full simulink implementation of all kalman filters, as seen in
figure 3.5, the reader is referred to the added cd.

Figure 3.6: Kalman filter

Initially the tuning values were V = eye(1) and W = 1, it became obvious how-
ever, that a decrease in V would filter out some of the measurement noise experienced.
An increase in W also gave better results when comparing the measured pressure and
the amplitudes of the simulated mass flow. The filter was implemented with covariance
matrices

V =

[
0.000001 0

0 0.00001

]
(3.14)

W = 2 (3.15)

these values were held throughout the four cases the implementation test was run.
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Figure 3.7: Subsystem "K" from fig. 3.6 (top). Linearization of F (bottom).
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3.3.2 Kalmanfilter 2

An estimate of the mass flow based on the measurement of the downstream pressure was
seeked. The system model will be the same as in eqs. (3.5) and (3.6), but the input to the
observer will be

y = pc(w,N) + w (3.16)

The kalman estimate will therefore become

˙̂w = k2(pc(ŵ, N)− p) +K2(pc(w,N)− pc(ŵ, N)) (3.17)

In this filter the compressor map was implemented and used in the observer. The length
of the duct therefore needs to take into account also the length the gas travels through the
compressor, and the mass flow constant therefore becomes

k2 =
A

Lc + Lcd
(3.18)

The remaining three filters will operate with the compressor map, and k2 will therefore
have the same value for the three remaining observers. The kalman gain is calculated in
the same manner as in eqs. (3.10) and (3.11). The linearized values around the estimated
value, A and D, will now both become expressions containing the derivative of pc(w,N)

in which no mathematical description is available since pc(w,N) = Fc(w,N)+pa, where
Fc(w,N) is implemented as a matlab file. We therefore use the following approximation
for deriving the gradient of pc(w,N)

∂(pc(w,N))

∂w
≈ k2

pc(w + dt,N)− pc(w − dt,N)

2dt
(3.19)

The linearized mass flow function and measurement now becomes

F = k2
pc(ŵ + dt,N)− pc(ŵ − dt,N)

2dt
(3.20)

D =
pc(ŵ + dt,N)− pc(ŵ − dt,N)

2dt
(3.21)

dt = 10−3 and is a small alteration in the mass flow The implementation was performed
with the same structure as for the first kalman filter. In figure 3.8 the implementation of F
is seen. It is important to emphasize that after all implementations were finished, an error
made at an early stage of the development became clear. In the implementation of this
filter,D = F , while it should have beenD = 1

k2
F . The result of this is that the calculation
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Figure 3.8: Implementation of F . Kalman filter 2

of kalman gain K = DTXW−1 will yield a smaller gain. The error was unfortunately
not discovered until after all tuning and implementations were finished. In figure 3.8
the dotted line shows where the D-value should have been taken from. The tuning of
the process and measurement noise covariance V and W , now both scalar values, proved
itself to be very difficult. The estimate was generally noisy and did become unstable fairly
quickly. Main focus was on minimizing the innovation process pc(w,N)−pc(ŵ, N). The
tuning was terminated on the values

V = 1 (3.22)

W = 1000 (3.23)

giving great weights to the model, and almost none to the residual containing the value
of K. This makes sense considering the error that was noted earlier. Post implementation
the error was corrected, and the filter was tested toward the implementation data.

3.3.3 Kalmanfilter 3

This filter estimates both mass flow and pressure, using the plenum pressure p as input.
The system equations will therefore be the same as in eqs. (3.5) - (3.7). The compressor
map is used in the kalman filter, and the estimates becomes

˙̂p = k1(ŵ − ktu2sign(p̂− pa)
√
|p̂− pa|) +K1(p− p̂)

˙̂w = k2(pc(ŵ, N)− p̂) +K2(p− p̂)
(3.24)
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The kalman gain is calculated from equations (3.10) and (3.11) with F and D-matrices

F =

[
− k1ktu2

2sign(p̂−pa)
√
p̂−pa+δ

k1

−k2
k2(pc(ŵ+dt,N)−pc(ŵ−dt,N))

2dt

]
(3.25)

D =
[

1 0
]

(3.26)

The filter was implemented in the same manner as the earlier shown observers, and the
reader is referred to the appended cd for simulink diagrams. The tuning gave the following
process and measurement noise covariance values

V =

[
0.01 0

0 0.0001

]
(3.27)

W = 35 (3.28)

3.3.4 Kalmanfilter 4

The filter estimates both plenum pressure and mass flow based on the measurements of
plenum and downstream pressure. The compression system equations are the same as in
eqs. (3.5) and (3.6), however the measurement matrix now becomes

y =

[
p+ w1

pc(w,N) + w2

]
(3.29)

and the measurement noise covariance matrix has the structure W =

[
W1 0

0 W2

]
. The

kalman estimates both have two correctional terms, yielding K to be a 2-by-2 matrix

˙̂p = k1(ŵ − ktu2sign(p̂− pa)
√
|p̂− pa|+ δ)

+K11(p− p̂) +K12(pc(w,N)− pc(ŵ, N)) (3.30)
˙̂w = k2(pc(ŵ, N)− p̂) +K21(p− p̂) +K22(pc(w,N)− pc(ŵ, N)) (3.31)

The kalman gains are calculated by equations (3.10) and (3.11), with matrices F and D
given by

F =

[
− k1ktu2

2sign(p̂−pa)
√
|p̂−pa|+δ

k1

−k2 k2
pc(ŵ+dt,N)−pc(ŵ−dt,N)

2dt

]
(3.32)

D =

[
1 0

0 pc(ŵ+dt,N)−pc(ŵ−dt,N)
2dt

]
(3.33)
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The observer was implemented using the same structure as the other filters and is found
on the cd. The reader is referred to appendix A for the simulink diagram. The tuning
matrices used in the implementation of the filter was

V =

[
0.01 0

0 0.0001

]
(3.34)

W =

[
3 0

0 100

]
(3.35)

3.4 Recycle system modeling

In order to build a recycle loop on the laboratory compression system, different solutions
were investigated by simulation models taking its basis in the knowledge already available
from the set-up. A simulation model capturing the dynamics of the compressor as well
as describing the pressures also possible to measure was seeked. Basis was taken in the
studies of industrial surge recycle solutions and practical aspects of the compressor set-
up available. A hot recycle scheme is assumed to be the most likely recycle solution
due to physical space next to the compressor. Another aspect is that this will show the
principle of surge avoidance in a good way without interrupting the plenum volume in any
way. Still solutions taking the recycle gas from the plenum were also investigated. The
temperature has been held constant through all the simulations in this report. From studies
of available temperature data from the implementation of kalman filters it is observed
that the change in temperature for a 60 second run was between 3 and 11 Kelvin. The
longest simulation that was performed with surge recycle was 20 seconds, but most test
were under 10 seconds. It was therefore assumed that the temperature would not change
greatly during the simulation period, and it was therefore held constant.

3.4.1 Recycle directly downstream

The goal was here to develop a simulation model of the compressor after the recycle part is
added, but also to investigate how different descriptions and parameter sizes would effect
the system, especially the pipe lengths to be used. The model of a compressor feedback
system was presented in chapter 2.1, and it models the compressor with a volume up-
and down-stream. This description is also chosen here, even though the real system does
not have defined volumes on each side of the compressor. A figure of the lab-setup the

46



Figure 3.9: Principal sketch of compression system with recycling , duct and plenum.

way it has been modeled for simulation is seen in figure 3.9. Basis is therefore taken in
equations (2.30)-(2.32), considering that we also in this model choose to ignore the speed
dynamics and use measurement of the impeller speed as input instead. In addition to the
two mass balances describing the volumes of the model in chapter 2.1, the mass balance
for the plenum will still be needed. The three pressures are therefore described by

ṗ1 =
c2

V1

(wf + wr − wc) (3.36)

ṗ2 =
c2

V2

(wc − wr − wd) (3.37)

ṗp =
c2

Vp
(wd − wt) (3.38)

The two modeled volumes V1 and V2 are calculated based on the two lengths L1 and
L2 in figure 3.9, and will be varied through simulations. The mass flow through the
compressor wc is assumed to have the same structure as it did in the lab-setup, and the
same compressor characteristics are used. However the pressure difference will now be
between the two imaginary volumes

ẇc =
A

Lc
(p1 + Fc(wc, N)− p2) (3.39)

where Lc = 270 cm. The mass flow through the plenum throttle wt is the same as it was
earlier

wt = ktu
2
t sign(pp − pa)

√
|pp − pa| (3.40)

The mass flow downstream wd is described by the momentum balance between V2 and
the plenum. It is assumed that the length of the duct from the second volume and till the
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plenum is the same as what was referred to as the duct length in the lab-model, namely
Lcd = 180 cm. Downstream mass flow is then modeled

ẇd =
A

Lcd
(p2 − pp) (3.41)

The inlet mass flow wf and recycle mass flow wr were both modeled with one static and
one dynamic representation. The motivation was to see how the system would behave
using the different models. The pressure difference over the inlet duct in steady state is
described as

p1 − pa = Fcu(wf ) (3.42)

where Fcu(wf ) is a forcing term describing the pipe friction, flow profile and unmodeled
dynamics. The same characteristics that were developed for the compressor without re-
cycling is used with the hope that mass flow in this part of the system does not change
greatly when adding the recycling. In Bøhagen (2007) the characteristics for inlet flow
was developed for the compression system, and can be seen in figure 3.10. It is obvious
that the pressure difference upstream is completely dependent on the mass flow alone,
since all the characteristics for the different impeller speeds and throttle openings col-
lapse to the same line. From the characteristics a function for the forcing term is derived,

Figure 3.10: Forcing term Fcu in steady state. From (Bøhagen 2007).

Fcu(wf ) = −kfw2
f , where kf = 1.0109 ∗ 105. The pressure difference over the inlet duct
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now becomes

p1 − pa = −kfw2
f , wf > 0

p1 − pa = kfw
2
f , wf < 0

(3.43)

and an expression for static mass flow can be written

wf = sign(pa − p1)

√
1

kf
|pa − p1| (3.44)

The dynamic representation of the inlet mass flow is modeled from the momentum equa-
tion and yields

ẇf =
A

L3

(pa − p1) (3.45)

where L3 is the length of the duct as shown in figure 3.9.
The mass flow over the recycle valve wr was also described by a static and dynamic

description. Knowing that the valve used in the recycle line will be the same as the plenum
valve, the same pressure difference description was chosen for the recycle mass flow as
for mass flow from plenum wt.

wr = kru
2
rsign(p2 − p1)

√
|p2 − p1| (3.46)

This is also the same description as suggested by Egeland & Gravdahl (2003) in equation
(2.10). Being that it is the same type of valve as used in the plenum it is assumed that
kr = kt. The recycle valve opening is here described by ur and is noted in percent.

A dynamic description of the recycle flow was also modeled based on the momentum
balance

ẇr =
A

L4

(p2 − p1 − Fr) (3.47)

where L4 is the length of the recycle duct and Fr is a force term describing the forces
working on the mass from the duct and valve. In steady state we have ẇr = 0 and

Fr = p2 − p1

Solving 3.46 for (p2 − p1) yields a term describing the forces and the dynamic mass flow
becomes

ẇr =
A

L4

(p2 − p1 − sign(p2 − p1)
w2
r

k2
ru

4
r

) (3.48)
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An analysis of the system behavior using different combinations of inlet and recycle
mass flow, as well as different parameter values on the duct lengthsL1-L4, was performed.
The main motivation was to search for trends in dynamics and behavior when the different
combinations and lengths were applied. All simulations were run with impeller speed at
12500 rpm and followed the same scheme.

1. Plenum throttle ut = 100% and recycle valve ur = 0% for one second. Compres-
sion system in steady state

2. Plenum throttle ut = 40% and recycle valve ur = 0% for one second. System
enters surge.

3. Plenum throttle ut = 40% and recycle valve ur = 50% for one second. System
restabilizes.

No dynamics or time delays were modeled on the valves at this point, so all valve changes
were immediate. The test plan presenting the different throttle lengths are presented in
appendix D, while the simulink simulation model is added to the appended cd. The
simulation step size was set to 10−6 due to trouble with numerical calculations initially.

3.4.2 Recycling from plenum

Figure 3.11: Recycling from plenum.

As presented in chapter 2 it is common to have a knock-out pot, or scrubber, situated
upstream of the compressor. Mathematical models also presents a volume dowstream. A
simulation model of the compressor taking its recycle gas from the plenum volume and
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with a scrubber upstream was created. A sketch of the system is seen in figure 3.11. The
equations describing the system are similar to the ones describing the recycle system in
chapter 3.4.1, though with one less pressure state. The model build is therefore described
by

ṗ1 =
c2

Vp
(wf + wr − wc) (3.49)

ṗp =
c2

V1

(wc − wr − wt) (3.50)

ẇc =
A

Lc + Lcd
(p1 + Fc(wc, N)− pp) (3.51)

ẇf =
A

L3

(pa − p1) (3.52)

wt = ktu
2
t

√
pp − pa (3.53)

wr = kru
2
r

√
pp − p1 (3.54)

where V1 = 0.08m3 is the volume of the imagined knock-out pot in front of the compres-
sor. The length L3 is set to 50 cm. Both the mass flow from the plenum and the recycle
mass flow are modeled statically. All other parameters are kept with the same size as in
previous simulations. A simulink model of the compression system is found on the added
disc. One simulation similar to the scheme used in chapter 3.4.1 was run, but prolonging
each of the intervals from one to three seconds. The goal was to see if the system behaved
similar, and how the relatively large volume in front of the compressor would effect the
system.

3.4.3 Simulation of generic component model

Since the laboratory set-up does not have defined volumes directly up- and down-stream
of the compressor, attention was drawn to the model suggested by Murphy et al. (1995),
and presented in equations (2.52) to (2.58). An extensive theoretical study of the model
was tried, but finding it hard to achieve any theory explaining and backing up the sug-
gested system, basis was taken in the article by Murphy et al. (1995) alone. To model
the system between two constant pressures the recycling was taken from the plenum,
yielding a model as sketched in figure 3.12. The model was fitted to the real compres-
sion system, using the same compressor map and valve characteristics as for the other
two recycle models. The temperature was initially held constant mainly due to the un-
certainties related to the description in eq. (2.58), but also since I do not see how the
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Figure 3.12: Recycle from plenum using model suggested by Murphy et al. (1995).

mathematical transfer from the generic component description in eq. (2.50) to the state
space description in (2.58) is achieved. It was planned to add the temperature description
after the rest of the system was implemented. Using our compressor measurements the
model implemented becomes

ṗp =
2c2
p

Vp
(win − wout) (3.55)

ẇin =
2A

Lc + Lcd
(pc(win, N)− pp)− ẇout (3.56)

wt = ktu
2
t sign(pp − pL)

√
|pp − pL| (3.57)

wr = kru
2
rsign(pp − pin)

√
|pp − pin| (3.58)

ẇout = ẇt + ẇr

=

(
∂wr
∂pp

+
∂wt
∂pp

)
ṗp +

∂wr
ur

u̇r +
∂wt
ut

u̇t

=

(
kru

2
rsign(pp − pin)

2
√
|pp − pin|

+
ktu

2
t sign(pp − pL)

2
√
|pp − pL|

)
ṗp

+

(
2krursign(pp − pin)

√
|pp − pin|

)
u̇r

+

(
2ktutsign(pp − pL)

√
|pp − pL|

)
u̇t (3.59)

The simulink model is added to the appended cd. Both Vp and Lc + Lcd were altered
during the simulation of the system to see if there was opportunity of gaining the same
behavior from this system as seen in previous simulation schemes.
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3.5 Implementation and simulations surge avoidance.

A surge avoidance scheme was built and simulated using the compression recycle scheme
presented in chapter 3.4.1, with dynamic inlet mass flow, ẇf and static recycle mass flow,
wr. The recycle mass flow was chosen statically being that this was presented in the the-
ory and because the simulation results yielded no large impact on the system by choosing
this representation. The length of the inlet pipe from eq. (3.45) was set to L3 = 40 cm,
and the two imaginary volumes up and downstream the compressor in eqs. (3.36) and
(3.37) were both calculated with L1 = L2 = 10 cm. The gas temperature was held con-
stant throughout all simulations.

Both the throttle valve of the plenum and the recycle valve will in the physical system
be the same type of valves with the same dynamics. Because the change of a set point in
any of the valves will not occur instantly, it became of interest to investigate the behavior
of the valves and develop a transfer function describing the step response of the valves.
Several different steps were applied to the valve, gathering measurements of the valve
behavior. The tests performed are presented in appendix E, and all measurements gath-
ered are added on disc. An average of the step responses from the valve test was taken
and yielded the following valve dynamics used in the implementation and testing of surge
avoidance controller

H(s) =
1

0.6s+ 1
e−0.65s (3.60)

The surge line seen in figure 3.13 was identified by Bøhagen (2007) to be

pc = 21.85 ∗ 105(w2
c ) + 52.18 ∗ 103(wc)− 175.6 (3.61)

Taken its basis in theory presented about surge avoidance control, the avoidance line was
placed approximately 10% to the right of the surge line. At one stage the surge line was
moved even further to the right for test of a specific case.

A linear PI-controller was used to control the recycle valve, based on measurements
of either mass flow, downstream pressure or a combination of both

ur = Kp

(
e+

1

Ti

∫
e(τ)dτ

)
(3.62)

The variable e gives a measurement of how far away from the surge avoidance line the
system is in the compressor map. The controller gain Kp and integration time Ti was
tuned roughly using a Ziegler-Nichols method. Not much effort was put into fine tuning
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Figure 3.13: Compressor map with surge line (blue), avoidance lines.

of the system, being that this is both very compressor specific and tedious. It was decided
to let the controller be a little aggressive, being that ur would open more than strictly
necessary, in this way the concept of surge avoidance would still be clear.

Three different schemes were simulated, using different measured values in the com-
pressor map.

1. e1 = wc − wavoidline, Kp = 500 and Ti = 0.17

2. e2 = pavoidline − pc, Kp = 0.02 and Ti = 0.17

3. e3 = e1 + e2, Kp = 0.01 and Ti = 0.17

The opening of the control valve to avoid surge was activated by the PI-controller when
e ≤ 0. The control valve did not fully close again until there was assurance that the
compressor was working in the steady state area of the map, in this case there were set
points of e and the throttle valve that needed to be fulfilled for the recycle valve to close
completely. The simulink diagrams of the three different controllers are added on the
appended disc.
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Different tests were performed to see how well the avoidance scheme performed in
different scenarios with the compressor. Set point changes in both throttle opening ut
and speed N were tested. In the first test ut was completely open, and then choked
down drastically to values around 30%. The motivation behind this was to see how the
system behaved under a great change, such as an emergency shut down sequence. The
surge avoidance line was then moved to the right in the compressor map until surge was
avoided. In the second test performance around the surge avoidance line was tested by
letting ut = 65% initially and then being choked down to values around 50%. The most
efficient area in the compressor map is around the surge line, and it was therefore inter-
esting to see if the compressor could operate in this area without surging. All tests so far
were performed with a constant speed N = 17500 rpm.

Changes in set points for the speed were also tested, letting N be a sinus with increas-
ing amplitude and frequency, N = Asinωt + b, about a bias of b = 14500. Initially the
throttle valve was completely opened, then choked down to ut = 60%. Lastly ut was kept
at 65% while an increasing step in speed was tested. The drive unit was not modeled with
any dynamics, and any change in speed N was therefore instananeous.
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Chapter 4

Results and observations

4.1 Results simulation of compression system.

The compressor was simulated and compared to real measured plenum pressure. The
result is seen in figure 4.1. There are smaller differences both in phase and amplitude of
the oscillations. The algebraic model used to describe the compression system is fairly
simple compared to the real physical compressor, and therefore it can not be expected
that the simulations would be dead on. However, the phase of the oscillations is in the
same size area, and the dynamic behavior is similar when comparing the measured and
simulated pressure.

Figure 4.1: Simluated and measured compressor values.
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4.2 Results simulations of kalman filters with no recycle
feedback.

The tuning of the filters was performed prior to any laboratory implementations, and the
results were compared to measurements of pressure, innovation process for the respective
filter and simulations of mass flow.

4.2.1 Kalman filter 1

The first filter estimated pressure and mass flow using the model without compressor map.
The estimates of p and w are plotted in figure 4.2 together with the measured values of the
plenum pressure. The filter uses approximately 0.15 seconds to achieve a steady estimate
initially. The mass flow behaves in the same pattern and with almost the same amplitudes
as was seen in the simulations in figure 4.1. The innovation process p− p̂ is seen in figure
(4.3) and has a maximum variation between approximately 700 and -800 for the whole
period. The gains for the respective estimates are seen in figure 4.4. The pressure gain
varies around 53.6 while the mass flow gain swings around 0.0012

Figure 4.2: Estimated vs measured pressure, estimated mass flow.
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Figure 4.3: Innovation process

Figure 4.4: Kalman gains, plenum pressure (top) and mass flow (bottom).
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4.2.2 Kalman filter 2

The second observer estimated mass flow only. The tuning was performed based on the
innovation process in figure 4.6 and comparison to the simulations of the compressor.
This filter proved to be the hardest to tune, and several tuning values tested made the
estimate become unstable. The innovation process varies over a quite large area, and
because of this the gain also has larger values than the first kalman filter.

Figure 4.5: Estimated mass flow

It is important to emphasize that there was an error in the implementation of the
kalman filter, and this has contributed to the difficulties of tuning the filter and keeping
it stable. We will how ever later in this chapter see that there are also another, and more
severe, problem associated with this filter.
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Figure 4.6: Innovation process, pc(w,N)− pc(ŵ, N)

Figure 4.7: Kalman gain
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4.2.3 Kalman filter 3

This filter is a parallel to the first kalman filter, but here the compressor map was used
in the model of mass flow. The estimates are seen in figure 4.10, while the innovation
process is presented in 4.9. It should be noted that it does vary over a slightly larger area
than the first filter. The kalman gains in figure 4.10 are markable larger than in the first
filter, and varies also over greater values. In the tuning, the measurement and process
noise covariance W and V were generally given larger values than in the first filter.

Figure 4.8: Estimated vs measured pressure (top), estimated mass flow (bottom).

Figure 4.9: Innovation process p− p̂
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Figure 4.10: Kalman gain plenum pressure (top) and mass flow (bottom).

4.2.4 Kalman filter 4

In this filter both the plenum pressure and the downstream pressure were used to correct
the estimate of the two states. The results are seen in figures 4.11 to 4.13. It is clear from
figure 4.13 that the filter does emphasize the plenum pressure difference more than the
downstream pressure difference (K11 and K21).
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Figure 4.11: Estimated vs measured pressure (top), estimated mass flow (bottom).

Figure 4.12: Innovation process p− p̂ (top) and pc(w,N)− pc(ŵ, N) (bottom).

64



Figure 4.13: Kalman gains

4.3 Results implementation of kalman filters on compres-
sion system.

The system was tested for four different cases as presented in chapter 3.5 to cover the
greatest parts of the steady state compressor map. The first case, where the speed is
increased from 12500 rpm to 22500 rpm with full throttle opening, is here presented with
plots. The plots from the other three cases are presented in appendices A-C.

4.3.1 Kalman filter 1

In figure 4.14 the measured pressure and mass flow are seen plotted together with the
estimated states. The filter has removed a lot of the noise in the pressure estimate, however
the mass flow estimate is corrupted by noise. The mass flow estimate is calculated from
the innovation process (p− p̂) seen in figure 4.15, which has a variation of approximately
1000, this is a great number compared to the mass flow size. The mass flow estimate is
also generally a little higher than the real mass flow. This can be a result from the fact that
the pressure estimate also lays in the top range of the measured pressure. The divergence
between the median of the measured and estimated pressure is approximately 0.35%,
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while for the mass flow the error comes to about 10.8% before the step occurs after 20

seconds. It is of course natural that the error will be higher for the mass flow considering
the pressure is actually measured. The transient period of the mass flow estimate is faster
than the real mass flow, due to the almost immediate pressure rise that occurs when the
speed is increased. The kalman gains of the first filter are in the same size-range as they
were during tuning of the filter, and are presented in figure 4.16.

Figure 4.14: Measured and estimated pressure and mass flow
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Figure 4.15: Innovation process p− p̂.

Figure 4.16: Kalman gains, pressure at top and mass flow at bottom.
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4.3.2 Kalman filter 2

As presented in chapter 3.3, there was an implementational error in the kalman filter
estimating only the mass flow. It was also emphasized that the filter easily became un-
stable during tuning, something also experienced during implementation as seen in figure
4.17. The filter is able to estimate the mass flow with approximately 4% error until the
step in speed occurs after 19 seconds. The estimate then becomes unstable but does de-
crease towards a smaller value over the next 10 seconds. However, a disturbance does
occur after 29 seconds, and the estimate stabilizes at 4.2 ∗ 107. The innovation process
pc(w,N)− pc(ŵ, N) in figure 4.18 has initially a variation of ±1000 around zero. After
step in speed the variation increases to about ±2000 and the variation is around 1.5 ∗ 104

instead of zero. In the implementation we have pc(ŵ, N) = Fc(ŵ, N) + pa. When the
mass flow estimate becomes to high, Fc(ŵ, N) is not able to calculate the correct value
and returns zero. This way we get pc(ŵ, N) = pa, which is the reason for the set point
change in the innovation process. The kalman gain reacts when the step and disturbance
occurs but becomes zero, implying that all trust is put in the model of the system.

When the kalman model was corrected, tuned and tested toward the data from the
implementation, an estimation of the mass flow did change to the better, as seen in figure
4.20. The steady state estimate is very good before the step occurs, and does not become
unstable like it did earlier, but estimates the mass flow with an error of approximately
11.7 % also after the set point is changed. However there is a great change in the value of
the estimate during the transient period. This change in mass flow did not alter the value
of pc(ŵ, N) at all. When the same filter was tested toward data from the second test, with
impeller speed N = 22500 rpm and the throttle choked from 100 to 60 %, the filter did
become unstable after 44 seconds, as seen in figure 4.21.
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Figure 4.17: Measured and estimated mass flow, different time scales top and bottom.
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Figure 4.18: Innovation process pc(w,N)− pc(ŵ, N).

Figure 4.19: Kalman gain
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Figure 4.20: Mass flow, corrected filter

Figure 4.21: Mass flow is able to estimate until it becomes unstable at 44 s.
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4.3.3 Kalman filter 3

The estimated pressure and mass flow plotted together with the measured values are seen
in figure 4.22. The pressure is well filtered and estimated, while the estimate of the mass
flow has a steady state difference after the step in speed. Before the increase in speed the
mass flow estimate is slightly higher than the real value, with an error of approximately
2.1%. After the step occurs the estimate becomes smaller than the real value, and the
error increases to 9%. The innovation process also increases after the step, and it can be
observed from figure 4.24 that the kalman gains does become smaller after the increase
in speed giving less weight to the innovation process. This works well for the pressure
since the estimate still is correct, but the mass flow does suffer from being too small.

Figure 4.22: Measured vs estimated values.

Figure 4.23: Innovation process p− p̂.

72



Figure 4.24: Kalman gains. Pressure on top and mass flow at the bottom.

4.3.4 Kalman filter 4

The last filter used both downstream and plenum pressure as correctional terms. The
estimates and measured values are seen in figure 4.25. Again the mass flow has the same
error as in the third kalman filter, namely a steady state difference after the change in
speed. The pressure estimate also becomes a little low after the step, but the error is
approximately 0.2%. For the mass flow the error is about 1.77% before the step and
10.4% after the step occurs. Again it can be seen that the innovation processes does
become larger after the step, and the kalman gains decreases. From the gains in figure
4.27 it is observed that greater weight is put on the plenum pressure difference (gains K11

and K21) than the downstream pressure difference.

Figure 4.25: Estimated and measured pressure
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Figure 4.26: Innovation processes p− p̂ (top) and pc(w,N)− pc(ŵ, N) (bottom).

Figure 4.27: Kalman gains.
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4.4 Simulations recycling directly downstream

Both wf and wr were modeled as static by eqs. (3.44) and (3.46) during the first test, and
the only parameters to alter were L1 and L2, determining the sizes of the two imaginary
volumes on each side of the compressor in figure 3.9. The lengths were started at 10 cm
and increased to 40 cm, yielding the same steady-state and surge values as well as surge
phase as seen in the simulations of the compressor without recycle line. It was however
observed that the pressures p1 and p2 did have oscillation and increasing transient period
between surge and steady state as the volumes on each side of the compressor increased.
The two pressures are shown in figure 4.28 for lengths 20 cm and 40 cm. Some numerical
errors are here shown since the simulations were run before the step size was set to 10−6.
No specific trends were observed for the mass flows.

Figure 4.28: Pressures. Top: L1 = L2 = 20 cm. Bottom:L1 = L2 = 40 cm.

In the second test the inlet mass flow wf was modeled dynamically by eq. (3.45)
while the recycle flow was still modeled static. L1 and L2 were held at 20 cm, while the
length of the inlet pipe, L3 was increased from 50 - 150 cm. The transient periods both to
reach steady state initially and after surge were clearly dependent of the inlet pipe length.
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In figure 4.29 the pressures of volumes V1 and V2 are shown for pipe lengths 50 and 150

cm, and it is obvious that oscillations die slower the longer the inlet pipe becomes. The
plenum volume did not show any of the oscillations seen in the other two pressures. The

Figure 4.29: Pressures p1 and p2 with L3 = 50 cm (top) and L3 = 150 cm (bottom).

mass flow wf does also show small oscillations that lasts longer as the inlet pipe length
increases. This is especially obvious in the initial transient period as seen in figure 4.30.

The third simulation test used the static representation of wf while recycle mass flow
wr was described dynamically by eq. (3.48). L1 and L2 were still held at 20 cm while
the length of the recycle pipe was gradually increased from 80 - 160 cm. The only pres-
sure showing any oscillation at all in the transient area was p2, and there was hardly any
increase in the oscillation time. The mass flows showed no oscillations or trends.

In the last combination of different modeling schemes both inlet and recycle mass
flow were dynamical. Different combinations of pipe lengths were tested. Again the
length of L1 and L2 were held at 20 cm for most cases. It was also assumed that a change
in the transients would not be all that much affected by a change of these lengths, since
L3 made such a large impact in the second simulation compared to what L1 and L2 did
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Figure 4.30: Inlet mass flow wf with L3 = 50 cm (top) and L3 = 150 cm (bottom).

in the first. This assumption confirmed itself through the simulations, the parameter that
made impact on the transients was L3, with the same behavior that was seen in the second
simulation.

4.5 Simulations recycling from plenum

In figures 4.31 and 4.32 the results from simulating a compression system with feedback
taken from the plenum and a knock-out pot placed upstream the compressor are presented.
Initially the throttle valve is completely open, and the system is stable. After three seconds
the plenum valve chokes down and surge occurs, before the recycle valve opens after 6
seconds. When comparing these results to the ones obtained in chapter 4.1 and 4.4 it is
observed that the steady state pressure values of p1 and pp are lower than those seen in
figure 4.29, the same goes for the mass flows. When the system surges, the phase is 0.15

seconds, compared to 0.2 seen in the earlier simulations and measured in the compressor.
The shape of the oscillations are somewhat different to those observed in the compressor,
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this becomes especially clear in p1 and wc. The length of the inlet duct, L3, still makes an
impact in the transient periods.

Figure 4.31: Pressures p1 and pp.

Figure 4.32: Mass flows when recycling from plenum.

78



4.6 Simulations of generic component model.

The simulations of the generic component model did not yield any results explaining the
physics behind the suggested model. Termination due to infinite values of ẇout in eq.
(3.59) became a large problem, and the simulation was very sensitive to any changes in
set-points or parameters. The values obtained for win and wout were negative for the
few cases where the model was able to run. It was not possible to provoke surge in the
actual running simulations, even though the plenum throttle ut was closed completely.
The pressure did rise, but no oscillations of any kind occurred.

4.7 Simulations surge avoidance schemes

When changing the set point of the throttle valve from 100 to 30% the compressor went
into surge for approximately two seconds independently of what reference used to activate
the controller. Figure 4.33 shows that the mass flow crosses the surge line when ut is
choked down, but leaves surge again shortly after the recycle valve in figure 4.34 starts to
open. After 15 seconds ut is reopened, and the control valve closes as the working point
is back in the steady state area of the compressor map. Since there is nothing to do about
the valve dynamics, a movement of the surge avoidance line was tested to see ho far to
the right in the map one would have to be to avoid surge at such a drastic set point change.
The compressor did not avoid surge until the avoidance line was moved drastically into
the steady state area as seen from the red line of figure 3.13.

When the compressor is worked toward maximum utilization around the surge line,
and the set point changes are smaller the system avoids surge by activating the recycle
feedback. Also here the behavior of all three controllers yielded the same results. In
figure 4.35 and 4.36 the result of running the system with ut = 65% and choking it to
55% is seen. It becomes obvious that the controller is able to avoid surge, being that the
mass flow never crosses the surge line. No oscillations are detected in the states either.
Running this scheme with ur closed will set the system into surge.

Also changes in speed reference were simulated by applying N as a sine wave to the
system. Altering the frequency did not set the system into surge, and the amplitude of the
sine wave could also be increased up to almost the same size as the bias without reaching
surge. However, if the plenum throttle is chocked the avoidance system will react by
opening ur greatly. When ut was choked from fully open to 60% after 6 seconds, the
system does touch surge when the mass flow swings at its lowest, as seen in figure 4.37,
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Figure 4.33: Top: Mass flow (green) and corresponding surge line value (blue).

Figure 4.34: Recycle valve
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Figure 4.35: Top: Mass flow (green) and corresponding surge line value (blue).

Figure 4.36: Plenum pressure and mass flow
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where the speed isN = 12000sint+14500. When the throttle is re-opened at 15 seconds,
the pressure amplitude does decrease and the mass flow increases, but still touches into
surge at the lowest part of the oscillations.

Figure 4.37: Top: Mass flow (green) and corresponding surge line value (blue).
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Figure 4.38: Plenum pressure and mass flow.

The last challenge given to the compression system was steps in N , while ut was held
at 65%. In figure 4.39 the speed was changed from 12500 - 25500 rpm, and did not send
the system into surge. The control valve opens to approximately 15%.

83



Figure 4.39: Plenum pressure and mass flow with step in speed.
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Chapter 5

Discussion, conclusions and future work

5.1 Discussion results of kalman filters

Four kalman filters were developed, tuned and implemented. Filters 1,3 and 4 showed
over all good results. They filter the plenum pressure well, yielding better information
to a processing system than if the pure measurement was to be used. The mass flow es-
timates does have a steady state error of sometimes up to 10%, but given that these are
purly estimated by the observer this can be considered fairly good. All the estimated
steps in mass flow are faster than those measured, this is due to the faster change in the
measured pressures.

The first kalman filter results in an estimate of the pressure that is in the higher range
of the measurement, but if tuned differently it becomes more sensible to noise. The mass
flow also has a steady-state difference before the step occurs, but estimates the mass flow
very well after the change in speed. This observer was made based on the compressor
model using the direct measurement of the downstream pressure pcd, instead of the com-
pressor map. The model describes the behavior of the mass flow very well even though
it is a fairly easy description focusing only on the behavior in the duct downstream of the
compressor.

Filters 3 and 4 also filters the pressure measurement well and yields good results in
estimating the mass flow. However the difference between measured and estimated mass
flow is somewhat larger in these two cases than in the first. Both observers uses the com-
pressor map pc(w,N) to describe the mass flow. This description is more complex than
the one used in the first filter, but still a fairly easy model describing a complex system.
It is natural that there will be some modeling error, as seen in the simulations of the com-
pressor in chapter 4.1. When model errors occur, the kalman filter is likely to get a steady
state difference because it believes it is estimating the states correctly, and does nothing to
correct the error. In the third filter the plenum pressure was used as measurement, and the
filtering result was very good, as seen in figure 4.22. The correctional term then believes
that the estimate is also correct and does not apply any action to correct the steady state
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difference in the mass flow.
The second kalman filter was wrongly implemented and because of this easily became

unstable during implementation, even though the tuning results became fairly good using
the surge data. When the kalman filter was corrected it was able to estimate the mass
flow that during implementation became unstable. However, when tested on a different
set of data it did again become unstable. This leads me to believe that we are perhaps
not able to guarantee stability for this specific filter. During the simulation that did not
become unstable it was observed that a change in the mass flow estimate occurred in the
transient, but did not have any impact on pc(ŵ, N) at all. This draws attention to the com-
pressor map seen in figure 5.1. In the simulation scheme studied the speed was initially
12500 rpm and pc(w,N) ≈ pc(ŵ, N) = 1.05 ∗ 105 Pa. When the step in speed to 22500

rpm occurred, pc(w,N) became approximately 1.15∗105 Pa and the measured mass flow
value was 0.24 kg/s. These values in the compressor map is indicated by the blue circle
in figure 5.1. The estimate does not immediately start an increase, but falls significantly,
and reaches a value of 0.5 kg/s. The lowest mass flow is indicated by the red circle in the
compressor map. The estimate simply went to the wrong mass flow in the compressor
map initially. The set point in speed was changed and new values of pc(ŵ, N) was calcu-
lated, but during the transient period until pc(w,N) reached its correct value, the estimate
did not have enough information to know what mass flow value was the correct one for
the new pressure. This will be a general problem using this kalman filter, there is no way
to determine what direction in the compressor map the mass flow is headed during tran-
sients, and the filter can only guess based on knowledge of pressure level. This problem
makes the kalman filter useless in an online situation and emphasizes the need of enough
information from the system to uniquely estimate a state.
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Figure 5.1: Compressor map

5.2 Discussion recycle models

Three simulation models for a compressor with recycle loop were adjusted to the known
compressor and simulated. The first model recycled air almost directly downstream the
compressor while the other two retrieved recycle gas from plenum.

5.2.1 Model recycling directly downstream.

Through the tests performed on the model in figure 3.9 it does become clear that the
parameter yielding the most impact on the transients in the system is the inlet duct length
L3. This should be kept in mind when building the physical system. It is not likely that
the inlet duct will have a length of 150 cm considering the size of the room, but the pipe
length will still make an impact on the system even though the lengths are shorter. I doubt
that inlet mass flow can be modeled static in a simulation model, because there will be
dynamics in the real mass flow, as the compressor sets the air into rotation long before it
hits the impeller.

The two volumes V1 and V2 does not exist in reality, and are only introduced for
modeling purposes. The diameter of the ducts used in the lab are 70 mm, yielding L1 =
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L2 = 10 cm to perhaps be the best parameter guess of the simulations tested. The reason
this was not chosen during most simulations was trouble with numerical calculations
during the first test before step size was decreased. Still, it was not the up-and down-
stream volumes that had the most impact on the simulations, so the results would not be
different using a smaller length. One of the problems that may occur with the physical
system is that the flow picture in the volumes, especially V1, will be greatly disturbed
when the recycle valve is opened. This needs to be considered when choosing the length
of the inlet pipe L3 as well as the placement of PT-cells for measuring pressure.

5.2.2 Recycling from plenum

The motivation behind building a system with defined volumes up- and down-stream the
compressor was that this would match the mathematical descriptions more closely, as
well as be closer to the industrial systems described. The simulation model was build
to see if there would be any prominent differences from the previous system simulated.
The pressures were lower than observed when simulating the system recycling directly
downstream, this is mainly due to the relatively large volume situated upstream of the
compressor. When p1 becomes smaller, so does pp. The dynamics of the system does
change when using this model, especially the surging mass flow,wc, shows deviation from
that observed in the previous simulations. This is mainly due to the fact that we have a
new description of the plenum pressure pp, where it is dependent also on the recycle mass
flow. When the dynamic description of a system changes it can also be expected that
the dynamic behavior will change, and this is what we see through a smaller phase and
amplitude of the surge oscillations.

5.2.3 Generic component model

There were many uncertainties related to the generic component model suggested in eqs.
(2.52) - (2.58). First and foremost was the description of the mass flow in equation (2.53),
where ẇout is subtracted from the more familiar description of compressor mass flow. I
am having a hard time understanding the physics and reason for this description, and after
extensive search for literature explaining and backing this model failed, it was decided to
still try and implement the model to see if further understanding could be achieved. The
implementation of the model fitted to the compressor did fail, and since there were no
literature to help find errors, it was hard to determine if variables were placed in the
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wrong part of the compressor or if I needed another form of characteristics, using throttle
opening between 0 − 1 instead of 0 − 100%. I do not recommend using the model
suggested by Murphy et al. (1995) for modeling a surge avoidance system, unless more
theory and a better understanding can be achieved of the model. It was decided to not
spend any more time with this model, and focus on the more familiar descriptions instead.

5.3 Discussion surge avoidance simulations

Three PI-controller schemes were built and simulated for different possible situations the
compressor may meet. The controllers differed in what measurement they used as ref-
erence. There were no prominent differences detected in the resulting reaction from the
controller based on what measurement was used. All in all the controllers does work well
for some settings, but the scheme definitely shows shortcomings for certain cases. As
earlier mentioned I decided not to put too much effort into tuning, an chose a fairly ag-
gressive tuning strategy that was adequate for the purpose of avoiding surge. I do however
understand that tuning of controllers is a very important aspect of surge avoidance con-
trol, and that financially a lot of money can be earned by having a optimal surge avoidance
scheme, both in energy savings and production rate. An improvement of the PI-controller
could be using gain scheduling, where the controller gain is determined from the speed
of the motor or the change of rate in mass flow. This way the compressor can work closer
to its optimal values independent of what pressure and speed level in the compressor map
the working point is at.

The surge avoidance line was initially situated approximately 10% to the right of the
surge line, being that this was mentioned as a normal set-point for industrial compres-
sors. For control of small changes in set-points and speed close to the avoidance line this
worked fairly well and surge was avoided. However, for large changes in set points, being
for example an emergency shutdown or some other problem changing the system greatly,
the avoidance line was too close to the surge line. Running the simulation the compres-
sor did leave surge again as the recycle valve opened, but it may be that in reality surge
can not be afforded at all. A compressor is normally not set as a single stage isolated
system, and if one part becomes unstable this may effect production and safety of more
than only the compressor. The avoidance line had to be moved radically to the right in
the compressor map to avoid surging when large set-point changes in the throttle valve
occurred. For the pure purpose of keeping the system stable this is ok, but the problem
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with such a solution is the extreme conservatism concerning the control valve during nor-
mal production. Moving the avoidance line far away from the surge line will result in a
more aggressive control, and much energy will be lost controlling the recycle valve. Also
the production rate will fall drastically, which may not be an option in some industries.
This leads us into a discussion of choosing control valves as well as reconsidering the
avoidance scheme initially chosen. In chapter 2 it was mentioned that there is different
demands to control valves being if they are for normal control or handling great changes
in a system. This is exactly what we see in the controller simulations performed. The
control valve that is available is subject to a transport delay as well as first order dynam-
ics, meaning that it will not be able to open the instant a set point is changed, but it will
reach a requested set point fairly exactly after some time. When there is great risk of the
system surging we need a valve that reacts fast and fully opens very quickly. This is the
main reason why many companies chooses to run a double recycle scheme with different
valves, one ensuring normal control by recycling cooled gas, and one hot-recycle emer-
gency valve. There is only one recycle valve available for the laboratory compression
system, and being placed in the room it is now, I do not see that a double recycle loop
is an option. A decision then needs to be made either to replace the recycle valve with a
faster one, or to develop a different control algorithm ensuring the system does not surge
even though great set-point changes occur. One could start by moving the avoidance line
approximately 25% to the right of the surge line, which is the other end of the suggested
area of 10−25% gap between the two lines. However, this would not be enough to ensure
stable results for all set-points, so a control algorithm implemented on the system should
be able to handle the great changes as special cases. In the controller scheme simulated
attention was not brought to the start-up sequence a compressor goes through, when this
also is a case different from normal control, as well as dependant of surrounding systems.

5.4 Discussion practical aspects of building and modeling
the recycle loop.

The compressor with measurements as is today was presented in figure 3.2. For the pur-
pose of keeping the system as unchanged as possible we want to keep the measurement
points that are already there today such that observers and control systems already built
will continue to function also after the recycle loop is added. This way both active surge
and surge avoidance schemes can be implemented and tested on the system. The model
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that recycles air directly downstream of the compressor is suggested as a basis for building
the feedback. The intersection downstream should then be placed after the measurement
of pcd. Upstream it was earlier suggested to keep the intersection as close to the inlet as
possible to create a uniform flow picture toward the compressor.

To be able to verify simulation models, observers and control schemes, we will need
measurements of the two pressures p1 and p2. I am not sure what way is the most correct
to measure the pressures in the intersection where the flow picture will be far from one
dimensional. One suggestion is to measure the pressure directly underneath the intersec-
tion, another is to use one pt-cell on each side of T-section, see figure 5.2. Hopefully the

Figure 5.2: T-sections with suggestions to pressure measurement.

two modeled volumes where we measure p1 and p2 can be set to values of the same size as
the real volumes in the intersection of the recycle pipe, being approximately 0.00013m3.
This equals a length of L1 = L2 = 7cm which is the same as the pipe diameter, but this
is not certain and one needs to be aware that these volumes may be very different in the
resulting simulation model since they strictly are imaginary.

Also, the inlet mass flow wf should be investigated thoroughly when the system is
build. Observing that the inlet mass flow did make such an impact on the system, it could
be an idea to either measure the inlet flow directly or study it through the measurements
of p1.

When the recycle valve is open we do not have a measurement of the mass flow
through the compressor, wc, but rather the flow that is not recycled wd in the model today.
It is not likely that the measurement point of mass flow should be moved, and the need
for an estimate of wc is therefore prominent. Initially the hope was that the kalman filter
estimating mass flow based on downstream measurement, kalman filter 1 in chapter 3.3.1,
could be used. This may be the case when the system is built and the model fully iden-
tified, however I suspect that a different filter will yield better results. The model of the
compressor that was used in the first kalman filter was based on the difference between
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the downstream pressure pcd and plenum pressure pp. The length between the two was
fairly long, and we were able to measure the two pressures distinctively. The model of wc
when we add the recycle loop, will then calculate the difference between two pressures
physically close to each other, namely pcd and p2. I am concerned if this in reality will
yield two distinct measurements, being so close to each other, and that verification of the
estimate may become hard. I would suggest using the observer that uses both pp and pcd as
correctional terms, kalman filter 4 in chapter 3.3.4, mainly due to the fact that it did yield
good results and that it utilizes more available information than the other observers. The
dependency of a good simulation model is obvious, and the compressor characteristics
should also take temperature change into account.

5.5 Conclusions

A continuous extended kalman filter can be used to estimate pressure and mass flow in a
centrifugal compression system with duct, plenum and throttle. The observer will work
properly given that there is enough information retrieved from the system through mea-
surements to uniquely estimate all states. Using a kalman filter online to estimate states
for the purpose of system control, such as active surge control or surge avoidance, will
work as long as the observer works. However one needs to be aware that there may occur
small steady state errors in the estimates if the model is not completely correct.

When modeling a compression recycle system where a T-section is placed down-
stream of the compressor and no physical up- and down-stream volumes are available,
a static description of the recycle mass flow can be used for simulation purposes. The
inlet mass flow will however differ greatly depending on what description is used, and the
inlet pipe length will make an impact on the transient behavior, especially of the pressure
up-stream the compressor. Concluding from the simulations performed on the system it
is recommended to keep the length of the inlet pipe, L3 in figure 3.9, as short as possible
before it connects with the recycle mass flow. The hope is then that the flow picture seen
from the compressor is more one-dimensional as assumed when modeling a compres-
sion system. When modeling two imaginary volumes on each side of the compressor one
needs to carefully consider the placement of the pressure measurement instruments so
that measured values reflects the simulated pressures p1 and p2. Even though there are no
real volumes available it is concluded that this is a starting point to model the laboratory
compressor, mainly because it is a model used in the industry and presented thoroughly
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in theory.
Due to the physical space in the laboratory it is concluded that building a recycle loop

from the plenum is not an option, even though compared to models of industrial recy-
cle systems this realization would probably be more realistic with regards to the physical
volumes. An important aspect to keep in mind when the model is build physically is that
the solution chosen will have effects on todays system. This became very obvious when
building a model recycling from plenum, and emphasizes the importance of a pre-study
before building the model. We want to keep the system as close to the model it has today
because of the research that is already put into it with active surge control.

5.6 Suggestions to future work

I have now performed a pre-study on a system that is to be built for later educational
purposes. A goal is to ensure that the resulting plant is able to show both active surge
control and surge avoidance. The compressor was initially build for active surge control,
so we want to avoid interfering too much with this system. The idea is then that the
compressor should work in the same way as without a recycle line when the recycle valve
is closed. There is a lot of work remaining before the compression system is at this stage,
and I therefore suggest the following as a continuation to this thesis.

• Build recycle loop on laboratory set-up.

• Decide how to measure needed variables, perform system identification to obtain
correct dynamics and parameter sizes, and develop a simulation model for the sys-
tem. This should also contain energy balances describing the temperature changes.

• Implement kalman filter and improved surge avoidance scheme for the recycle
model.
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Appendix A

Results implementation, Case 2

This is a presentation of the results from the implementation of kalman filters for com-
pressor without surge control feedback when the speed is at N = 22500 rpm and the
throttle ut is chocked from 100 - 60 %. Being that the second kalman filter was wrongly
implemented and will not ensure unique estimate, the results are discarded.

Figure A.1: Kalman filter 1: Estimated and measured states

Figure A.2: Kalman filter 1: Innovation process p− p̂.
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Figure A.3: Kalman filter 1: Kalman gains, pressure at top and mass flow at bottom.

Figure A.4: Kalman filter 3: Estimated and measured states.

Figure A.5: Kalman filter 3: Innovation process p− p̂.
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Figure A.6: Kalman filter 3: Kalman gains, pressure at top and mass flow at bottom.

Figure A.7: Kalman filter 4: Estimated and measured states.

Figure A.8:
Kalman filter 4: Innovation processes p− p̂ (top) and pc(w,N)− pc(ŵ, N)

(bottom).
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Figure A.9: Kalman filter 4: Kalman gains.
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Appendix B

Results implementation, Case 3

This is a presentation of the results from the implementation of kalman filters for com-
pressor without surge control feedback when the throttle opening is being held at 60%
and the speed N is decreased from 25500 - 12500 rpm. The compressor did go shortly
into surge during the deceleration. Being that the second kalman filter was wrongly im-
plemented and will not ensure unique estimate, the results are discarded.

Figure B.1: Kalman filter 1: Estimated and measured states

Figure B.2: Kalman filter 1: Innovation process p− p̂.
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Figure B.3: Kalman filter 1: Kalman gains, pressure at top and mass flow at bottom.

Figure B.4: Kalman filter 3: Estimated and measured states.

Figure B.5: Kalman filter 3: Innovation process p− p̂.
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Figure B.6: Kalman filter 3: Kalman gains, pressure at top and mass flow at bottom.

Figure B.7: Kalman filter 4: Estimated and measured states.

Figure B.8:
Kalman filter 4: Innovation processes p− p̂ (top) and pc(w,N)− pc(ŵ, N)

(bottom).
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Figure B.9: Kalman filter 4: Kalman gains.
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Appendix C

Results implementation, Case 4

This is a presentation of the results from the implementation of kalman filters for com-
pressor without surge control feedback when the speed is at N = 12500 rpm and the
throttle ut is opened from 60 to 100 %. Being that the second kalman filter was wrongly
implemented and will not ensure unique estimate, the results are discarded.

Figure C.1: Kalman filter 1: Estimated and measured states

Figure C.2: Kalman filter 1: Innovation process p− p̂.
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Figure C.3: Kalman filter 1: Kalman gains, pressure at top and mass flow at bottom.

Figure C.4: Kalman filter 3: Estimated and measured states.

Figure C.5: Kalman filter 3: Innovation process p− p̂.
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Figure C.6: Kalman filter 3: Kalman gains, pressure at top and mass flow at bottom.

Figure C.7: Kalman filter 4: Estimated and measured states.

Figure C.8:
Kalman filter 4: Innovation processes p− p̂ (top) and pc(w,N)− pc(ŵ, N)

(bottom).
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Figure C.9: Kalman filter 4: Kalman gains.

108



Appendix D

Test plan recycle system

The recycle model developed in chapter 3.4.1 was tested for different combinations of
mass flow models and pipe lengths presented in tables D.1 to D.4.

Test 1: Static wr and wf 1 2 3 4 5 6
L1 10 20 30 30 10 40
L2 10 20 30 10 30 40
L3 X X X X X X
L4 X X X X X X

Table D.1: Test 1, 6 different length combinations tested.

Test 2: Static wr and dynamic wf 1 2 3 4 5 6
L1 20 20 20 10 20 30
L2 20 20 20 10 20 30
L3 50 100 150 30 30 50
L4 X X X X X X

Table D.2: Test 2, 6 different length combinations tested.

Test 3: Dynamic wr and static wf 1 2 3 4
L1 20 20 20 10
L2 20 20 20 10
L3 X X X X
L4 80 110 160 110

Table D.3: Test 3, 4 different length combinations tested.
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Test 4: Dynamic wr and wf 1 2 3 4 5 6 7
L1 20 20 20 20 20 20 10
L2 20 20 20 20 20 20 10
L3 50 100 150 50 50 150 50
L4 110 110 110 80 160 160 110

Table D.4: Test 4, 7 different length combinations tested.
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Appendix E

Testing of valve characteristics

In order to understand and develop a transfer function of the dynamics of the valves used
in the laboratory set-up, different set-point changes in valve opening was applied to the
throttle valve, and the step was then measured. The data was filtered using a Butterworth
filter and matlab function filtfilt. All measurements are added to the disc together with a
script for plotting the data.

The different steps are presented in table E.1. In figure E.1 the measured result of
a step from 0 − 100% is seen, while figure E.2 shows the step from 100 − 0%. When
opening the valve from closed to fully opened, a time delay of approximately 2.5 seconds
and opening time of 6 seconds was the average. Closing the valve completely yielded a
delay of 1 second and closing time of approximately 3 seconds. When going from 50% to
either closed or fully opened, the time delay was drastically smaller at 0.3 seconds. The
time to open from 50 − 100% was approximately 3 seconds, which was half of what it
took to open from 0− 100%

Test number Step change Number of tests
1 0-100 9
2 100-0 9
3 0-50 9
4 50-0 9
5 50-100 9
6 100-50 9

Table E.1: Test data gathered from valve.
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Figure E.1: Step in valve, 0− 100%.

Figure E.2: Step in valve, 100− 0%.
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Appendix F

Contents of added disc.

This table serves as an overview of the contents on the added disc. The user of the disc
is strongly advised to use the ecxel-table "Contents of cd" found on the root of the disc to
obtain a full understanding of specific folders.

Root folder Sub folder Description
Compressor without recycling Simulation model

Kalman Filters data02032007 Measurement data
Run Kalman Filters Simulation model

Recycling directly downstream Simulation model
Recycle From Plenum Simulation model

Generic Component Model Simulation model
Surge Avoidance Control Mass Flow Reference Simulation model

Pressure Reference Simulation model
M and P Reference Simulation model

Valve test data Measurement data

Table F.1: Contents of cd
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