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A multi-scale computational methodology based on the density functional theory and molecular
dynamics has been used to investigate the rheological properties of super critical CO2 with CuO
nano-particle (NP). Density functional theory which treats the electron density as the central variable
has been used to explore the adsorption of CO2 molecules on the two most stable CuO surfaces [i.e.,
(111) and (011)] at absolute zero. The results of this theory would provide valuable information to
make CuO NPs with the surface where the CO2 adsorption is maximum in order to have a stronger
mono-layer of adsorbed CO2 molecules on the surface of the NP which is the most crucial factor in
formation of a stable nanofluid. The results show that the CO2 molecule is adsorbed more strongly
on the (011) surface with an adsorption energy of −99.06 kJ/mol compared to the (111) surface. A
computational methodology based on molecular dynamics has been used to evaluate the enhancement
of the rheological properties of the super-critical CO2 liquid based nanofluid at different temperatures
and pressures. In this scale, first, the CO2 liquid has been modeled by employing the condensed-phase
optimized molecular potentials for atomistic simulation studies (COMPASS) force field potential and
the fluid properties computed are in excellent agreement with the literature and experiment values.
Second, the nanofluid has been modeled in order to study the enhancement of the fluid properties with
the CuO NPs. The charged optimized many-body force field potential has been employed to consider
the effect of the charge transferring between the NPs and liquid molecules and breaking of existing
bonds and the formation of new bonds. The COMPASS force field potential is also employed for the
interactions between CO2 molecules. The combination of these potentials is quite a new approach
for the study of the super-critical (SC)-CO2 based nanofluid. The results show that the viscosity of
the SC-CO2 is enhanced between 1.3 and 2.5 times under the temperature and pressure conditions
studied. Published by AIP Publishing. https://doi.org/10.1063/1.5053571

I. INTRODUCTION AND BACKGROUND

Enhancement of rheological properties of different kinds
of fluids has gained considerable attention in recent years.1–6

Nano-particles (NPs) are introduced as a useful element for this
purpose to enhance thermo-physical, chemical, rheological,
and physiochemical fluid properties.

There are different applications for the enhancement of
fluid properties with NPs in lubrication,7 biological,8 oil and
gas,9 and chemical industries.10 For example, in the energy-
based system, the viscosity of the fluid plays an important
role for heat transfer and fluid transport. The higher viscosi-
ties of the fluid provide an excellent condition in dissipating
heat in the coolant systems. The other example is related to the
super-critical (SC) CO2 liquid injection in oil reservoirs which
results in lower CO2 mobility that could reduce problems
with poor macroscopic sweep efficiency in the oil reservoirs.
Therefore, the design of an economic CO2 thickener remains

a)Authors to whom correspondence should be addressed: rasoul.
khaledialidusti@ntnu.no; mishra lu@hotmail.com; and afrooz.barnoush@
ntnu.no

an extremely relevant research topic for CO2-Enhanced Oil
Recovery (EOR). Besides their high cost, the efficiency of
thickeners such as polymers, foams, and gels is not satisfac-
tory due to the long-term stability which is difficult to maintain.
The use of NPs instead of surfactants to stabilize CO2 by form-
ing a nanofluid may overcome the long-term instability and
surfactant adsorption loss and high cost issues that affect the
efficiency of CO2-EOR processes.

Nanofluids are mainly characterized by the fact that Brow-
nian agitation overwhelms any settling motion due to gravity.
Undesirably, particle collision can lead to the agglomeration
process so that particles up to micron-size are produced. Due
to their weight, such particles cannot be maintained in suspen-
sion by Brownian agitation and they settle out of suspension.
However, if the particles have a sufficient high repulsion,
the suspensions will exist in a stable state. Thus, a stable
nanofluid is possible as long as the van der Waals (vdW)
interactions between the NPs are decreased. For stable nanoflu-
ids, the repulsive forces between the particles must be domi-
nant and this would be provided by a stronger mono-layer of
adsorbed CO2 molecules on the surface of the NP which is
the most crucial factor in the formation of a stable nanofluid.
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Evaluating the thickening of CO2 using NPs and forming a
CO2 based nanofluid which might have more appropriate rheo-
logical properties is challenging. The choice of the appropriate
NP composition in which the CO2 molecules are attached more
strongly on the NP surface is the most crucial point in realizing
this vision.

The experimental investigation of the SC CO2 liquid based
nanofluid requires high pressure equipment that makes these
analyses very expensive. Therefore, the multi-scale computa-
tional modeling of such systems would provide a great oppor-
tunity to study the different fluid properties (e.g., viscosity) at
very low and high pressures and temperatures that could not
be tested before.

In order to understand the physics behind the NP sur-
face interaction with fluid molecules, it is necessary to study
the system at the atomic scale, where the size is in the order
of nanometers (nm). Quantum mechanics (QM) equations of
the electronic structure, the so-called ab initio calculations,
are the most accurate of all molecular modeling approaches
to study the interaction of fluid molecules with the solid sur-
faces. This approach is based on the solution of Schrödinger’s
wave equation which requires no empirical and previous exper-
imental parameters. However, even the best QM modeling
methods [i.e., Density Functional Theory (DFT)] are limited
to around 103 atoms and to dynamics simulations of a few
picoseconds. Molecular Dynamics (MD) modeling might pose
the limitation of the DFT approach by modeling the motion
of a system of particles with respect to the forces that are
obtained from DFT calculations. These methodologies are not
as simple as they seem and they require a deep understand-
ing of the theories behind them and of the physiochemical
interactions with thermo-physical boundary conditions. There
are a lot of algorithms and mathematical models that must
be considered in order to model the accurate behavior of the
systems.

In this study, we use ab initio–quantum mechanics guided
nanoparticle selection combined with atomistic simulation
for calculating the rheological properties of the nanofluid.
We study the interactions of CO2 molecules with different
CuO surfaces by solving the quantum mechanics equations
of the electronic structure. Ab initio QM has been employed
to investigate the role of crystal orientations of CuO on the
CO2 chemisorption energy in order to find the orientation
where the CO2 adsorption is stronger. This will reveal the
most promising CuO surface for the NP to make the CO2

based nanofluid. Then, the cylindrical NP has been modeled
with the cross sections, which provide the surface that has
the stronger chemisorption energy. Further atomistic simula-
tions of liquid CO2 interactions with nanoparticles with the
most promising surface will be performed using MD methods
to study the rheological SC-CO2 based nanofluid properties
at different thermodynamic states. The results from ab initio
QM would be helpful to make a nanofluid with a stronger
mono-layer of adsorbed CO2 molecules on the surface of the
NP, which is the most crucial factor in formation of a stable
nanofluid.

For MD modeling, the condensed-phase optimized molec-
ular potentials for atomistic simulation studies (COMPASS)
force field11 has been employed for the CO2 molecules and

the charged optimized many body (COMB) force field12,13

has been employed for the CuO NP and CO2 molecule inter-
actions, in which the parameters are well determined based on
the ab initio QM calculations. The surface energies, thermal
properties, and defect formation enthalpies are also in good
agreement with the ab initio QM calculations. These potentials
would provide a great possibility to take the effect of the mul-
tiple oxidation states of Cu in a metal oxide bond formation.
They would also provide a way to capture the effect of the flex-
ibility for changing the state of metal-metal and metal-oxide
bonds during the interaction. Therefore, compared to previous
studies, applying these potentials would mimic a more realistic
and reasonable condition for the base SC-CO2 fluid including
CuO NP.

Various studies were performed for the simulation of the
nanofluid; however, most of the studies were applied for study-
ing the NP dispersion in an inert fluid (i.e., argon)1–4 and
water5 and with different common force fields used in MD
simulations such as Lennard-Jones (L-J),14 Buckingham,15

Embedded-Atom method (EAM),16 Tersoff,17 and Reactive
Empirical Bond Order (REBO).18 For example, Sankar et al.2

and Li et al.1 investigated a nanofluid system including the
Cu NP with the base fluid of argon by the help of EAM and
L-J potentials. Rudyak and Krasnolutskii4 carried out work
on aluminum and lithium NPs with liquid argon using the L-J
potential and they showed the effect of the size and material
of the NP on the viscosity. Loya and Ren5 worked on the rhe-
ological properties of water including CuO NP; however, the
COMB potential was applied rather than the commonly used
MD force fields. Rudyak and Minakov6 studied the viscosity,
thermal conductivity, and heat transfer properties of nanofluids
using the L-J potential.

The objective of the present study is the enhancement of
the thickening of SC-CO2 using the CuO NPs and forming
a CO2 based nanofluid which can improve, for example, the
volumetric sweep efficiency compared to conventional CO2-
EOR methods in the oil reservoirs or the efficiency of the
energy-based systems for other applications.

II. COMPUTATIONAL METHODOLOGY
A. Ab initio QM (DFT) modeling

Spin-polarized periodic DFT calculations have been per-
formed using the Vienna Ab initio Simulation Package (VASP)
with a plane-wave basis set19–22 to find the highest chemisorp-
tion energy of the CO2 molecule on the different CuO surfaces
at absolute zero. The DFT+U23 methodology and the for-
malism of Dudarev et al.23 have been employed since this
methodology with an appropriate U can accurately describe
the CuO structure. The exchange-correlation effects have
been described within the generalized gradient approximation
(GGA) using the functional of Perdew, Burke, and Ernzerhof
(PBE).24,25 The Ueff value is selected for the localized 3d elec-
trons of Cu, where Ueff = U− J, i.e., the difference between the
Coulomb U and exchange J parameters. To optimize the geom-
etry, a conjugate gradients’ technique has been applied with
an iterative relaxation of the atomic positions with the residual
forces acting on the atoms of 0.01 eV/Å and a total energy
convergence of 10−5 eV per unit cell. A very small Fermi
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smearing of 0.01 has been employed for this semiconductor
(i.e., CuO) and the CO2 molecule since the extrapolation of
the total energy to absolute zero is only valid for metals with
a continuous density of states (DOS) at the Fermi level.26

Chemisorption energy of CO2 onto different CuO orien-
tation has been calculated as follows:

1. Optimizing bulk structure (i.e., CuO)

In order to obtain the best match of the bulk structure with
the experiments, first, the unit cell geometry has been created
by the Atomic Simulation Environment (ASE),27 as shown
in Fig. 1. Atomic structures for DFT calculations have been
visualized using Visualization for Electronic and STructural
Analysis (VESTA).28

Then, different planewave cutoff energies and k-point
grids have been tested to reach the total energy convergence
of 1 meV. The results are shown in Appendix A. Based on
the results obtained, an energy cutoff of 500 eV has been
employed and the Brillouin zone has been sampled using a
9 × 9 × 9 Monkhorst-Pack29 k-point mesh for the primitive
cells of CuO. These dense grids and the energy cutoff for the
plane-wave basis set ensured an accurate description of prop-
erties that are influenced by sharp features in the density of
states. This plane-wave cutoff has been kept constant for all
the calculations; however, the number of k-points has been
varied with the size of the unit cell.

The CO2 adsorption on copper oxide has been investigated
extensively using DFT based techniques.30–33 In this study,
in order to find the best match of the bulk unit cell with the
experiments, different Ueff have been tested and the lattice
parameters, magnetic moments (µB), and bandgap (Eg) values
have been compared with the experimental values (Table I).
Total DOS with different Ueff are shown in Fig. 2. As can
be seen, at Ueff = 0 eV, there is no bandgap and the DOS is
smeared across the Fermi level with no magnetic states on
the Cu atoms; however, in semiconductors, there must be an
energy gap between the occupied and unoccupied states. The
results show that both the bandgap and the magnetic moment
are increased with the Ueff values and the best agreement with
the experimental values is obtained at the Ueff = 7 eV. It is
worth noting that Ueff = 7 eV not only reproduces an accurate
bandgap and magnetic moment for CuO but also results in
a good match of structural parameters.34–37 Our results are
in reasonable agreement with the previous work of Mishra
et al.34 and Nolan and Elliott,38 where they evaluated the effect
of the Ueff value on Cu–O distances, magnetic moments, and

FIG. 1. A schematic of CuO bulk structure in side view (left) and top view
(right). Blue and red spheres represent Cu and O atoms, respectively.

bandgaps. Ekuma et al.39 suggested a Ueff value of 7.14 eV
using the PBE+U methodology; we repeated our calculations
with this suggested Ueff value, but no substantial modifications
were detected in any of the parameters.

2. Relaxing surface

After optimizing the bulk structure, the surface cell has
been cleaved with enough layers to get bulk properties of
the adsorbent (i.e., CuO), and a vacuum slab large enough
to accommodate the adsorbate molecules (i.e., CO2) has been
added. Different slabs, vacuum thickness, and a number of
relaxed layers have been tested to reach the energy conver-
gence of 1 meV. The energy is converged with a 5 × 5 × 1
Monkhorst-Pack29 k-point mesh for the (1 × 1) surface cells
including a slab of four layers with the uppermost two layers
free to move while the two bottom layers has been kept fixed at
the bulk geometry. The cell dimensions have also been fixed.
The vacuum region of 15 Å above the surface has been con-
sidered which is large enough to avoid interactions between
the periodic slabs. [There are 16 Cu and 16 O atoms in a
(1 × 1) surface slab.]

In order to evaluate the highest chemisorption energy of
the CO2 molecule on the CuO surfaces, two different most
stable, low index CuO surfaces [i.e., (111) and (011)] have been
focused. Three different possible magnetic orderings of the
atoms in the surfaces (i.e., bulk-like, line-by-line, and layer-by-
layer) have been investigated, and the energy of the optimized
surfaces (Esurf) has been calculated.

The bonding distance and atomic arrangements of the
surface structures have been changed after relaxation. Fig-
ure 3 shows the (011) and (111) CuO surface structures after

TABLE I. Lattice parameters (a, b, c, and β), Cu–O and O–O distances (dCu–O and dO–O), bandgap (Eg), and
magnetic moment (ms) for CuO bulk: comparing the calculated quantities by DFT+U at different Ueff values with
experimental results.

Ueff (eV) a (Å) B (Å) C (Å) β (deg) dcu–O (Å) dO–O (Å) Eg (eV) ms (µB)

0 4.5961 3.4647 5.1005 100.21 1.921 2.602 . . . 0
3 4.6393 3.4231 5.1051 99.61 1.937 2.609 0.45 0.53
5 4.6523 3.4111 5.1041 99.29 1.949 2.609 0.96 0.61
7 4.6627 3.4095 5.0978 99.48 1.948 2.612 1.53 0.67
9 4.6829 3.3879 5.1036 99.17 1.950 2.615 2.22 0.73
Experiment34–37 4.6837 3.4226 5.1288 99.54 1.951 2.625 1.4–1.7 0.65–0.69
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FIG. 2. Total density of states of CuO with DFT+U. Black perpendicular
dashed line shows the Fermi energy, and the distance between the other dashed
lines and Fermi energy shows the bandgap at different Ueff values.

relaxations. In this figure, a (2 × 2) supercell structure has
been illustrated in order to visualize the bonding and atomic
arrangement in a more clear way.

3. Optimizing complete system
(adsorbate and adsorbent)

After calculating the surface energy, the adsorbate
molecule (i.e., CO2) has been added on top of the surfaces.
Then, the geometry has been optimized, and the energy of the
optimized geometry (Esurf+mol) has been calculated. As shown
in Fig. 4, the top layer of the surfaces consists of different
atomic sites (O and Cu). The energy has been evaluated by
placing the CO2 molecule on top of these sites parallel and per-
pendicularly with different orientations of the CO2 molecule
in order to find the lowest energy which is the most possible

place to adsorb the CO2 molecule. Symmetry constraints have
not been applied in the optimization; in particular, the CO2

molecule allows reorienting and moving freely away laterally
and vertically from the initial site to find the minimum energy
adsorption structure.

Long-range dispersion forces have been taken into
account with the electron correlations for the long-range inter-
actions (DFT-D2) method of Grimme40 that are responsible
for van der Waals (vdW, dispersive) forces and are required
for the accurate description of the interactions between the
CO2 molecule and CuO surfaces. The CO2 molecule freely
moves in all directions and reorients to reach the minimum
energy adsorption.

The CO2 adsorption has been studied on a (2× 2) supercell
in the two surfaces in order to avoid the interaction between
neighboring CO2 molecules due to the periodic condition. In
order to illustrate the point, one of the configurations of CO2

adsorption on the (011) CuO surface, as an example, is shown
in Fig. 4. The other configurations are explained in detail in
the following.

4. Optimizing adsorbate molecule

In order to calculate the energy of the free adsorbate (i.e.,
CO2) molecule, the adsorbent (i.e., CuO) surface has been
removed and the isolated molecule has been optimized in the
same cell, sampling only the gamma-point of the Brillouin
zone with the same parameters described for the surfaces.
Then, the energy of the optimized system (Emol) has been
calculated.

FIG. 3. Representation of the side view
for the relaxed CuO surfaces and the slab
vacuum. A (2× 2) supercell is shown for
a clear visualization. Left: CuO(011);
right: CuO(111). Blue and red spheres
represent Cu and O atoms, respectively.

FIG. 4. Representation of one of the
relaxed complete systems. Left: side
view; right: top view. Blue and red
spheres represent Cu and O atoms,
respectively, while O and C atoms of the
CO2 molecule are represented by yellow
and brown spheres, respectively.
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5. Calculating adsorption energy

After calculating the final energies of the steps explained
above, the chemisorption energy of the CO2 molecule has been
calculated from the relation below to find the surface with the
strongest adsorption,

Eads = Esurf+CO2 − (Esurf + ECO2 ). (1)

Based on this definition, negative and positive adsorption
energies specifiy an exothermic and endothermic adsorption
process, respectively.

Ideally, a high performance adsorbent adsorbs the CO2

molecules with the adsorption energies in a range of 40–80
kJ/mol.41 Based on these criteria, a major objective of DFT
calculations is to find a higher-performance surface between
these two surfaces.

B. MD modeling

A Large-scale Atomic/Molecular Massively Parallel Sim-
ulator (LAMMPS) molecular dynamics simulator has been
used to evaluate the rheological SC-CO2 fluid properties.42,43

Molecular modeling of SC-CO2 fluid is challenging and
requires a careful treatment due to the fairly weak intermolec-
ular interactions. Therefore, to conduct atomistic simulations
of SC-CO2, it is really crucial to apply a generic and accurate
force field. Several models have been proposed so far to capture
the thermodynamic behavior of the SC-CO2 liquid;44–46 how-
ever, some of them underestimate the inter-molecular forces
in condensed phases. In this study, the COMPASS force field,
as one of the most reliable models which provides an accu-
rate inter-atomic and inter-molecular interactions, especially
in condensed phases,11 has been applied for SC-CO2 model-
ing in different temperatures and pressures. In this force field,
the total energy is calculated by the contributions of bond
stretching, angle deformation, cross-coupling of bond-bond
and bond-angle, and non-bonded interactions including the
electrostatic and van der Waals (vdW) terms. All the param-
eters required for the force field can be found in the paper
published by the developer of COMPASS.11

The system including pure SC-CO2 has been carefully
examined with the experimental thermo-physical parameters.
The unit cell with the cell dimensions of 10 nm is initially filled
with CO2 molecules with different densities depending on the
phase behavior parameters (i.e., temperature and pressure).

Charge-group-based cutoffs are applied for the calcula-
tion of the non-bonded interactions for both vdW and elec-
trostatic terms. The particle-particle particle-mesh (pppm)
solver47 is applied at each time step to compute long-range
Coulombic interactions. The tail corrections are also added
for the vdW interactions using neutral groups.48 The cut-
off values are usually in a range of 9.0 and 10.0 Å in the
cases.

Molecular modeling of the systems including different
bonding types (i.e., metallic, covalent, ionic, and vdW) is
more challenging. Electron density calculation using DFT can
resolve this problem, but it is quite computationally expensive
for the scale of the nanostructures. Atomic-level simulations
are not able to calculate the electron density variation; however,
some force field potentials were developed to capture the over-
all effects of the electronic degrees of freedom. These force
fields provide the ability for bond breaking and new bond for-
mation without simulating the electrons themselves, for exam-
ple, Tsuneyuki et al.,49 Van Beest et al.,50 and Tersoff51–53

in which the charge of the Coulomb interactions are fixed.
These potentials are less robust and reliable in the systems
that need charge adjustment in response to changing system
conditions. In order to capture the charge variation effect in
these kinds of systems, some other force fields are also devel-
oped to provide a variable charge transfer scheme and form
a bridge between quantum chemical and empirical force field
calculations. For example, the reactive force field (ReaxFF)54

is one of the most applicable variable charge transfer schemes;
however, it cannot cover the full range of bonding types oper-
ating in a wide range of systems. Recently, a more robust and
flexible reactive force field (Charge-Optimized Many-Body;
COMB)12 has been developed in which the atomic charges
are allowed to change dynamically with the changing system
condition and can capture the effect of the full range of bonding
types.

In this study, the interaction parameters between the CuO
NP and CO2 molecules have been modeled using the COMB
potential12 that includes both charge transfer and the many-
body interactions and can provide a flexibility and power for
modeling the systems including the full range of bonding
types. There is one cylindrical CuO NP in the systems includ-
ing CO2 molecules (see Fig. 5) under different SC conditions.
Atomic structures for MD calculations have been visualized
using Open VIsualization TOol (OVITO).55 The base surface

FIG. 5. Schematic of the initial state
of molecular dynamics simulation. Left:
Pure SC-CO2. (Color scheme: O = red,
C = dark brown). Right: CuO NP in liq-
uid SC-CO2. (Color scheme for CuO
NP: Cu = red, O = dark brown).
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TABLE II. Initial SC-CO2 liquid density and the number of CO2 molecules at different temperatures and
pressures.

Case #1 Case #2 Base Case Case #3 Case #4
P = 200 bars P = 200 bars P = 200 bars P = 150 bars P = 250 bars
T = 350 K T = 410 K T = 380 K T = 380 K T = 380 K

Density (g/cm3)56 0.61 0.35 0.46 0.31 0.55
#CO2 molecules 15 591 8871 11 679 8022 14 022

of the CuO NP has been generated with the radius of 1 nm of
the surface which has competitively stronger adsorption based
on the DFT results. The height of the cylindrical NP has been
considered to be 2 nm so that the base surfaces, lateral surface,
and volume of the NP are 6.28 nm2, 12.57 nm2, and 6.28 nm3,
respectively. In order to mimic the initial volume fraction of
the NP about 1%, the dimension cells has been considered to
be 8.56 nm in all directions for all the cases.

The NP has been constructed with 650 copper and oxygen
atoms, while a different number of CO2 molecules have been
initially applied at different SC conditions based on the exper-
imental average-number density at the given temperature and
pressure. The details are listed in Table II.

The velocity Verlet method,57 with a 1 fs time step for
the pure SC-CO2 system and a 0.2 fs time step for the SC-
CO2 system including the CuO NP, has been applied as the
integrator in all simulations.

In all the cases, first, the system has been pre-equilibrated
for 150 ps at the desired temperature by carrying out the
isothermal NVT canonical ensemble for the system of atoms
initially arranged in a perfect structure lattice. Second, the
isothermal-isobaric NPT ensemble has been carried out at
the desired temperature and pressure. This ensemble has been
applied for 150 ps and 500 ps, respectively, for the pure SC-
CO2 system and the system including the CuO NP in order
to reach the equilibrium thermodynamic state. Then, the aver-
age densities and thermo-physical properties (i.e., viscosity
and diffusion) of the systems are calculated by averaging over
200 ps trajectory. The methods used to calculate viscosity and
diffusion have been explained below.

1. Viscosity

The Green-Kubos (GK) formula58 has been used to calcu-
late the shearing viscosity of the system in which the viscosity
can be related to the correlation functions of the correspond-
ing tensor in thermal equilibrium. In the GK formula, first, the
stress autocorrelation function [SAFC; Cη(t)] is calculated as
follows:

Cη(t) =
〈∑

x<y
Pxy(t)Pxy(0)

〉
. (2)

Pxy refers to an independent component of the stress in the xy
direction; however, there are other off-diagonal components
of the stress tensor (i.e., Pxz and Pyz) that are used for the shear
viscosity calculation. The brackets 〈. . .〉 denote an average
over an equilibrium ensemble. Then, the viscosity is calculated
by the integration of SAFC over time,

η =
V

KBT

∫ ∞
0

Cη(t)dt, (3)

where η is the viscosity and V, T, and KB are the volume of the
system, temperature in Kelvin, and the Boltzmann constant,
respectively.

2. Self-diffusion coefficient

The self-diffusivity is different from the transport-
diffusivity. The self-diffusivity describes the random motion
of a molecule in the absence of any gradients that would
cause a mass flux. The self-diffusion coefficient (D) of
the systems is calculated using the Einstein relation59 as
follows:

D =
1
6

lim
t→∞

d
dt

〈
(ri(t) − ri(0))2

〉
, (4)

where ri(t) is the position of the center of mass of the molecules
i at time t, ri(0) is the initial position, and 〈(ri(t) − ri(0))2〉

indicates an ensemble average which is the mean square dis-
placement (MSD). According to Eq. (2), the slope of the MSD
is proportional to the diffusion coefficient of the diffusing
atoms in the canonical ensemble. So, by taking the slope of
the trajectories of the line of calculated MSD over the averag-
ing period, the diffusion coefficient has been calculated. The
calculated MSD as a function of time together with the fit to
the Einstein relation for the Base Case (as an example) system
including pure SC-CO2 liquid and SC-CO2 based nanofluid is
discussed in Appendix B.

Indeed, the self-diffusion coefficient is a parameter that
would be affected with the system-size effects and this coef-
ficient must be corrected for the system-size effects; however,
relatively few MD studies take this into consideration. The
system-size effects on the accurate calculation of the self-
diffusion coefficient would not be crucial for the relative large
system sizes (i.e., more than 1000 molecules) or bigger cut-
off radii of the force field potential. In the current study, the
system-size effects on the self-diffusion coefficient have been
evaluated and the results showed that the system size con-
sidered is large enough to avoid affecting the self-diffusion
coefficient calculation.

III. RESULTS AND DISCUSSION

In Sec. II, the details of the computation methodology are
described. In this section, the results of the study have been
explained.
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A. Ab initio QM (DFT) modeling

As stated, three different possible magnetic orderings of
the atoms in the surfaces (i.e., bulk-like, line-by-line, and layer-
by-layer) have been investigated to calculate the energy of the
optimized surfaces (Esurf). The results of the surface energies
with the three different magnetic orderings show that these two
surfaces [i.e., (011) and (111)] are most stable in the bulk-like
magnetic ordering, so this magnetic ordering has been applied
for the chemisorption energy calculations. The results of the
surface energies with the three different magnetic orderings
show that these two surfaces are most stable in the bulk-like
magnetic ordering, so this magnetic ordering has been applied
for the chemisorption energy calculations. The results show
that the CuO(111) surface with a calculated surface energy
of 0.76 J/m2 is more stable than the CuO(011) surface with a
surface energy of 0.94 J/m2.

As discussed earlier, the CO2 adsorption has been stud-
ied by placing the molecule on top of the atomic sites of the
surfaces, parallel and perpendicularly, with different possible
directions. The results of DFT show that the CO2 molecule
repels from the surface when it is placed perpendicularly to
the O sites of the surfaces or close to the Cu sites with every
direction. However, it binds to the O sites of the surfaces,
exothermically and endothermically, when it is placed parallel
to the surface on top of these sites.

Generally, the results show that the (011) surface has
comparatively stronger adsorption than the (111) surface. Dif-
ferent bindings and chemisorption energies calculations on
the (011) and (111) surfaces are explained in the following,
respectively.

1. CuO(011) surface

As shown earlier in Fig. 4, there are two oxygen (one of
them is upper) and two copper atoms in the top layer. The

results show that the strongest binding is created by placing
the CO2 molecule parallel to the surface in the y-direction on
the upper O atoms on the surface (configuration A) with the
adsorption energy of −99.06 kJ/mol (see Fig. 6) (exothermic
adsorption).

The second strongest binding is created by placing the
CO2 molecule parallel to the surface in the x- and y-directions
on the lower O atoms on the surface (configuration B) with the
adsorption energy of −86.1 kJ/mol (see Fig. 7) (exothermic
adsorption.)

The third strongest binding is created by placing the
CO2 molecule parallel to the surface in the x-direction on
the upper O atoms on the surface (configuration C) with the
adsorption energy of −61.7 kJ/mol (see Fig. 8) (exothermic
adsorption).

2. CuO(111) surface

As discussed earlier, the CuO(111) surface also consists
of two oxygen (one of them is upper) and two copper atoms
in the top layer (see Fig. 4). The strongest binding is created
when the CO2 molecule is placed parallel to the surface in
the x- and y-directions on the upper O atoms on the surface
(configuration A) with the adsorption energy of −76.2 kJ/mol
(see Fig. 9) (exothermic adsorption).

The second strongest binding is created by placing the
CO2 molecule parallel to the surface in the y-direction on
the lower O atoms on the surface (configuration B) with the
adsorption energy of 24.1 kJ/mol (see Fig. 10) (endothermic
adsorption).

The third strongest binding is created by placing the
CO2 molecule parallel to the surface in the x-direction on
the lower O atoms on the surface (configuration C) with the
adsorption energy of 11.9 kJ/mol (see Fig. 11) (endothermic
adsorption).

FIG. 6. Optimized adsorption config-
uration of the CO2 molecule on
CuO(011) for configuration A. Left:
side view; right: top view. Blue and
red spheres represent Cu and O atoms,
respectively, while O and C atoms of the
CO2 molecule are represented by yellow
and brown spheres.

FIG. 7. Optimized adsorption config-
uration of the CO2 molecule on
CuO(011) for configuration B. Left:
side view; right: top view. Blue and
red spheres represent Cu and O atoms,
respectively, while O and C atoms of the
CO2 molecule are represented by yellow
and brown spheres.
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FIG. 8. Optimized adsorption config-
uration of the CO2 molecule on
CuO(011) for configuration C. Left:
side view; right: top view. Blue and
red spheres represent Cu and O atoms,
respectively, while O and C atoms of the
CO2 molecule are represented by yellow
and brown spheres.

FIG. 9. Optimized adsorption config-
uration of the CO2 molecule on
CuO(111) for configuration A. Left:
side view; right: top view. Blue and
red spheres represent Cu and O atoms,
respectively, while O and C atoms of the
CO2 molecule are represented by yellow
and brown spheres.

The results of DFT calculation show a significant struc-
tural change in the CO2 molecule and energy adsorption with
different configurations on the CuO(011) and CuO(111) sur-
faces. The energies of adsorption and geometrical parameters
are summarized in Table III.

Long-range dispersion forces have been taken into
account with the electron correlations for the long-range inter-
actions that are responsible for vdW forces and are required
for the accurate description of the interactions between the
CO2 molecule and CuO surfaces. In order to highlight the

importance of applying vdW forces, the chemisorption ener-
gies have also been calculated without considering vdW forces
(see Table S1 in the supplementary material).

As stated earlier, the adsorption energies of CO2 in a
range of 40–80 kJ/mol41 are ideal for a high-performance
adsorbent. Based on the results calculated, the CuO(011)
clearly and more strongly adsorbs the CO2 molecules than
the CuO(111). Therefore, the CuO NP has been con-
structed with the cross sections that provide the CuO(011)
surface.

FIG. 10. Optimized adsorption con-
figuration of the CO2 molecule on
CuO(111) for configuration C. Left:
side view; right: top view. Blue and
red spheres represent Cu and O atoms,
respectively, while O and C atoms of the
CO2 molecule are represented by yellow
and brown spheres.

FIG. 11. Optimized adsorption con-
figuration of the CO2 molecule on
CuO(111) for configuration B. Left:
side view; right: top view. Blue and
red spheres represent Cu and O atoms,
respectively, while O and C atoms of the
CO2 molecule are represented by yellow
and brown spheres.

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-149-028846
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TABLE III. Adsorption energies and representative geometrical parameters of a CO2 molecule adsorbed at the (011) and (111) surfaces of CuO.

Surface Bonding type Eads (kJ/mol) d(C–O1) (Å) d(C–O2) (Å) α(OCO) (deg) d(C–OSURF) (Å) d(O1–CuSURF) (Å) d(O2–CuSURF) (Å)

CO2 (gas phase) . . . 1.176 1.176 180 . . . . . . . . .

(011)
Config. A �99.1 1.280 1.246 130.4 1.415 2.028 . . .

Config. B �86.1 1.275 1.449 133.2 1.415 1.977 2.425
Config. C �61.7 1.253 1.259 132.3 1.445 1.253 1.259

(111)
Config. A �76.2 1.291 1.215 133.4 1.471 1.927 . . .

Config. B 24.1 1.220 1.270 134.4 1.535 . . . 1.981
Config. C 11.9 1.223 1.276 134.7 1.490 . . . 1.956

B. MD modeling

In this section, first, the density, viscosity, and diffusion
of the system including the pure SC-CO2 calculated from MD
simulations have been compared with the results obtained
from the literature and experimental studies in order to val-
idate the procedure of modeling. Second, these properties
have also been evaluated for the SC-CO2 system includ-
ing the CuO NP in different thermodynamic conditions to
study the effect of the CuO NP on the rheology properties of
SC-CO2.

The fundamental characteristics of aggregation and the
population density between the atoms in a system can be ana-
lyzed by calculating the probability of finding a particle versus
the distance from another particle. The radial distribution func-
tion (RDF) which is a useful tool to describe the structure of
a system would provide this capability.

The intermolecular C–O pair correlation function for the
SC-CO2 liquid system calculated at different thermodynamic
conditions in this study has been compared with the work of
Aimei et al.60 in Fig. 12. The essential features of the pair
correlation functions are the position of the first peak and min-
imum. As can be seen, these features of the calculated RDF are
in excellent agreement with those of Ref. 60. The first neigh-
bor C–O distance is around 4.1 Å, and the first minimum is
around 6.1 Å. The deviation between the results is mainly due
to the different thermodynamic conditions.61

FIG. 12. A comparison between the radial distribution function of C–O cal-
culated for the SC-CO2 liquid system in this study at different thermodynamic
conditions and the one presented at 318 K by Aimei et al.60

Figure 13 shows the results of the calculated density
of the isothermal and isobaric pure SC-CO2. The calcu-
lated densities are compared with experimental data,56 and
as can be seen, the agreement between these two data sets is
excellent.

Figure 14 shows the results of the calculated viscosity
of the isothermal and isobaric pure SC-CO2. The calculated
viscosity has been compared with the correlation equation
developed by Fenghour et al.62 The calculated viscosity shows
a similar trend with the correlation equation which is increased
with pressure and is decreased with temperature. However,
there is a slight deviation between them, which might be
observed for the viscosity calculation by atomistic scale mod-
eling. This is mainly because of the time correlations between
the stress tensors at varying time intervals and time integration
of the correlation data over a long time.

To the best of our knowledge, there were no experimen-
tal values for the self-diffusion coefficient in the conditions
examined in this study. However, there were experimental
measurements in other conditions. Figure 15 compares the
self-diffusion coefficient of the SC-CO2 calculated with the
COMPASS force field employed in this study and the experi-
mental studies performed by Etesse et al.63 and Groβ et al.64

The self-diffusion coefficient of the SC-CO2 was measured at
the two isotherms 323 and 348 K at pressures ranging from
100 to 500 bars. It was also measured at 373 K in the pressure
range from 300 bars to the top. The self-diffusion values cal-
culated in this study show a very excellent agreement with the
trend of the measured values.

After the validation of employing the COMPASS force
field potential for the SC-CO2 modeling and the procedure
of the viscosity, density, and self-diffusion coefficient calcu-
lations, the CuO NP described above has been added to the
system. The COMB force field potential has been employed
for the interaction of the NP and CO2 molecules, as stated
earlier.

Figure 16 shows the adsorption of the CO2 molecules by
the CuO NP at the end of the simulation for the Base Case
(as an example). In this figure, a mono-layer of adsorbed CO2

molecules on the surface of the NP can be clearly seen.
As mentioned earlier, RDF would provide the agglomer-

ation and diffusion status of the system. Figure 17 shows the
intermolecular pair correlation functions for Cu–C of the NP
and CO2 molecules. This would be helpful for more compre-
hensively understanding the aggregation and bonding distance
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FIG. 13. A comparison between the
densities of the SC-CO2 liquid simu-
lated with COMPASS potential in this
study at different temperatures (left) and
pressures (right) and those measured
with the experiment.56

FIG. 14. A comparison between the viscosities of the SC-CO2 liquid simulated with COMPASS potential in this study at different temperatures (a) and pressures
(b) and those calculated by the correlation equation developed by Fenghour et al.62

between the CuO NP and CO2 molecules during interaction
kinetics at different thermodynamic conditions. It is worth
nothing that the results here are the average of the probability
of finding the C atoms versus distance from all the Cu atoms
included in the NP and are not only for the Cu atoms of the
NP surface.

The results show the first neighbor Cu–C distance around
2.15 Å and the minima around 2.37 for all the conditions.
Then, the second peak which is larger occurred around 2.48 Å
and is followed by the minima between 2.7 and 2.8 Å. It can
also be seen that the relative density of the CO2 molecules
to the average density of the system at 10 Å distance from
the NP is converged between 2.59 and 3.63. This is 2.59
at 250 bars and 3.63 at 150 bars. This clearly shows the
aggregation of the CO2 molecules around the CuO NP at

FIG. 15. A comparison between the self-diffusion coefficient of the SC-CO2
liquid simulated with COMPASS potential in this study and those measured
with experiment: (a) 323 K (Etesse et al.63), (b) 348 K (Etesse et al.63), and
(c) 373 K (Groβ et al.64).

different thermodynamic conditions which is higher at lower
pressures. There is a minor difference between these values at
different temperatures.

The results of the relative self-diffusion coefficient and
the viscosity of the CuO NP-CO2 system to the reference CO2

system are shown in Fig. 18.
The variation of the relative viscosity with temperature

at 200 bars shows that CuO NP has a greater impact on the
enhancement of the viscosity of the reference CO2 at higher
temperatures. As can be seen, it is enhanced almost 1.3, 1.5,
and 1.8 times at 350, 380, and 410 K, respectively. However,
Fig. 14(a) shows that the viscosity of the reference CO2 system
decreases with temperature.

FIG. 16. Schematic of the last state of molecular dynamics simulation of a
CuO NP in liquid SC-CO2. (Colour scheme for the CO2 molecule: O = red,
C = dark brown, and for CuO NP: Cu = red, O = dark brown).
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FIG. 17. Radial distribution function for the SC-CO2 based nanofluid simu-
lated in this study at different conditions.

The self-diffusion coefficient is a fundamental transport
property which is required for understanding the thermo-
physical behavior (e.g., viscosity) of SC-CO2. The diffusion
coefficient describes the capacity of atoms to diffuse into other
atoms; accordingly, this would help examine the viscosity as
well as the agglomeration condition existing in the system
with different thermodynamic conditions. The results of the
pure SC-CO2 (Fig. 15) illustrate that the diffusion coefficient
is increased with temperature because of the molecular col-
lision and random harmonic motion between the molecular
bonds that dominate the excitation of atoms, which leads to an
increase in the kinetic energy of the system that augments the
molecular movement. This is completely what we expected
based on the thermodynamic rules.

In the system including the NP, the dependency of the rel-
ative self-diffusion coefficient to the temperature in Fig. 18(a)
illustrates again the relative viscosity enhancement with tem-
perature. However, the results surprisingly show that the rel-
ative self-diffusion coefficient, which describes the ability of
a CO2 molecule movement among the other molecules in the
system, is decreased with temperature at the same pressure.
This confirms that the NP could attract CO2 molecules around
it and prevent them from diffusing into each other. In fact,
the results of the relative viscosity and the self-diffusion coef-
ficient suggest that the fluid properties are highly enhanced
with temperature by the CuO NP.

Despite the direct relation of the relative self-diffusion and
viscosity with temperature at 200 bars, it has not been observed
with pressure at 380 K. As can be seen in Fig. 18(b), the relative
viscosity is almost enhanced 2.5 times at 150 bars and then this
enhancement is decreased to 1.5 times at 200 bars and again
is increased to almost 2.1 times at 250 bars. However, it is
worth noting that the viscosity for the pure SC-CO2 system
is enhanced in a direct relation with pressure [see Fig. 14(b)].
This unclear trend for the relative self-diffusion coefficient
and the relative viscosity enhancement might be due to the
changing parametric conditions and the volume fraction of the
NP. The transport coefficients of the nanofluid depend not only
on the NP size and material but also on the volume fraction
of the NP so that the viscosity would enhance more with the
volume fraction of the NP.

The results of the relative self-diffusion coefficient show
again an opposite trend with the relative viscosity, which is a
confirmation for the calculated relative viscosity.

The isothermal-isobaric ensembles (NPT) in which the
number of atoms (N), pressure (P), and temperature (T) are
fixed in the system are the most important and complex ensem-
bles that are applied in this study to have a system with the
desired thermodynamic conditions. In this ensemble, the vol-
ume of a system must be allowed to fluctuate in order to
maintain a fixed internal pressure. Then, we may view an
isobaric system that is compressed or expanded uniformly in
response to instantaneous internal pressure fluctuations such
that the average internal pressure is equal to an external applied
pressure.

It is worth noting that the results (Fig. 19) show that the
volume fraction is varied between 0.9 and 1.0 in all equilib-
rium thermodynamic states studied. It can be seen that the
volume fraction of the NP is not maintained constant at differ-
ent thermodynamic states due to the change in the volume of
the simulation box in order to fix the pressure of the system.
This is mainly because different amounts of CO2 molecules
are adsorbed around the NP under different thermodynamic
conditions which leads to the compression of the total volume
of the system at the final equilibrated pressure. The pressure
reached the equilibrium and desired value in all cases before
calculating the thermodynamic properties.

The results show a direct trend with temperature [see
Fig. 19(a)] so that it is increased from 0.9 at 350 K to 0.96
at 410 K; however, it is not seen with pressure [see Fig. 19(b)].

FIG. 18. Normalized self-diffusion coefficient (red lines) and normalized viscosity (blue lines) of the CO2 based nanofluid at different temperatures (a) and
pressures (b).
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FIG. 19. Volume fraction of the NP at equilibrium thermodynamic state of different temperatures (a) and pressures (b).

As can be seen in Fig. 19(b), the volume fraction of the NP is
0.94 at 150 bars and then is decreased to 0.91 at 200 bars and
again to 0.99 at 250 bars. For having this manner of change,
it is worth noting that the ability of the NP for CO2 molecule
adsorption would change with thermodynamic conditions, and
what we observe is that the total volume of the system is more
compressed in P = 200 bars; however, it is not that significant
compared to P = 150 bars.

IV. CONCLUSIONS

The present study elucidates the idea of calculating the
rheological properties of super critical CO2 with CuO NP
using a multi-scale computational framework. Nanofluids are
fundamentally characterized by the fact that Brownian agita-
tion overcomes any settling motion due to gravity. Undesir-
ably, particle collision can lead to the agglomeration process
whereby large, sometimes up to micron-sized, particles are
produced. Thus, a stable nanofluid is possible as long as van
der Waals interactions between NPs are decreased. For sta-
ble nanofluids, the repulsive forces between particles must be
dominant, and this would be provided by a stronger mono-
layer of adsorbed CO2 molecules on the surface of the NP
which is the most crucial factor in the formation of a stable
nanofluid.

For selection of the most appropriate NP composition to
develop a stable nanofluid, first, we studied the bulk CuO
properties such as lattice constants, bandgaps, and magnetic
moments based on the DFT+U methodology. Second, we
studied the interaction of CO2 molecules with two different
CuO surfaces [i.e., (011) and (111)] by solving the quantum
mechanics equations of the electronic structures at absolute
zero. Next, we have performed analyses of the geometries
and electronic properties of CO2 adsorption on the surfaces
of CuO, with a correction for the long-range dispersion inter-
actions. The results show that the CO2 molecule is adsorbed
more strongly on the (011) surface with an adsorption energy
of −99.06 kJ/mol compared to the (111) surface. These cal-
culations provide useful information to make CuO NPs where
the CO2 adsorption is maximum.

Then, a computational methodology based on the MD is
used to evaluate the rheological properties of the nanofluid in
different thermodynamic states. The pure SC-CO2, first, has
been modeled by employing the COMPASS force field poten-
tial. The results of the density, viscosity, and self-diffusion

show excellent agreement with the literature and experimental
values. In the following, the SC-CO2 based nanofluid has been
modeled in order to study the effect of the CuO NP with the vol-
ume fraction of 1% on the enhancement of the fluid properties.
The COMB force field potential is employed for simulating the
CuO NP and the interaction between the CO2 molecules and
the NP surface. This potential is a variable charge force field
and contains many-body effects that allow for the breaking of
the existing bonds and the formation of new bonds. The COM-
PASS force field potential is also employed for the interactions
between CO2 molecules. The combination of these potentials
is quite a new approach for the study of the SC-CO2 based
nanofluid. The results show that the viscosity of the SC-CO2

is enhanced between 1.3 and 2.5 times under the conditions
studied by adding the CuO NP. These methodologies applied
in this study can be used for studying the rheological proper-
ties of the SC-CO2 based nanofluid carrying other metal oxides
such as TiO2 and Al2O3.

SUPPLEMENTARY MATERIAL

See supplementary material for calculated chemisorption
energy of a CO2 molecule at the (011) and (111) surfaces
of CuO with and without taking into account the long-range
interactions of van der Waals (vdW, dispersive) forces.
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APPENDIX A: PLANEWAVE CUTOFF ENERGY
AND k-POINT GRID CONVERGENCE
FOR THE CuO BULK STRUCTURE

Since the total energy of the system is a function of the
planewave cutoff energy and the k-point grid, these compu-
tational tools must be converged to calculate accurate results.

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-149-028846
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FIG. 20. Left: planewave cutoff energy; right: k-point grid convergence for the CuO bulk structure.

Generally, the larger amount of the planewave cutoff energy
and the higher number of sampled points lead to more accurate
results; however, the computational cost will increase drasti-
cally, especially by increasing the number of k-points. For this
reason, balancing of the convergence with the computational
cost has been attempted. Here, the results of the planewave cut-
off energy and k-point grid convergence for CuO bulk structure
have been shown in Fig. 20.

APPENDIX B: SELF-DIFFUSION COEFFICIENTS
CALCULATED FROM MOLECULAR DYNAMICS
SIMULATION

As stated in the paper, the self-diffusion coefficient can
be calculated from molecular dynamics simulation. The pro-
cedure of the calculation is to take a slope of the trajectories
of the line of the calculated MSD over the averaging period.
Here, the slope lines fitted to the calculated MSD as a function
of time for the Base Case (as an example) system includ-
ing pure SC-CO2 liquid and SC-CO2 based nanofluid are
shown in Fig. 21. The start time of the averaging period is
shifted to zero. The same procedure has been applied for the
other conditions of temperature and pressure to calculate this
coefficient.

FIG. 21. The fitting results to the Einstein relation for the self-diffusion coef-
ficient calculation as a function of time for the Base Case system including
pure SC-CO2 liquid and SC-CO2 based nanofluid.
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