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#### Abstract

This study focuses on compiling students' response-time allocated to answer correctly or wrongly, their self-regulation, as well as their satisfaction from content, in order to explain high or medium/low learning performance. To this end, it proposes a conceptual model in conjunction with research propositions. For the evaluation of the approach, an empirical study with 452 students was conducted. The fuzzy set qualitative comparative analysis (fsQCA) revealed five configurations driven by the admitted factors that explain students' high performance, as well as five additional patterns, interpreting students' medium/low performance. These findings advance our understanding of the relations between actual usage and latent behavioral factors, as well as their combined effect on students' test score. Limitations and potential implications of these findings are also discussed.
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## 1 INTRODUCTION

Online assessment tests are a typical and popular format for the evaluation of knowledge acquisition [1,19]. In general, testing procedures are treated by the teachers worldwide as "diagnostic tools" to gradually mark their students' progress on the course and measure the learning gain, i.e., the learning performance[5]. It is common practice to use tests to measure academic performance, since they setup a preamble of students' overall achievements on a specific course; grades are required at the end of the course and they are critical to the students' academic success. Thus, tests could be regarded as a "mean" to early distinguish students who are likely to achieve high or dropout.

The existing methods (i.e., Classical Test Theory and Computerized Adaptive Testing) have provided well-established testing formats. However, assessment tests have received comprehensive criticism; chasing grades may distract students from deeper learning [51], yet good grades do not necessarily reflect mastery [8] and put academic honesty in question, since they are conducive to cheating [1]. Gaining in-depth insight of students' interactions and seeking for explanation of their actions in testing contexts is a demand to further interpret the test result, and the overall learning gain and performance.

Towards understanding students' behavior during assessment tests, prior studies have contributed by holistically exploring students' response-time, i.e., by analyzing the amounts of time the students allocate on test items [24]. It was claimed that response-time should be treated as a fixed predictor [48]. It was also suggested that considering additional students' attributes beyond response-time - might provide more concise prediction of their score [53]. The investigation of symmetric dependencies between goal expectations, correctness of answers, responsetime and performance, provided encouraging findings [31]. Selfregulatory strategies and motivation [ $2,3,15,20$ ], content validity and satisfaction from assessment items [9,14,25,36], demographic backgrounds [22] and personality traits [29] have been identified as factors that affect learning performance as well.

However, it is quite unclear which combinations of the previously identified factors better explain the obtained assessment outcome. The goal of this study is to build on complexity theory and to seek for specific patterns and configurations that foretell and explain students' performance and achievement level on assessment tests. Thus, the following research question guided this study:

RQ: What configurations of response-time, self-regulation and students' satisfaction from the test's content lead to high or medium/low learning performance?

Determining these configurations is expected to advance our knowledge on why students act the way they do in assessment tests and how their scores reflect both their learning and actions, resulting to a more concise interpretation of performance.

To address the research question, it is crucial to use an analysis technique that can explore and identify important interrelationships amongst variables. In this study, we employ fuzzy set qualitative comparative analysis (fsQCA) [37], a striking alternative to traditional variance-based approaches [52]. When fsQCA is applied together with complexity theory, researchers have the opportunity to gain deeper and richer perspectives on their data [13,17,35,52]. In the technology enhanced learning context, fsQCA suits for explaining complex combinations and interdependencies between various forms of learning analytics and performance data, and can lead to interpreting the observed learning outcome [34,35,40]. Here, the detected asymmetries between the identified factors expand the results from previous studies [31] that elaborated on symmetric relationships and contribute to better explaining performance.

The reminder of the paper is organized as follows: next section briefly reviews the most relevant work and develops the propositions of this study. Section 3 outlines the research methodology and section 4 demonstrates the results. Finally, section 5 elaborates on the findings, limitations and possible implications, and summarizes conclusions drawn.

## 2 RELATED WORK, CONCEPTUAL MODEL, AND RESEARCH PROPOSITIONS

Explaining the students' learning performance and achievements is a timeless research topic. Over the past decades, several studies have reported results for addressing this objective, with respect to students' response-time [16,31], self-regulatory factors [ 15,36$]$, as well as non-cognitive students' perceptions $[7,42]$. This section briefly reviews relevant literature for identifying the core factors to be further explored regarding their capacity to be combined for reasoning students' performance; i.e., all measures to be used in this study are carefully extracted from prior related work. We outline the underlying conceptual model along with the research propositions regarding these factors.

### 2.1 Response-time and behavioral factors for explaining students' performance

Scholars from the fields of Psychometrics and Intelligent Tutoring Systems have extensively explored time-related factors and investigated their appropriateness for explaining students'
behavioral aspects during assessment [23]. For example, response-time were associated to lack of test-taking motivation and guessing behavior, coded in time-driven students' testtaking effort $[6,41,50]$. Results have shown that students tend to be more engaged in the beginning of a session, while guessing behaviors are more likely to occur when students are less engaged [2]. No direct relation of response-time to test score was found, though $[6,16]$. The result from exploring the efficiency of using students' previous response-time for directly predicting the correctness of their next actions and test score was statistically insignificant [53]. However, exploring indirect dependencies between correctness of answers, goal expectations, response-time and performance provided promising results [31].

From a different perspective, response-time was associated to pacing [18]. Although the studies that associate efficient use of available time with performance are limited, time-management seems to reduce the need to game test completion strategies [4]. Usually, lack of time-management can create a bad cycle for performance in the test, whereas, good time-management implies gaining control over the items and eventually, less stress. Thus, more items will probably be answered correctly, which is likely will be reflected on the test score. Indeed, high achieving students often exhibit strong time-management skills [26].

Time-management has been regarded as a self-regulation strategy. In general, self-regulatory strategies are acknowledged as significant predictors of students' overall performance and academic success [3]. In fact, high achieving students tend to demonstrated more self-regulatory skills [15,20]. Results from exploring the adoption of self-regulation for prediction of performance $[20,44]$ indicate that reviewing responses and efficiently using the available time are the strategies that (during testing) affect test score more, whereas goal expectations are more predictive of performance prior to taking the test [20].

Moreover, students' perceived comprehensibility of the test items was explored regarding its effect on test result: since the test items are designed to measure knowledge acquisition, their validity and clarity are critical for students' response strategies [ $9,14,43]$. If students understand the items and are satisfied from them, they are more likely to be successful [36]. Clarity of content was proposed as a determinant of student satisfaction [21,49]. This subjective perception of how well a learning item meets the student's expectations for learning and supports success [25] may help refine our insight on the test result.

However, response-time, self-regulation, or satisfaction exclusively can be unreliable to explain performance. Nonetheless, the existence of limited results throughout the literature, as mentioned above, suggests that more research is necessary on the interpretation of learning outcome, along with new methods that will offer fresh insight into the existing literature. The present study takes a different methodological approach by implementing configurational analysis.

## 2.2 fsQCA in technology enhanced learning and learning analytics

In Technology Enhanced Learning (TEL), a typical approach to knowledge construction is to evaluate innovative technologies
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empirically with user studies. In most of the cases, such evaluation is driven by front-loaded research questions/ hypotheses and concludes into the acceptance or rejection of the front-loaded assumptions. To do so, many studies in TEL analyse data using variance-based approaches such as analysis of variance (ANOVA) or multiple regression analysis (MRA). Using these methods, it is possible to examine net effects between variables, and conceptually each statistical test offers a single solution/model to explain the observed outcome. The key advantage of such methods is their ability to test hypotheses, whereby researchers use the method to test an assumption and obtain a single concrete assessment (e.g. mean, p-value, etc.).

Although learners with different characteristics may form different sub-groups within a sample, these sub-groups have the potential to be analysed in-depth and receive targeted and learner-centric design recommendations. For example, if in a sample we have performance data for participants, one possible configuration would be "learners with high response time, who spent a lot of time each day with system A and had taken similar courses in the past". Intuitively, when we consider the different configurations in our sample independently, it is likely that different configurations may lead to the same or to different outcomes. The inability of quantitative methods to account for such "relativist flexibility" in analysis has been a weakness that we often account for through qualitative data such as interviews.

Conversely, fsQCA has been designed to embrace the notion of configurations, and the fact that different ways of slicing the data may tell different stories. The main benefit of the technique is that it can identify multiple unique configurations that explain a large part of the sample. While variance-based approaches also explain parts of a sample, it is often the case that their models have a relatively low $\mathrm{R}^{2}$ value, meaning that the model explains or predicts only a portion of the sample [52]. In such cases, it can be beneficial to use fsQCA to identify multiple configurations that jointly explain a much larger portion of the sample. As such, fsQCA explains certain parts of the sample that otherwise would had been considered as outliers. This is an important methodological difference: fsQCA can help us identify how to design learning technologies for all [34,35], unlike variancebased methods that test competing models to identify the fittest.

### 2.3 Conceptual Model and Research Propositions

Apparently, much of the research into response-time has endeavored to identify item factors and human factors that determine and affect the students' response-time strategies in testing conditions $[16,18,31,53]$. It was claimed that responsetime should be treated as fixed predictor, because time-limit may affect students' performance [48]. Nonetheless, response-time only reflect the time-spent on individual items and do not tell the full story about how students complete a test.

To this end, self-regulation is expected to provide additional evidence regarding students' behavioral strategies. However, although reports of self-regulation in prior research have been found to be predictive of learning performance [54], very little is
known about the role of self-regulation in test performance, and thus, estimating whether students' test outcomes are influenced by the use of a self-regulatory strategy is still an open issue[20]. Among the key self-regulatory processes expected to affect test performance are goal expectations, self-monitoring (reviewing responses), and time-management [26,44].

Moreover, students' satisfaction from content has been acknowledged for reflecting the consistency between expected gain and the actual experience [25]; more research is required in how perceived clarity of content influences performance.

This study posits that there is a synergy among selfregulation (goal expectations, time-management), response-time and satisfaction from content (perceived clarity of content) in predicting students' learning performance. Indeed, there is not one unique, optimal, configuration of such values. Instead, multiple and equally effective configurations of causal conditions exist, which may include different combinations of selfregulation, response-time and clarity of content. Depending on how they combine they may or may not explain students' high or medium/low performance. High performance refers to the presence of a condition, and medium/low to the absence of the condition. The absence is examined as the negation of a condition (i.e., not present), thus we examine the non-high performance, that is medium/low performance. This approach allows the identification of asymmetrical relations among the examined factors and the outcome.


Figure 1: Venn diagram of the conceptual model.
To conceptualize these relationships, we propose a theoretical model (Figure 1) illustrating three constructs, their intersections, and the outcome of interest. On the left we present selfregulation (i.e., time management, goal expectancy), responsetime (i.e., time to answer correctly and time to answer wrongly), and satisfaction from content (i.e., students' perception about the clarity of content). On the right, the outcome of interest is presented, that is students' performance on assessment tests. The overlapped areas represent possible combinations among factors, that is, areas that one factor may exist together with the other factors. Furthermore, to identify such patterns of factors in complex systems dedicated to educational measurement and assessment of learning (e.g., Computerized Adaptive Testing systems implementing complex Item Response Theory - IRT solutions for large-scale high-stakes tests [47]), formulating
hypotheses, common in variance based methods that are framed as correlational expressions, does not allow for a holistic approach that will lead to the identification of multiple solutions.

Indeed, in configuration theory approaches, research propositions are formulated as causal recipes to capture the different combinations among factors, and theoretically specify which should be present or absent from the causal recipe [ 10,28 ].

The principle of equifinality is inherent in both complexity theory and configuration theory, based on which a result may be equally explained by alternative sets of causal conditions [10,13]. In a complex system, relations among factors (i.e., causes) are also complex and depending on how they combine, both high and low conditions of a certain factor may explain high scores of an outcome. These conditions may be combined in sufficient configurations to explain the outcome [13,52]. For example, students may respond quickly and correctly because of a lucky guess, or because of high self-confidence due to high selfpreparation to take the assessment test [31,41]. However, selfconfident students who believe that they can perform well, tend to be more careful when they answer the test items: these students are more likely to persist longer in their efforts to accomplish the tasks successfully (higher response-time) than less self-reliant students [45]. Similarly, students may respond slowly and correctly because of lower perception regarding the clarity of items' content or because of carefulness in timemanagement and self-regulation. Studies have shown that questions' content and students' test performance are indirectly associated with each other, mediated by response-time [6]. Moreover, students who lack self-regulatory skills, tend to be more engaged in the beginning of a session and to exhibit guessing behavior at its end, not-trying to understand the test items and exhibiting low time-management [2,12]. As configurations can include different combinations of the examined constructs, they lead to the following proposition:

Proposition 1: No single configuration of self-regulation, response-time, and satisfaction from content is sufficient for explaining high performance; instead, multiple, equally effective configurations exist.

Further, configuration theory proposes the principle of causal asymmetry, which means that, for an outcome to occur, the presence and absence of a causal condition depends on how this condition combines with the other conditions [13,35]. A predictor variable may have an asymmetric relation with the outcome, which means that even if one variable is insufficient for the outcome to occur, it is still able to serve as a necessary condition for the outcome variable [13,52]. For example, using students' previous response-time for prediction of correctness of their next actions and, consequently, their test performance provided only statistically insignificant results [53]. However, when the response-time were associated to self-regulatory strategies, e.g., goal expectations, the result regarding the prediction of test score was significantly improved [31]. In addition, high goal-expectations exclusively do not imply high score; unless the students use the available time efficiently, they might achieve a low test score although they have been wellprepared. On the contrary, high time-management could lead to
answering correctly those items that seem more clear and understandable, beyond the students' prior self-preparation to take the test. Hence, we form the following propositions:

Proposition 2: Single conditions of self-regulation, responsetime, and satisfaction from content can have opposite effects on performance, depending on how they combine with other conditions to form a solution.

Proposition 3: Configurations of self-regulation, response-time, and satisfaction from content for high performance are no mirror opposites of configurations for its negation (i.e., medium/low performance).

## 3 RESEARCH METHODOLOGY

### 3.1 Research participants and data collection

Data were collected with LAERS (see sub-section 3.2) at a European University during a progress assessment test with 452 undergraduate students ( 211 males [ $46.7 \%$ ] and 241 females [53.3\%], aged $20-28$ years old ( $\mathrm{M}=21.18, \mathrm{SD}=1.47, \mathrm{~N}=452$ )). The students attended the testing procedure for the Microeconomics II course (related to monopolistic competition, oligopoly, competitive strategy, and general equilibrium theory) at the University computer lab, for 75 min . each group, on April 2017.

For the assessment needs, 60 multiple choice items were used in total, distributed in 5 equivalent tests of 15 items each (some of the items were shared in more than two assessment tests). Each item had two to four possible answers, but only one was the correct, and corresponded to one of the first five levels of the factual, conceptual and procedural domains of the knowledge dimension according to the revised Bloom's taxonomy. We chose to evaluate students' knowledge by using items of these five levels only, due to the available time of the assessment test.

Before taking the assessment and right after the completion of the procedure, each participant had to answer to a pre-test and a post-test questionnaire that measure each student's goal expectancy and time-management, and their perceived clarity of the items' content respectively. The participation to the procedure was mandatory. All participants signed an informed consent form prior to their participation, explaining to them the procedure and giving the right to researchers to use the data collected for research purposes. Students were aware that their answers were being tracked, but not their time-spent, because we wanted them to act spontaneously.

### 3.2 The Learning Analytics \& Educational Recommender System (LAERS)

Data were collected using the Learning Analytics and Educational Recommender System (LAERS) [30], a web-based implementation of a layered architecture for testing systems. The default version of LAERS consists of (a) a testing interface, (b) a tracker that logs the students' interaction data, and (c) a database storing information about the students and the items.

The testing interface (Figure 2) displays the test items delivered to students separately and one-by-one. The interface delivers the items to the students in predetermined order, and it
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allows them to temporarily save their answers, to review them, to alter their initial answer choices, and to save new answers. Students can also skip an item (because they are not sure about the answer, or because they think it is too difficult), and answer it (or not) later. They finalize and submit their answers only once, whenever they are ready to do so, within the test duration.


Figure 2: The testing interface in LAERS.
The tracker aggregates in log files the students' responsetime, breaking it into the time on correctly and time on wrongly answered items. It also computes how many times the students review each item, how many times they change the answers and the respective time intervals. The system also calculates the test score (TS) for each student according to the correctness $(0 / 1)$ of the student's answer on item $i$, and to the difficulty of the item.

Finally, a pre-test and a post-test questionnaire are embedded into LAERS to measure students' goal expectancy, timemanagement, and their perceived clarity of the items.

### 3.3 Measures

As stated in section 2.3, the identified set of factors to be included in the conceptual model consists of actual variables (i.e., response-time) and latent behavioral factors and perceptions (i.e., self-regulation and satisfaction from content). The targeted outcome of interest is the students' test score, calculated for each student as: $T S=\sum_{i=1}^{N} d_{i} z_{i}$, where $z_{i} \in(0,1)$ is the correctness of the student's answer on item $i$, and $d_{i}$ is the difficulty of the item.

More precisely, in this study, response-time are by definition the respective time-spent the students constantly aggregate on answering the assessment questions, and are distinguished according to the correctness of the submitted answer. In particular, total time to answer correctly (TTAC) and total time to answer wrongly (TTAW) are defined as the total time that students accumulatively spend on viewing the test items and submitting correct and wrong answers respectively.

Furthermore, for grading self-regulation, two latent factors were measured via pre-test questionnaires, i.e., goal expectancy
and time-management. Goal expectancy (GE) [46] reflects the students' dispositions regarding their achievement expectations from the assessment and has two dimensions: (a) students' perception of preparation for the assessment and (b) their desirable level of success. Moreover, time-management (TM) [26] reflects students' perception of their own planning abilities and it is associated with students' exercising conscious control over the amount of time spent on items during assessment.

For measuring students' satisfaction from content, the latent factor for perceived clarity of items (CONT) [46] was measured via post-test questionnaire. CONT stores information related to whether the students considered the items to be clear, understandable and relative to the course's content, allowing students to evaluate the quality of the items and to self-reflect on their understandings of this content.

All items from the questionnaires are measured in a 7 point Likert-like scale $(1=$ not at all to $7=$ very much, Table 1$)$.

Table 1. Constructs and items from the questionnaires

| Construct | Items | Description |
| :---: | :---: | :---: |
| Time <br> Managemen <br> t (TM) | TM1 | I spend more time than I want trying to find things. |
|  | TM2 | I use goal setting to determine my most important activities. |
|  | TM3 | I put off tasks that are difficult or I don't like. |
| Goal Expectancy (GE) | GE1 | Courses' preparation was sufficient for the test. |
|  | GE2 | My personal preparation for the test was sufficient. |
|  | GE3 | My performance expectations for the test. |
| Clarity of Content (CONT) | CONT1 | Questions were clear and understandable. |
|  | CONT2 | Questions were relative with the syllabus. |
|  | CONT3 | Questions were suitable for measuring my understanding of the course's concepts. |

Table 2 summarizes all factors included in the conceptual model along with a short description, their type and value range.

Table 2. List of factors considered in the conceptual model

| Factor | Description | Type | $\begin{gathered} \text { Valu } \\ \mathbf{e} \end{gathered}$ |
| :---: | :---: | :---: | :---: |
| Pre-test (Self-regulation) |  |  |  |
| Time management (TM) | perception of exercising conscious control over the amount of time spent | Latent measured via questionnaire | 1-7 |
| Goal expectancy (GE) | perception of preparation and motivation to succeed | Latent measured via questionnaire | 1-7 |
| During test (response-time) |  |  |  |
| Total time to answer correctly (TTAC) | response-time aggregated on submitting correct answers | Simple computed from actual data | $\begin{gathered} \geq 0 \\ \text { (msec) } \end{gathered}$ |
| Total time to answer wrongly (TTAW) | response-time aggregated on submitting wrong answers | Simple computed from actual data | $\begin{gathered} \geq 0 \\ \text { (msec) } \end{gathered}$ |
| Post-test (satisfaction from content) |  |  |  |
| Perceived clarity of the test items (CONT) | perception about the clearness of test items | Latent measured via questionnaire | 1-7 |
| Test Score (TS) | The test result | Computed | 1-10 |

### 3.4 FsQCA

3.4.1 Data calibration. FsQCA analysis was performed based on Pappas et al. [35]. When performing fsQCA, the researcher starts by defining the outcome of interest and the independent measures. Next all measures must be recoded into fuzzy sets, that is receiving values from 0 to 1 . This process is called data calibration, and defines the extent to which cases are members of a certain group (or set) [37]. Every case of a dataset has a distinct place as determined by its fuzzy-set membership. A value of 1 means that a case is a full member of a set, and a value of 0 means that a case is fully non-member of the set. A value of 0.5 is exactly in the middle, thus a case is both a member and a nonmember of the set, creating the intermediate set membership.

Data calibration can be done either directly or indirectly. Direct calibration means that three qualitative thresholds need to be chosen, which define the level of membership in the fuzzy set for every case. On the other hand, indirect calibration means that the measurements need to be rescaled following qualitative assessments. Either method can be followed, as it depends on one's substantive knowledge of the data and the underlying theory [37,39]. Data calibration is critical, because disparities in the calibration may lead to disparities in the outcome, thus cases in the dataset should be transformed into membership scores following a well-documented and qualitatively justified manner. The direct method of setting three values, corresponding to fullset membership, full-set non-membership, and intermediate-set membership is recommended [37].

Next, the question is how to choose the three thresholds. The simplest way is to choose the values of $1,0.5$, and 0 . For instance, in a 7 -point Likert scale, the values 7 , 4 , and 1 would be calibrated into $1,0.5$, and 0 respectively, with the rest $(6,5,3,2)$ following accordingly. For 7-point Likert scales multiple studies suggest that the values of 6,4 , and 2 should be used as thresholds [ $17,28,35$ ]. Also, measures can be calibrated by using percentiles. In this case, the following percentiles can be set as the full-set membership, intermediate-set membership, and full-set nonmembership, $80 \%, 50 \%$, and $20 \%$, respectively[35]. However, as it is up to the researcher to choose the three thresholds, these values can be changed accordingly. In this study, since data are skewed to the right, data calibration is done based on percentiles. Calibration based on the survey scale might lead to less meaningful results, producing a single solution with all the conditions identified as necessary $[32,35]$.

Once running the analysis, fsQCA creates a truth table of $2^{\mathrm{k}}$ rows, where $k$ represents the number of outcome predictors (i.e., independent variables) and each row represents every possible combination. For instance, a truth table between five variables (i.e., conditions) would provide thirty-two possible logical combinations. For each combination, fsQCA computes the minimum membership value (i.e., the degree to which a case supports the specific combination). The threshold of 0.5 is used to identify the combinations that are acceptably supported by the cases. Thus, all combinations that are not supported by at least one case with membership larger than the threshold of 0.5 are automatically removed from further analysis.

Next, the truth table must be sorted based on frequency and consistency [37]. Frequency refers to the number of observations for each possible combination, and consistency refers to "the degree to which cases correspond to the set-theoretic relationships expressed in a solution" [13]. Since fsQCA computes all logical combinations, many combinations will have a frequency of zero. It is important to set a frequency cut-off point which will ensure that a minimum number of empirical observations is obtained for the assessment of subset relationships. A higher frequency threshold means that every combination will refer to more cases in the sample, but it will reduce the percentage (i.e., coverage) of the sample explained by the solutions. On the other hand, a small frequency threshold will increase the coverage of the sample, although each combination will refer to fewer cases in the sample. For small and medium-sized samples, a cut-off point of 1 is appropriate, but for larger samples (e.g., 150 or more cases), the cut-off point should be set higher [37]. The researcher can decide if a larger cut-off point should be set for very large datasets. Low frequency combinations are removed from further analysis and the truth table must be sorted based on "raw consistency."

A consistency threshold needs to be set, with the minimum recommended value being 0.75 [39]. A good indication for choosing this threshold is to identify big changes in the consistency of each combination. For instance, a combination may have a consistency of 0.82 and the next may have 0.79 . Although both values are above the recommended threshold of 0.75 , this is an indication of what the consistency threshold should be. In any case, it is up to the researcher to choose the exact threshold. A low consistency threshold may produce more necessary conditions, reducing type II errors (i.e., false negatives), but increasing type I errors (i.e., false positives), and vice versa [11]. The last step is to insert the value of 1 or 0 in the column with the outcome variable, depending on the consistency threshold that has been chosen. Combinations with consistency higher than the threshold will get the value of 1 , otherwise, 0 .
3.4.2 Obtain the solution sets. Following the sorting of the truth table, fsQCA computes the following three sets of solutions: complex, parsimonious, and intermediate; "solution" is a combination of conditions that is supported by a high number of cases, and the rule "the combination leads to the outcome" is consistent. The complex solution presents all possible combinations of conditions when traditional logical operations are applied. The number of complex solutions can be large, including configurations with several terms, their interpretation is difficult and often impractical [27]. Thus, they are simplified automatically into parsimonious and intermediate solutions.

The parsimonious solution is a simplified version of the complex solution and presents the most important conditions that cannot be left out from any solution. These are called "core conditions" [13] and are identified automatically by fsQCA. Finally, the intermediate solution is computed when performing counterfactual analysis on the complex and parsimonious solutions [35,37]. FsQCA uses simplifying assumptions to compute the parsimonious and intermediate solutions, and if needed the researcher may employ more assumptions, regarding
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the connection between each causal condition and the outcome, based on theoretical or substantive knowledge [13,38]. The intermediate solution is a part of the complex solution and includes the parsimonious solution. Conditions that are part of the intermediate solution but of the parsimonious solution are called "peripheral conditions" [13]. A more detailed description of the steps in counterfactual analysis is provided by [27].
3.4.3 Interpretation of the solutions. FsQCA computes the complex and parsimonious solutions regardless of any simplifying assumptions employed by the researcher, while the intermediate solution depends directly on these assumptions. For better interpreting the results, combining the parsimonious and intermediate solutions is recommended. A table that will include both core and peripheral conditions should be created [13,35]. To do this, the researcher should identify the conditions of the parsimonious solution in the intermediate solution. This leads to a combined solution, which will include all core and peripheral conditions, thus helping in the interpretation of the findings. Further, to improve the visualization of the results, the presence of a condition is presented with a black circle ( $(\bullet$ ), the absence with a crossed-out circle ( $\otimes$ ), and the "do not care" condition with a blank space. The distinction between core and peripheral is done by using large and small circles, respectively. The overall solution consistency and the overall solution coverage are presented. Consistency measures the degree to which a subset relationship has been approximated, and overall coverage describes the extent to which the outcome is be explained by the different configurations, and is comparable with the R -square reported on regression-based methods $[39,52]$.

## 4 RESULTS

The results for high performance and medium/low performance are shown in Tables 3 and 4 respectively. Both tables also present consistency values for the overall solution and for each solution separately. All values are higher than the recommended threshold (>0.75) [37]. An overall solution coverage of .77 and .79 suggests that the five solutions account for a substantial proportion of high performance and medium/low performance respectively. FsQCA also estimates the empirical relevance of every solution, by calculating raw and unique coverage. The raw coverage describes the amount of the outcome explained by a specific alternative solution, while the unique coverage describes the amount of the outcome that is exclusively explained by a specific alternative solution. Solutions for high performance explain a large amount of users' performance, ranging from $22 \%$ to $40 \%$ of cases associated with the outcome (Table 3). Similarly, solutions for medium/low performance explain a vast amount of the absence of performance, ranging from $22 \%$ to $58 \%$ of cases associated with the outcome (Table 4).

For high performance (Table 3), solutions A1-A5 present combinations for which the different factors may be present or absent depending on how they combine with each other.

- Solution A1: Students achieved high performance when they did not spend a lot of time to answer the questions, either the
answers were correct or wrong, but they did good time management. This solution explains the behaviour of $22 \%$ of the high performing students.
- Solutions A2, A3 and A4: These solutions show that spending a lot of time to find the correct answers is important for a high performance, but not enough. This is an intuitive finding as it shows that students who give all their focus only in finding the correct answer will achieve high performance. However, it is interesting to note that this happens when students were neither sufficiently prepared for the progress assessment nor they believe that they can manage their time properly (solution A2). Also, this happens when students have good time management skills, but they had not understood the questions very well (solution A3). In fact, according to the results, solution A2 explains $28 \%$ of the high performing students, whereas solution A3 explains a bigger subpopulation of the high performing students, since row coverage is $36 \%$. Nonetheless, spending enough time, to find the correct answer will lead to high performance even if the questions are unclear or not so relative to the syllabus. On the other hand, if the students understand well the questions, then they can achieve high test score, even when spending a lot of time both on the questions answered wrongly and correctly (Solution A4). This solution explains $26 \%$ of the high performing cases.
- Solution A5: Finally, the students can achieve high performance regardless of how much time they spend to answer the questions: they have set high goal expectations, they have high time management skills, and they have a good understanding of the questions. This solution explains the larger part of the cases of high performing students ( $40 \%$ ).

Table 3. Configurations for high performance

| Solutions for high performance |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Configuration |  | A1 | A2 | A 3 | A4 | A5 |
|  | Time to answer correctly Time to answer wrongly | $\otimes$ $\otimes$ |  |  | - |  |
|  | Goal Expectancy <br> Time Management | $\bigcirc$ | $\otimes$ <br> $\otimes$ | $\bullet$ |  | - |
|  | Clarity of Content |  |  | $\otimes$ | - | $\bigcirc$ |
|  | Consistency | . 82 | . 86 | . 90 | . 88 | . 88 |
|  | aw Coverage | . 22 | . 28 | . 36 | . 26 | . 40 |
|  | ique Coverage | . 04 | . 08 | . 01 | . 01 | . 01 |
| Overal | Solution Consistency |  |  | . 81 |  |  |
| Overall | Solution Coverage |  |  | . 77 |  |  |
| Note: Black circles $(\boldsymbol{O})$ indicate the presence of a condition, and circles with " $x$ " $(\otimes)$ indicate its absence. All circles indicate core conditions. Blank spaces indicate don't care conditions. |  |  |  |  |  |  |

Next，Table 4 presents the solutions for not achieving a high performance，that is achieving medium／low performance．The findings show that the solutions that explain medium／low performance are not perfect opposites of the solutions that explain high performance．Specifically：
－Solutions B1 and B2：Students that do not have high goal expectancy will have a low or medium performance，when they do not spend a lot of time to answer the questions（either correctly or wrongly）（Solution B1），or when they have low time management skills，leading them to not using efficiently the available time（Solution B2）．These solutions explain 34\％ and $58 \%$ of the cases of medium／low performing students．
－Solution B3：Students that have spent a lot of time to answer the questions wrongly，and they are not well prepared，they will have a medium or low performance，even if they have understood the questions．This behaviour is observed in $33 \%$ of the cases of medium／low performing students．
－Solution B4：Students that give correct answers fast，but spend a lot of time to questions that they do not know the answer， will have a medium or low performance even if they have high goal expectancy and believe that they can use their time properly．This solution explains $22 \%$ of the cases for medium／low performing students．
－Solution B5：Students who perceive the questions as clear and relative to the syllabus，and spent a lot of time in answering them（both correctly and wrongly），will not achieve a high performance unless they have a good time management．This finding highlights the importance of time management in high performances．However，this behaviour for medium／low performing students is not very common（ $17 \%$ of the cases）．

Table 4．Configurations for medium／low performance

| Solutions for medium／low performance |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Configuration | B1 | B2 | B3 | B4 | B5 |
|  | Time to answer correctly <br> Time to answer wrongly | $\otimes$ $\otimes$ | $\otimes$ | － | ${ }_{*}^{*}$ | － |
| $\begin{array}{r} \text { 䓪 } \\ \text { 点总 } \\ \text { 总 } \end{array}$ | Goal Expectancy <br> Time Management | $\otimes$ | $\otimes$ $\otimes$ | $\otimes$ | － |  |
|  | Clarity of Content |  |  | $\bullet$ |  | － |
|  | Consistency | ． 82 | ． 85 | ． 85 | ． 89 | ． 85 |
|  | Raw Coverage | ． 34 | ． 58 | ． 33 | ． 22 | ． 17 |
|  | Unique Coverage | ． 03 | ． 16 | ． 02 | ． 07 | ． 01 |
| Over | 1 Solution Consistency |  |  | ． 81 |  |  |
| Ove | all Solution Coverage |  |  | ． 79 |  |  |
| Note：Black circles $(\boldsymbol{O})$ indicate the presence of a condition，and circles with＂$x$＂$(\otimes)$ indicate its absence．All circles indicate core conditions．Blank spaces indicate don＇t care conditions． |  |  |  |  |  |  |

The results provide support for all three propositions．In detail，multiple configurations lead to high performance， verifying equifinality（Proposition 1）．Also，the results provide configurations that explain performance in which conditions may be either present or absent，depending on how the combine with each other，verifying the existence of causal asymmetry （Proposition 2）．Finally，the findings support proposition 3，i．e．， configurations that explain high performance are not the exact opposites of those explaining medium／low performance．

## 5 DISCUSSION AND CONCLUSIONS

Understanding the factors that affect assessment outcome，as well as their interrelationships，could contribute to the sufficient explanation and interpretation of the obtained high or medium／low performance．Previous research identified critical factors that affect the performance（e．g．，response－time，self－ regulatory strategies，non－cognitive perceptions of satisfaction from the content），but failed to reveal asymmetric relationships between these factors，mostly due to the variance－based analysis methods they employed for exploring the data［20，31，36］．This study focuses on compiling students＇response－time allocated to answer correctly or wrongly，their self－regulation，as well as their satisfaction from the content，targeting at explaining high or medium／low performance achieved on the assessment test． For this purpose，fuzzy set qualitative comparative analysis （fsQCA）was applied for exploring multiple configurations of causal conditions which may include different combinations of goal－expectations，time－management，response－time and clarity of content．Data were collected during a progress assessment test with 452 undergraduate students from a European University． The results provided several interesting findings．

Firstly，as seen from Table 3，highly performing students who believe that they have good time－management skills，ended up spending little time in giving answers，and not spending their time in a meaningless way（solution A1）．This finding is in agreement with［26］，who supported that high achieving students often exhibit strong time－management skills．Moreover， according to solutions A2，A3，and A4，students who aggregated non－neglectable response－time for correct answers，although they were neither sufficiently prepared for the progress assessment nor they managed their time efficiently（solution A2），however，they finally achieved a high score in the test．This finding contradicts with［31］which identified that poorly－ prepared students（i．e．，scoring low in goal－expectations）achieve low scores，and indicates that regardless of preparation and time－management，the students may still get high grades if they engage more on answering the questions．This contradiction， however，might be due to the fact that in［31］the authors investigated only symmetric solutions．Thus，the current approach sheds more light into the interrelationships between preparation，response－time and test－score．This also happens when students did a good time management but they had not understood all questions very well（solution A3）．This means that probably，these students managed their time efficiently in order to answer correctly on those items that we clear to them，and
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although they struggled to understand the rest of the items, they finally delivered more correct answers. Nonetheless, spending enough time, in an appropriate manner, to find the correct solution will lead to high performance even if the questions are unclear or not so relative to the syllabus.

On the other hand, if the students understand well the questions they can achieve high performance even when spending a lot of time for all questions (both the ones answered wrongly and correctly) (Solution A4). This is an expected finding, since perceiving the test content as comprehensible does not necessarily mean that it is trivial or easy to answer, and as such, wrong answers are likely to occur, but they are not the dominant ones, leading to an overall high performance.

These two findings are interesting and innovative in terms of the rather limited literature on the issue of the effects of timemanagement along with content comprehensibility on the assessment test outcome. To the best of our knowledge, this is the first study to explore this combinational/conditional interrelationship, and extends previous work [25], which focuses solely on the effect of content on performance. It should be noted that spending a lot of time to answer correctly is a present as a core factor in these solutions, highlighting its importance in achieving high performance. This is in full agreement with [31] and provides additional evidence regarding the role of aggregated response-time to interpreting performance.

Finally, solution A5 verifies that well-prepared students are quite likely to perform well and get high scores, regardless of how much time they need to answer any of questions [15].

Regarding the results for medium/low performance, solution B1 and B2 claim that poorly prepared students answer the questions relatively quick are not expected to have a high performance, which seems intuitive and further complies with the literature [12]. However, comparing these findings with solution A1 from Table 3, highlights how important is time management in achieving high performance.

Moreover, solution B3 describes students that had a good understanding of the questions, but because they were not well prepared they did not know the answers, thus making them to use a lot of time on answering wrongly, leading to medium or low performance. There are two interesting clues about this finding: (a) it is in contrast to previous results that comprehensibility of content is directly reflected on performance [49], and (b) it is surprising from a slightly different point of view: as seen from table 4, this solution explains $58 \%$ of the cases of medium/low performing students. The surprising thing is that, these students admitted that the test questions were clear, comprehensible and related to the course's content, yet they were neither prepared to answer them, nor they tried to guess the answers. It would be really valuable to explore a measure of guessing regarding this sub-group of medium/low performing students in order to identify/evaluate their guessing intentions.

Finally, one of the most important implications of this paper is related to how learning analytics researchers and practitioners can utilize the fsQCA method to make sense of diverse analytics and take design decisions for various user groups [33,40]. Future
studies should combine fsQCA with variance-based techniques to gain a deeper insight into the learning analytics, and combine both methods towards extending current theories and practices as well as developing new ones. As this study is among the first to employ fsQCA in learning analytics context [34,35], further innovative research is needed to identify complex and important configurations that reveal the full potential of this analysis. Future studies should incorporate data from various learning activities and modalities, making-sense of complex learning interactions and offering a holistic understanding of the potential of this data analysis technique in technology enhanced learning and analytics.
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