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Abstract-The effective extraction of continuous features of 

marine remote sensing image is the key to the processing of marine 

target recognition. Since many of the existing data mining 

algorithms can only deal with discrete attributes, it is necessary to 

convert continuous features into discrete features to adapt to these 

intelligent algorithms. In addition, most of the current 

discretization algorithms do not consider the mutual exclusion of 

attributes as well as that of breakpoints within an attribute when 

selecting breakpoints, and cannot guarantee the indistinguishable 

relation of decision table. So, it is not suitable for dealing with 

remote sensing data with multiple features obviously. Aiming at 

these problems, a feature preprocessing framework of remote 

sensing image for marine targets recognition is proposed in this 

paper. In the frame design of the whole preprocessing algorithm, 

the equivalent relationship model of information entropy is 

introduced to perform a series of comparison operations and loop 

controls, so as to obtain the optimal discretization interval number. 

Finally, simulation analysis is conducted on the high-resolution 

remote sensing image data collected in the port areas of South 

China Sea. The experiment shows that the framework proposed in 

this paper achieves excellent results in terms of interval number, 

accuracy, running time, and effectively detects the vessels targets at 

sea. Therefore, the proposed framework can be very well applied to 

the discretization of remote sensing image features for marine 

targets recognition. 

   Key words: Remote sensing image; data mining; feature 

preprocessing; information entropy; marine targets recognition 

I. INTRODUCTION  

Marine remote sensing refers to remote sensing regarding 
oceans and coastal zones as monitoring and research objects, 
including physical oceanographic remote sensing, biological 
oceanographic remote sensing and chemical oceanography 
remote sensing. Marine remote sensing uses a variety of 
sensors to make long-range, non-contact observations of the 
ocean to obtain images or data on oceanographic landscapes 
and oceanographic features[1]. To analyze and process the 
collected remote sensing image, it is necessary to firstly extract 
features which are continuous data in general. However, most 
of the current knowledge extraction methods and data mining 
algorithms can only deal with discrete data. Although some 
methods can handle continuous data, their performance is very 
poor. Therefore, it is necessary to convert continuous features 
into discrete features to adapt to these intelligent algorithms, 
reduce the time and space overhead of the algorithm, improve 
the system’s ability to cluster samples, enhance the system’s 
anti-noise ability, improve the algorithm’s learning accuracy, 
and expand the application range[2]. 

However, most discretization algorithms still have 
relatively few applications in the analysis and processing of 
ocean optical remote sensing images, and all of them have 
certain defects[3], mainly in the following aspects: (1) the 
interdependencies between attributes are not taken into account 
when selecting breakpoints; (2) there are a large number of 
redundant breakpoints among attributes; (3) the lack of 
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essential breakpoints leads to failure of the overall process; (4) 
do not consider the mutual exclusion of attributes as well as 
that of breakpoints within an attribute; (5) cannot guarantee the 
indistinguishable relation of decision table; (6) exponential 
growth of the program complexity, which is unable to meet the 
real-time dynamic marine target recognition processing. 
Obviously, none of these methods are suitable for processing 
remote sensing data with multiple features for marine targets 
recognition. 

In order to solve the above problems, we proposed a feature 
preprocessing framework of remote sensing image for marine 
targets recognition in this paper. In the overall framework 
design of the preprocessing algorithm, the equivalent 
relationship model of information entropy was introduced. 
Firstly, we calculated the entropy for each interval. Secondly, 
each interval was scanned according to the set conditions, and 
the most suitable splitting position was found to generate a 
break point. Thirdly, the entire data preprocessing was 
controlled in loops by the evaluation of the results of before 
and after discretization, so as to obtain the optimal 
discretization interval number. Lastly, we conducted a 
simulation analysis of the high-resolution remote sensing 
image collected in the South China Sea port area. The 
experiment shows that the framework proposed in this paper 
achieves excellent results in terms of interval number, accuracy, 
running time, and effectively detects the vessels targets at sea. 
Therefore, the proposed framework can be very well applied to 
the discretization of remote sensing image features for marine 
targets recognition. 

This paper is composed of four section. The remaining 
sections are organized as follow. Section 2 describes the basic 
concepts for the proposed work. Section 3 introduces the 
design structure of the entire feature preprocessing framework. 
The experimental results and discussion are presented in 
Section 4. Section 5 concludes this paper. 

II. METHODOLOGY 

A. Data Discretization 

In simple terms, discretization is to adopt a specific method 
to divide a continuous interval into a limited number of cells, 
then to associate these cells with a set of discrete values. The 
discretization of continuous features (also called continuous 
attributes) is an important preprocessing step for data mining 
and machine learning, and is directly related to the effect of 
mining or learning[4]. The basic process of discretization is 
shown in Figure 1. 
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Fig. 1.  Discretization process 

First of all, the continuous attribute values to be processed 
(mainly referring to the pixel values in each band of the remote 
sensing image) are sorted according to a certain specified rule, 
such as insertion sort, bubble sort, selection sort, quick sort, 
heap sort, shell sort, etc. Then, initially determine the dividing 
points of the continuous attributes, that is, the selection of 
initial breakpoints. The next step is to split or merge 
breakpoints according to the discretization algorithm. Finally, 
if the termination condition is satisfied by the previous step, the 
whole discretization process is terminated, otherwise, returns to 
the previous step. 

B. Rough Set Theory 

Rough sets[5] are an important mathematical tool for 
handling uncertain data. In rough set theory, knowledge is 
regarded as the division of the universal, that is, knowledge is 
considered to be granular, and the uncertainty is caused by the 
large granularity in the knowledge. Different from the DS 
evidence theory[6] and the fuzzy set theory[7], the membership 
function value of the object in the rough set theory depends on 
the knowledge base. It can be directly obtained from the 
required data without any prior knowledge or additional 
information. So, it is much more objective to reflect the 
uncertainty of knowledge. 



C. Information Entropy Model 

Information entropy is a well-known mathematical theory 
proposed by Shannon, the father of information theory, for 
solving the quantitative measurement of information in the 
communication field[8]. Catlette, Fayyad, and Irani introduced 
information entropy into the discretization algorithm. 
According to the discussion of Fayyad and Irani, the formulas 
of information entropy and break point information entropy are 
given respectively. 
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Where S  is a set of objects, k  is the number of categories, 

iC  represents the number of instances whose category is i  in 

the set of objects S , A , T  represents the breakpoint T  on the 

attribute A , 1S  and 2S  represent the two objects sets of 

interval divided by breakpoint T  respectively, S  denotes the 

cardinality of the set S . 

III. REMOTED SENSING FEATURE PREPROCESSING FRAMEWORK  

A. The equivalent model of information entropy 

According to the theory of the previous chapter, we can 
establish an equivalent model of information entropy in the 
analysis and processing or remote sensing images. We suppose 

that S  denotes a set of image pixels, k  denotes the number of 

land cover categories, iC  denotes the number of instances of 

the category i  in the pixel set S , A , T  represent the break 

point T  in the band A , 1S  and 2S  represent the two pixel sets 

of interval divided by the break point T  in the band A  

respectively, S  represents the cardinality of the set S , that is, 

the total number of pixels included in S . Then, in the 

information decision table, we suppose that U  denotes the 

collection of image pixels, the attributes in condition attribute 
set C  represent bands, D  contains only one decision attribute 

that corresponds to the land cover class in the remote sensing 

image, aV  represents the value domain of the a th band. The 

equivalence class about attribute subset A  in the universal U  

is also defined as the following formula. 
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B. Remote sensing feature preprocessing framework 

According to the established equivalent model of 
information entropy, we designed a remote sensing feature 
preprocessing framework for marine targets recognition. As 
shown in Figure 2. 

 

Fig. 2.  Design structure of remote sensing feature 
preprocessing framework 

The entire remote sensing image feature preprocessing 
framework consists of several functional modules, processing 
units and memories. At the beginning, remote sensing data is 
input into the system, and the feature extraction module reads 
out the data features and generates training samples and testing 
samples. Then, the training samples are sent to the feature 
discretization module for preprocessing. The feature 
discretization module consists of an entropy calculation unit, 
an equivalent class calculation unit, an evaluation unit, a 
control unit, and a memory for storing intermediate results. 
After the continuous data is discretized, the results are output. 
Together with the testing samples and domain knowledge 
provided by the expert knowledge base, the feature spaces of 
the remote sensing image are formed. In this feature space, the 
system can carry out the further classification applications and 
targets recognition applications. 

IV. EXPERIMENTS AND ANALYSIS 

A. Data Source 

The experimental data used in this paper comes from a GF-
2 satellite image in the offshore port area of Zhanjiang City, 
China, on October 7, 2015, which contains four bands. The 
objects in this image are divided into six categories: ship, port, 
building, bare land shoal, water body and vegetation. 

B. Experimental Environment 

This experiment was performed on a computer with Intel(R) 
Core(TM) i5-5200U CPU@2.20GHz processor and 12G RAM 
hardware. Visualization, programming, simulation, testing and 
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numerical calculation processing of this experiment are 
implemented in MATLAB (R2016a version) environment. 
Radiometric calibration of images, atmospheric correction, and 
comparison of results before and after discretization are 
performed under ENVI 5.3 environment. 

C. Experimental Process and Results Analysis 

Firstly, several regions covering six major categories are 
randomly selected from the image and integrated as training 
samples to be discretized, containing a total of 2150 pixels, 
among which 500 are ships, 517 are ports, 131 are buildings, 
99 are bare land shoals, 804 are water bodies, 99 are vegetation. 
Then, after the pixels are sorted, and eliminates the duplicates 
by value within the band, the number of initial breakpoints for 
the four bands is obtained, which is 479, 476, 352, 335, 
respectively. Therefore, the training sample has a total of 1642 
breakpoints at the beginning. We used the proposed method to 
discretize the above data. The results of the number of intervals 
for each band, equivalence class differences, data inconsistency, 
and system runtime are shown in Table 1 and Table 2. 

Table. 1.  Number of intervals 

Band1 Band2 Band3 Band4 Total 
Intervals 

374 374 336 284 1368 
Table. 2.  Method performance 

Equivalence 
Class 

Differences 

Data 
Inconsistencies 

Program 
Running 

Time 

0 3 41.8s 
As shown in Table 1 and Table 2, we can see that after the 

samples was discretized under the framework of remote 
sensing feature preprocessing in this paper, 1368 breakpoints 
were obtained, 274 fewer than the original number, the number 
of equivalence class differences was zero, and the number of 
errors was only 3, the speed was ideal. 

The result of the classification accuracy evaluation at the 
pixel level is usually represented by the confusion matrix. As 
well as confusion matrix, Kappa coefficient[9] is also widely 
used in remote sensing image classification accuracy 
evaluation. Based on the confusion matrix, it quantifies the 
overall effectiveness of the classifier. Table 3 shows the 
evaluation indicators produced by the analysis of classifier for 
different equivalence class differences under the preprocessing 
framework of this article. 

Table. 3.  Classification accuracy under different number of 
differences 

Differences Accuracy Kappa 

coefficient 

0 85.2% 0.7873 

2 83.3% 0.7675 

4 74.2% 0.7060 

6 70.6% 0.6760 

8 65.7% 0.6362 

10 60.2% 0.5556 

12 56.5% 0.5286 
As can be seen from the Table 3, the accuracy of 

classification decreases as the number of equivalence class 
differences between before and after discretization increases. 
Figure 3 shows the accuracy of different number of 
equivalence class differences when the band is discretized. 

 
Fig. 3.  Relationship between differences and accuracy 

The Figure 3 shows that the degree of change in the 
number of equivalence class differences in the decision table 
has a large impact on the accuracy of the classification. We 
have also achieved good results in the use of the discretization 
under the remote sensing feature preprocessing framework for 
vessel recognition in image[10]. Figure 4 is a partial view of 
the image. It shows that the docking vessel can be effectively 
separated at the boundary of the port. 

 
Fig. 4.  Result of marine vessel targets recognition 

V. CONCLUSIONS AND FUTURE WORK 

In this paper, a feature preprocessing framework of remote 
sensing image for the marine targets recognition is proposed to 
solve the problem of discretization of marine remote sensing 
data with multiple features. Simulation experiments verify the 
effectiveness of the proposed method. It provides a new idea 



for preprocessing of remote sensing image. It also brings 
certain guiding significance to the analysis and design of the 
discretization methods in the marine targets recognition 
application.  

Future research work includes: (1) Compare this method 
with other discretization algorithms to improve the entire 
technical framework of feature preprocessing; (2) Apply the 
framework of this article to other data sets for further testing 
and improvement to make it more practical. 
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