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Abstract 8 

In this paper, the strain energy density (SED) criterion is proposed for predicting the ductile-9 

brittle fracture transition (DBFT) in ships and offshore structures. In finite element simulations, 10 

these structures are discretized by relatively large shell elements which precludes the modelling of 11 

the local stress and strain states in the vicinity of a crack. Critical values of the SED are determined 12 

based on local simulations of fracture for a range of temperatures and plane stress states. The local 13 

simulations of fracture are based on combined use of the Gurson model for ductile damage and 14 

fracture and the Richie-Knott-Rice (RKR) criterion for brittle fracture. After calibrating the Gurson 15 

model and the RKR criterion to existing experiments on offshore steel, critical values of the SED 16 

are found by analysing a representative plate element with a generic through-thickness crack using 17 

a refined solid element mesh. The proposed failure model is evaluated by simulating drop tests on 18 

steel-plated structures found in the literature. The present study indicates that the SED criterion is 19 

a useful concept for practical design of ships and offshore structures at sub-zero temperatures, but 20 

further assessment against experimental data is necessary to fully establish its credibility. 21 
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1 Introduction 24 

Crashworthiness is an important issue in the design of ships and offshore structures to meet 25 

safety level requirements. Despite of the worldwide effort to prevent accidents in the oceans, an 26 

average number of 23.8 collisions per year is reported by the international maritime organization 27 

in the last 10 years [1]. These collisions often lead to enormous damage in terms of environmental 28 

pollution and economic loss, and sometimes even loss of life. To avoid severe casualties, ship 29 

classifications societies and authorities recommend criteria to be considered and applied in the 30 

design of ships and offshore structures. For accidental actions, the design must be carried out 31 

following the principles of Accidental Limit State (ALS) design. In ALS design, substantial 32 

damage to the target structure (or the struck structure) is tolerated after the action of the abnormal 33 

event, but the damage should not result in progressive degradation of the structural integrity. Based 34 

on the ALS scenarios, the design of ships and offshore structures needs experimental tests and 35 
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numerical analyses to examine the crashworthiness. It is practically impossible to conduct large 36 

scale experiments on real structures and small scale experiments often have limited validity for 37 

direct application in the design because the test setup only approximately realizes the true nature 38 

of the problem. Thus, it is necessary to resort to numerical simulations in the design of these 39 

structures. There has been a rapid development of computer capacity and nonlinear finite element 40 

analysis (NLFEA) methods in the past decades, and several commercial NLFEA codes are 41 

available. These codes have improved greatly the ability of engineers and designers to perform 42 

numerical analyses of the response of marine structures to accidental actions. The damage obtained 43 

by simulation of an accidental action such as a ship collision is critically influenced by the 44 

mechanical properties of the material, the finite element mesh size, the modelling of material 45 

failure and even the expertise of the engineers performing the simulations, e.g. Paik [2], Ehlers [3], 46 

Ehlers and Ø stby [4], Högstrom and Ringsverg [5], Choung et al. [6], and Storheim and Amdahl 47 

[7]. The material characteristics include yield strength, Lüders plateau, strain hardening, damage 48 

softening, as well as the effects of strain rate and temperature. 49 

In the past few decades, we have seen significant increase in Arctic activities partly due to 50 

global warming, e.g. marine transport along the northern sea route (NSR) and extraction of natural 51 

resources such as oil and gas. While the decrease of the ice cover in Arctic regions may provide 52 

substantial economic benefit, structures operating in these regions are exposed to harsh 53 

environmental conditions, particularly sub-zero temperatures (average -50℃) and the risk of 54 

iceberg impact. The crashworthiness of structures for such events should be confirmed in the 55 

design phase, but proper design guidelines for modelling of material behaviour at low temperatures 56 

are lacking. 57 

High-strength steel has been used by the shipbuilding industry in ships made for the Arctic 58 

environment. Ehlers and Ø stby [4] and Park et al. [8] conducted numerical analyses to investigate 59 

the resistance of high-strength steel structures subjected to Arctic temperatures. Figure 1 shows 60 

results from tensile tests on a high-strength steel. The engineering failure strain increases with 61 

decreasing temperature as do the yield stress and the ultimate stress, and there is an apparent 62 

increase in the energy absorption capability of the material at lower temperature. In Ehlers and 63 

Ø stby [4] and Park et al. [8], the simulations were based entirely on the result of quasi-static 64 

uniaxial tensile tests (cf. Figure 1). Local failure was predicted by a ductile fracture criterion, while 65 

the possibility of brittle fracture was not considered explicitly. These authors concluded that 66 

structures built with high-strength steel have more strength in Arctic regions. This contradicts 67 

general experience; with temperatures down to -50℃ in Arctic regions the ductile-brittle transition 68 

temperature (DBTT) could be reached and thus induce brittle fracture during abnormal events. 69 

 70 
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 71 

Figure 1. Engineering stress-strain curves of the high-strength steel DH36 at several temperatures, 72 

reproduced from Park et al. [9]. 73 

Examples of abnormal events that could induce brittle fracture in offshore structures are 74 

collision with other structures or icebergs in extreme Arctic temperatures (in the range of –50℃) 75 

as well as cryogenic spills (liquid natural gas), where the steel temperature may become even lower. 76 

Owing to the lack of relevant experimental data, numerical studies of large-scale structures should 77 

be performed to investigate the consequences of such events. There is, therefore, a need for an 78 

accurate, efficient and robust modelling framework to analyse numerically the ductile-brittle 79 

fracture transition in large-scale structures. To this end, Nam et al. [10] performed numerical 80 

simulations of Charpy V-notch tests of a high-strength steel presented by Min et al. [11]. The 81 

Charpy V-notch tests were conducted at temperature from 20℃ to -160℃, and fracture transition 82 

was observed at -40℃ to -50℃ both in the experiments and the numerical simulations. In the 83 

simulation of these tests, a shear failure criterion was used to model ductile fracture, while the 84 

RKR criterion proposed by Ritchie, Knott and Rice [12] was used for brittle fracture. Isothermal 85 

and rate-independent von Mises plasticity was used to describe the material behaviour while 86 

accounting for the influence of temperature on the yield strength and strain hardening. It was found 87 

that the combined use of the shear failure criterion for ductile fracture and the RKR criterion for 88 

brittle fracture successfully described the ductile-to-brittle transition observed in the Charpy V-89 

notch tests, while the shear failure criterion alone would significantly overestimate the 90 

crashworthiness of structures built by high-strength steel at low temperatures. 91 

The change of the local fracture mode from ductile to brittle depends on several factors such 92 

as the ambient temperature, the strain rate and the stress state. Ductile-to-brittle fracture transition 93 

(DBFT) studies have been presented in several papers, e.g. Tvergaard and Needleman [13, 14], 94 

Needleman and Tvergaard [15], Batra and Lear [16], Hütter et al. [17] and Türtük and Deliktas 95 

[18]. In [15], the ductile-brittle transition was simulated numerically using the Gurson model [19] 96 
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to describe ductile damage and the RKR criterion [12] to model cleavage. The Gurson model [19] 97 

describes porous plasticity by introducing the void volume fraction as the single damage variable 98 

which evolves with plastic straining as a function of the stress state. Chu and Needleman [20] 99 

introduced strain- or stress-driven void nucleation and later Tvergaard and Needleman [21] used 100 

the nucleation laws to enhance the ductile failure process that is associated with nucleation, growth 101 

and coalescence of voids. The result was the so-called GTN model. In the recent years, numerous 102 

modifications of the GTN model have been proposed [22-24] to account for the shear effects on 103 

damage evolution, i.e., shear localization and failure in the range of low stress triaxiality, 0 ≤ 𝜂 <104 

1/3. While Gurson-type porous plasticity models are typically used for ductile fracture, a number 105 

of brittle fracture models have been proposed, e.g. Ritchie et al. [12], Beremin [25], Wallin [26], 106 

and Minami et al. [27]. Based on the Weibull theory, Beremin [25], Wallin [26] and Minami et al. 107 

[27] used a statistical approach to account for the unavoidable scatter of the fracture toughness. 108 

The RKR criterion [12] is based on the assumption that brittle fracture occurs when the major 109 

principal stress 𝜎1 exceeds a critical value 𝜎𝑐 over a characteristic distance 𝑙𝑐, where 𝜎𝑐 could 110 

be taken as a random variable to account for statistical scatter. These models are all based on a 111 

local approach to fracture, which requires detailed information about the microstructure of the 112 

material. The characteristic length 𝑙𝑐 of the process zone, in which the damage mechanisms occur, 113 

calls for an element size corresponding to the size of a few grains [12], thus leading to excessive 114 

calculation times in NLFEA of structural systems. Consequently, it is difficult to apply this 115 

micromechanical approach to fracture in large-scale simulation of ships and offshore structures in 116 

the ALS. As an alternative, more global approaches to fracture of structural steel have been 117 

developed for use in coarsely meshed structures and verified by comparison with test results. Some 118 

examples are the RTCL criterion [28], the T criterion [29], the modified Mohr-Coulomb (MMC) 119 

criterion [30], the BWH instability criterion [31], and the extended BWH criterion [32]. However, 120 

these global criteria are developed only to model ductile fracture of structures and a global criterion 121 

also describing failure at low temperatures is required.  122 

In the presence of a crack, fracture mechanics criteria such as the stress intensity factor K or 123 

the J-integral could be used. However, these criteria are based on the local stress and strain states 124 

around the crack tip, and the use of them must be restricted carefully according to the extent of the 125 

local plastic deformations. Large shell elements cannot capture the detailed local states properly 126 

and thus local failure initiation and subsequent propagation as well. Alternatively, we propose to 127 

use the strain energy density (SED) criterion to model failure in steel structures at low temperatures, 128 

thus accounting in a simplified manner for both ductile and more brittle failure modes. The 129 

advantage of the SED criterion is that the material resistance to failure is expressed by the elastic 130 

and plastic energy contributions for a given temperature and stress state in a simple and practical 131 

way. In practice, the elastic energy density is important for failure only at temperatures below 132 

DBFT, whereas the plastic energy density plays the major role at higher temperatures. The SED 133 

criterion is calibrated from local simulations of fracture using the Gurson porous plasticity model 134 

[21] for ductile fracture in combination with the RKR criterion [12] for brittle fracture. Available 135 

experimental data for the high-strength steel DH36, according to the designation of steel grades 136 

by DNV [33], is used in all simulations. First, we investigate the fracture toughness of the high-137 
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strength steel as a function of the temperature and the fracture probability level based on three-138 

point bending test data provided by Sumpter and Kent [34]. Numerical simulations of tensile and 139 

three-point bending tests are performed to determine the parameters of the Gurson model and the 140 

RKR criterion, respectively. Second, we conduct calibration of the SED criterion by means of 141 

numerical simulations to bridge the gap between the fine solid element model required in the local 142 

fracture analysis and the large shell element model required in the structural analysis with respect 143 

to predicting failure at a range of temperatures from 20℃ to -160℃. To this end, a high-strength 144 

steel plate element with a generic through-thickness crack is subjected to proportional tensile 145 

loading ranging from uniaxial tension to equi-biaxial tension. The plate element is modelled with 146 

a fine solid element mesh and the Gurson model is used in combination with the RKR criterion to 147 

model fracture. These local simulations are then used to calibrate the SED criterion for a range of 148 

temperatures and stress states, adopting von Mises plasticity. The proposed failure model is finally 149 

evaluated by NLFEA simulations and comparisons with impact tests of steel-plated structure at 150 

low temperatures performed by Park et al. [9] and Kim et al. [35]. 151 

2 Material modelling 152 

2.1 Local approach to failure 153 

In the local approach to failure, we combine the modified Gurson model for ductile fracture 154 

with the RKR model for brittle fracture as proposed in [13-15]. The modified Gurson yield function 155 

is given by [21, 36] 156 

 Φ(𝝈, 𝑓, 𝜎𝑀) =
𝜎𝑒𝑞
2

𝜎𝑀
2 + 2𝑞1𝑓 cosh (

3𝑞2𝜎𝐻
2𝜎𝑀

) − (1 + 𝑞3𝑓
2) ≤ 0 (1) 

where 𝝈 is the stress tensor, 𝑓 is the void volume fraction, 𝜎𝑀 is the flow stress of the matrix 157 

material, 𝜎𝑒𝑞 = √
3

2
𝐬: 𝐬 is the von Mises equivalent stress, 𝐬 = 𝝈 − 𝜎𝐻𝐈 is the stress deviator, 158 

𝜎𝐻 =
1

3
tr(𝝈) is the hydrostatic stress, 𝐈 is the second-order unit tensor, and 𝑞1, 𝑞2 and 𝑞3 are 159 

model constants introduced in [36]. The associated flow rule is adopted to describe the plastic flow 160 

of the porous material, and the evolution of the void volume fraction 𝑓 is determined by assuming 161 

that the plastic flow of the matrix material is isochoric. The initial void volume fraction is 𝑓0 and, 162 

for simplicity, we neglect nucleation of new voids and void softening in shear, and assume that 163 

failure occurs by void coalescence at a critical void volume fraction, 𝑓𝑐. This is assumed to be a 164 

reasonable assumption because the local failure occurs very abruptly after the void volume fraction 165 

exceeds the critical value 𝑓𝑐 [37]. The constants 𝑞1, 𝑞2 and 𝑞3 are given the values proposed 166 

in [36]: 𝑞1 = 1.5, 𝑞2 = 1.0 and 𝑞3 = 𝑞1
2. The reader is referred to e.g. [21] and [36] for more 167 

details on the modified Gurson model. 168 

The RKR model [12] assumes that cleavage fracture initiates and propagates once the local 169 

maximum principal stress 𝜎1 exceeds a critical value 𝜎𝑐  over a characteristic length 𝑙𝑐 . The 170 

characteristic length is commonly taken to be a few times the grain size of the material. The critical 171 
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stress 𝜎𝑐 is assumed independent of temperature and strain rate [38, 39]. As already mentioned, 172 

statistical approaches based on the Weibull theory have been proposed to account for the scatter 173 

observed for brittle fracture modes [21][22][25]. However, as the objective of the current study is 174 

to evaluate the potential of the proposed modelling strategy, a deterministic approach has been 175 

adopted while the statistical approach is left for future work. 176 

Thus, in the local approach to fracture adopted here, the flow stress of the matrix material 𝜎𝑀 177 

is fitted to experimental data for each temperature while the other parameters, namely, 𝑓0, 𝑓𝑐, 𝜎𝑐 178 

and 𝑙𝑐, are assumed constant. 179 

2.2 Global approach to failure 180 

In the large shell simulations of structures, we combine von Mises plasticity (i.e., the von 181 

Mises yield criterion, the associated flow rule and isotropic hardening) with the SED criterion. The 182 

flow stress of the material is fitted to experimental data obtained at each temperature, while the 183 

SED criterion is a function of both temperature and stress state. The SED criterion proposed by 184 

Sih [40] has been employed successfully to predict brittle behaviour at the crack tip in a local 185 

approach to fracture [40-43]. On the macroscopic scale, the plastic strain energy density failure 186 

criterion has been used in analyses of beams and circular plates with dynamic loads [44, 45]. 187 

In this study, we assume that the large shell element fails when the distortional part of the 188 

strain energy density 𝑤 reaches a critical value, 𝑤𝑐(𝛽, 𝑇), which is taken to depend on the stress 189 

state through the strain increment ratio 𝛽 as well as the temperature 𝑇. Assuming plane stress 190 

states, 𝛽 is defined by 191 

 𝛽 =
𝑑𝜀2

𝑝

𝑑𝜀1
𝑝 (2) 

where 𝑑𝜀1
𝑝
 and 𝑑𝜀2

𝑝
 are the major and minor in-plane plastic strain increments. Owing to the 192 

associated flow rule, 𝛽 characterizes the stress state of the material. In particular, 𝛽 equals unity 193 

for equi-biaxial tension, zero for plane-strain tension and −
1

2
 for uniaxial tension. 194 

The distortional part of the strain energy density is calculated as 195 

 𝑤 = ∫𝐬 : 𝑑𝛆 (3) 

where 𝑑𝛆 is the incremental strain tensor. The failure criterion for the material is then expressed 196 

as 197 

 𝑤 = 𝑤𝑐(𝛽, 𝑇) (4) 

Using the additive decomposition of the incremental strain tensor into elastic and plastic parts, 198 

𝑑𝛆 = 𝑑𝛆𝑒 + 𝑑𝛆𝑝, the elastic and plastic parts of 𝑤 = 𝑤𝑒 + 𝑤𝑝 are defined by 199 
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 𝑤𝑒 = ∫𝐬 : 𝑑𝛆𝑒 ,  𝑤𝑝 = ∫𝐬 : 𝑑𝛆𝑝 (5) 

The elastic part is path independent, and for an isotropic material it can be expressed as 200 

 𝑤𝑒 =
1 + 𝜈

3𝐸
𝜎𝑒𝑞
2  (6) 

where 𝐸  is Young’s modulus and 𝜈  is Poisson’s ratio. In contrast, the plastic part is path 201 

dependent and expressed in integral form as 202 

 𝑤𝑝 = ∫𝜎𝑒𝑞𝑑𝜀𝑒𝑞
𝑝

 (7) 

where 𝑑𝜀𝑒𝑞
𝑝 = √

2

3
𝑑𝛆𝑝: 𝑑𝛆𝑝 is the incremental equivalent von Mises strain.   203 

In addition to the SED criterion, the BWH criterion proposed by Alsos et al. [31] is used to 204 

estimate the onset of local necking (or plastic instability) 205 

 𝜎1 = 

{
  
 

  
 2𝑘

√3

1 +
1
2𝛽

√𝛽2 + 𝛽 + 1
 (
2

√3

𝑛

1 + 𝛽
√𝛽2 + 𝛽 + 1)

𝑛

for −1 < 𝛽 ≤ 0

2𝑘

√3

(
2

√3
𝑛)

𝑛

√1 − (𝛽/(2 + 𝛽))2
for   0 < 𝛽 ≤ 1

 (8) 

where 𝜎1  is major principal stress. The parameters 𝑘  and 𝑛  are the power-law parameters 206 

defined in Table 1. It is noted that the failure of elements in subsequent numerical simulations is 207 

governed only by the SED criterion. The SED criterion is checked in all through-thickness 208 

integration points, while the BWH criterion is only evaluated in the middle through-thickness 209 

integration point of the shell element, as it only applies to membrane stresses and strains. 210 

3 Calibration of the Gurson model 211 

In the Gurson model adopted here, we need to calibrate the initial and critical void volume 212 

fractions 𝑓0 and 𝑓𝑐, respectively. To this end, numerical simulation of the tensile test in [9] is 213 

performed using ABAQUS/implicit in which the Gurson yield function is applied without 214 

considering the accelerated void growth after void coalescence, i.e., failure is assumed to occur 215 

when 𝑓 equals 𝑓𝑐. The mid-section in which material failure is expected to occur is discretized 216 

with fine solid elements (C3D8R) of 0.16 mm characteristic length. This element size is equal to 217 

the assumed characteristic length 𝑙𝑐  of the RKR criterion for the investigated material, see 218 

discussion in Section 4. Outside the gauge region the specimen is coarsely meshed to reduce the 219 

computation time. The material properties of DH36 steel are given in by Park et al. [9]. The 220 

engineering stress-strain curves are shown in Figure 1, whereas the true stress-strain curves 221 
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representing the matrix flow stress in the simulations are plotted in Figure 2. The material 222 

properties and hardening parameters of DH36 steel are summarized in Table 1, where 𝜎𝑌 is the 223 

initial yield stress, 𝑠𝑇 is the tensile stress, 𝜀𝐿 is the is the equivalent plastic strain at the exit of 224 

the Lüders plateau, and 𝑒𝑓 is the engineering strain at failure. The work hardening rule is defined 225 

as 226 

 𝜎𝑀 = {
𝜎𝑌 for 𝜀𝑀 ≤ 𝜀𝐿

𝑘(𝜀𝑀 − 𝜀0)
𝑛 for 𝜀𝑀 > 𝜀𝐿

 (9) 

where 𝜀𝑀 is the equivalent plastic strain of the matrix material (see [36] for the definition), 𝑘 227 

and 𝑛 are hardening parameters, and  228 

 𝜀0 = 𝜀𝐿 − (
𝜎𝑌
𝑘
)

1
𝑛
  (10) 

It should be noted that the given material parameters will be used in all subsequent numerical 229 

analyses in the present paper, and, if necessary, the material behaviour at intermediate temperatures 230 

is simulated by interpolation. 231 

 232 

Figure 2. True stress-strain curves of DH36 steel. 233 

 234 

The initial void volume fraction 𝑓0  is set equal to 0.002  [46]. The void growth was 235 

investigated in an element placed at the centre of the mid-section of the specimen where the failure 236 

is expected to occur. Subsequently, the critical void volume fraction 𝑓𝑐 was found in the element 237 

when the engineering strain of the specimen reaches the failure strain. Based on the simulation of 238 

the tension test at room temperature, the critical void volume fraction 𝑓𝑐 was determined to be 239 
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0.01. Simulations of the tensile tests at the other temperatures were then conducted with 𝑓𝑐 = 0.01, 240 

and the experimental and simulated engineering stress-strain curves are compared in Figure 3. 241 

Even if there are small deviations (error within 2.8%) between the experimental and predicted 242 

failure strains at the lower temperatures, the calibrated Gurson model is considered to have the 243 

required accuracy to model ductile failure regardless of temperature and is employed in the 244 

subsequent simulations of the ductile-brittle fracture transition. 245 

Table 1. Material properties obtained from uniaxial quasi-static tensile test of DH36 steel. 246 

𝑇 (℃) 𝜎𝑌 (MPa) 𝑠𝑇 (MPa) 𝜀𝐿 (%) 𝑒𝑓 (%) 𝑛 𝑘 (MPa) 

20 383 530 2.1 34.8 0.167 851 

-20 406 569 1.9 35.3 0.181 933 

-60 443 606 2.9 35.8 0.194 1002 

-160 636 735 4.4 37.4 0.195 1238 

 247 

 248 

  249 
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  250 
 251 

Figure 3. Experimental and simulated engineering stress-strain curves with ductile failure for 252 

DH36 steel. 253 

4 Calibration of the RKR criterion 254 

Only a few fracture mechanics tests have been conducted to obtain the critical stress intensity 255 

factor for marine structural steel [34]. The reason for this is twofold: first, accidents by brittle 256 

fracture in ships and offshore structures have been rarely reported in recent decades [47], and 257 

second, the Charpy-V test is preferably employed to examine toughness of the steel as function of 258 

temperature due to its simplicity and intuitiveness. Sumpter and Kent [34] carried out three-point 259 

bending tests of 15 mm thick high strength steel at various temperatures. They estimated the 260 

fracture toughness and the fracture probability level as a function of the temperature. We 261 

selectively use the fracture toughness data in [34] for D-grade and DH-grade steel. Both steels 262 

correspond to the target material in this study. We have adopted the same procedure as in [34] to 263 

find the fracture toughness curves for a given probability level. A best fit to the data is obtained by 264 

the exponential curve fit (ECF) method. The reader is referred to [34] for all the test data, details 265 

of the test procedures and a description of the ECF method. Figure 4 shows the fracture toughness 266 

of D-grade and DH-grade steel in terms of the relative temperature 𝑇 − 𝑇27𝐽 as a function of the 267 

probability level for fracture toughness, where 𝑇27𝐽 is the Charpy 27 J transition temperature. 268 
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 269 

Figure 4. Exponential curve fit of fracture toughness data with different probability level for 270 

fracture toughness, based on the experimental results in [32]. The fracture toughness is defined as 271 

𝐾𝐽𝑐 = √𝐸𝐽𝑐, where 𝐸 is Young’s modulus and 𝐽𝑐 is the critical value of the 𝐽-integral. 272 

Numerical simulations of the three-point bending tests presented in [34] are conducted using 273 

ABAQUS/implicit. The Gurson model and the RKR criterion are used in these simulations with 274 

the aim to determine the critical stress 𝜎𝑐  in the RKR criterion for the D-grade steel. The 𝐽-275 

integral of an elastic-plastic material can be computed in the simulations and converted to the stress 276 

intensity factor by 𝐾𝐽 = √𝐸𝐽 [48], where 𝐸 is Young’s modulus. Accordingly, the critical stress 277 

intensity factor is given by 𝐾𝐽𝑐 = √𝐸𝐽𝑐, where 𝐽𝑐 is the critical value of the 𝐽-integral. In [12] 278 

and [49], the grain size of mild steels is reported to be 60 μm and 70 μm, respectively. For brittle 279 

fracture to occur, the critical stress must be attained over a region with extension defined by the 280 

characteristic length 𝑙𝑐 of the process zone, which should be taken as the size of some few grains 281 

[12]. In view of this, we set the characteristic length to 𝑙𝑐 = 0.16 mm and adopt a characteristic 282 

element size equal to 𝑙𝑐 . The remaining parts of the specimen are discretized by a relatively coarse 283 

mesh to reduce the computation time, see Figure 5. We use the two-dimensional continuum 284 

element CPE4R, which is a four-node plane-strain element with reduced integration and hourglass 285 

control. A static friction coefficient of 0.3 is assigned for contact between the rollers and the 286 

specimen. 287 
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   288 

Figure 5. Finite element mesh of the three-point bending specimen. The specimen has thickness 289 

𝐵 = 15 mm, width 𝑊 = 50 mm, crack length 𝑎 = 15 mm, and ligament 𝑏 = 35 mm, whereas 290 

the span between the supports is 𝑆 = 200 mm. 291 

The fracture toughness is evaluated in elements located in the mid-span of the specimen. Crack 292 

initiation is assumed when the maximum principal stress exceeds the critical stress value 𝜎𝑐 or 293 

when the critical void volume fraction 𝑓𝑐 is reached. In other words, if an element reaches 𝜎𝑐 294 

prior to 𝑓𝑐, we consider brittle fracture to occur in the specimen, else the fracture is signified as 295 

ductile. We use 𝑓𝑐 equal to 0.01 as determined in section 3, while three critical values of 𝜎𝑐, 296 

namely 1340, 1400 and 1450 MPa, are applied in the simulations. The simulation results are shown 297 

in Figure 6. It is seen that the adopted modelling approach is capable of predicting the fracture 298 

toughness as a function of temperature with reasonable accuracy. The simulated toughness curves 299 

are all rather close to 50 percent level of the fracture toughness. However, to be conservative, we 300 

adopt 𝜎𝑐 equal to 1340 MPa, which is about 3.5 times the yield stress at room temperature. 301 
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  302 

Figure 6. Numerical fracture toughness curves in terms of 𝐾𝐽𝑐 compared with exponential curve 303 

fits of fracture toughness data with different probability levels. 304 

5 Calibration of the SED criterion 305 

5.1 Simulations of fictitious plates 306 

This section describes the calibration of the strain energy density (SED) criterion for large 307 

shell elements. To this end, numerical simulations are performed with the two fictitious plate 308 

models shown in Figure 7. We create a finite element model of a square plate with 70 mm width 309 

and 10 mm thickness because analysis of energy dissipation in large-scale structures is normally 310 

performed with shell elements having a length of 5 to 10 times the plate thickness [50]. The first 311 

fictitious plate (P1) is modelled by only one large shell element, which is the quadrilateral finite-312 

membrane-strain shell element with reduced integration (S4R). The second plate (P2) consists of 313 

a very fine mesh of solid elements in the expected failure region, namely the hexahedral solid 314 

elements with eight nodes and reduced integration (C3D8R). The mesh size of the solid elements 315 

is about 0.16 mm to comply with the characteristic length of the RKR model. Plate P2 includes an 316 

initial sharp crack at the centre. The initial crack models an imperfection of the plate which may 317 

come from a welding process and/or various operations of the structures. The initial crack length 318 

through thickness introduced in plate P2 is 1.6 mm with the ratio between the crack length 𝑎 and 319 

the plate width 𝑤 equal to 𝑎/𝑤 ≈ 0.02. Very limited information of actual initial crack lengths 320 

is available in the literature. Mai et al. [51], Moan [52], Ziegler et al. [53], Akpan [54], Bokalrud 321 

and Karlsen [55], Kountouris and Baker [56] and Kirkemo [57] used an exponential distribution 322 

for the initial defect size with the mean value in the range from 0.11 mm to 0.94 mm. Based on 323 

this, the initial crack size of 1.6 mm adopted in this study seems to be fairly conservative. However, 324 

in order to demonstrate the potential of the proposed modelling approach, the crack length is 325 

selected so that brittle fracture is generated in the simulations at the lower temperatures. 326 
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 327 

 328 

Figure 7. FE models of two fictitious plates: P1 (left) and P2 (middle and right). 329 

We perform the simulations by assigning a quasi-static biaxial tensile loading to the plates. 330 

The effects of strain rate are neglected in the modelling of the stress-strain behaviour and the local 331 

approach to failure, and thus in the calibration of the SED criterion. In analysis of structures by 332 

means of numerical simulations, we need to have accurate information of all essential parameters 333 

for best possible verification of the method. For design purposes, the situation is somewhat 334 

different. We may specify a characteristic crack length that leads to characteristic strain energy 335 

density levels at fracture. The crack length may not be the “true” one, but realistic and reasonably 336 

conservative dependent on model uncertainties, such as stress concentration factors, strain rate 337 

effects and statistical aspects of fracture. The same situation is encountered in many other design 338 

situations; e.g. many design codes present column-buckling curves that are based upon equivalent 339 

imperfections, where both the magnitude and the shape are not the “true” ones. Thus, a design 340 

crack could be specified for application of this method. The design crack length should not be 341 

changed for one design check to the other, but remain constant. If the local model is improved or 342 

more data become available, the design crack length could be adjusted (probably reduced) to 343 

reflect the improvement of the basis for the method. 344 

The simulations of plate P2 are regarded as numerical experiments and used to calibrate the 345 

SED criterion for a range of stress states and temperatures. In plate P2, crack initiation and 346 

propagation are predicted by the local approach to failure. The Gurson model is used for ductile 347 

failure and the RKR criterion for brittle failure with the critical material parameters 𝑓𝑐 and 𝜎𝑐 348 

determined above. One simulation of plate P2 requires approximately 20 CPU hours on a super 349 

computing system. The range of temperature studied in these simulations is from room temperature, 350 

𝑇 = 20℃, to cryogenic temperature, 𝑇 = −160℃. It is reported that the stress state in failed 351 

elements in ship impact analyses is mostly within the range of moderate stress triaxiality, 1/3 ≤352 

𝜂 ≤ 2/3 [58] such that we assign a series of proportional loading paths, i.e., with constant 𝛽, 353 

from uniaxial tension (𝛽 = −0.5, 𝜂 = 1/3) to equi-biaxial tension (𝛽 = 1, 𝜂 = 2/3) for both 354 

plates. We assume that complete failure of plate P2 occurs once the crack has propagated by 355 

element erosion over the entire width to reach the two vertical edges, see Figure 8. 356 
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 357 

 358 

Figure 8. Illustration of crack propagation to complete failure of plate P2: (1) Plate with initial 359 

crack; (2) Crack propagation; (3) Final fracture of the plate. 360 

The response of the two plates P1 and P2 in plane-strain tension is illustrated in Figure 9 in terms 361 

of the engineering stress-strain curves in the direction normal to the crack propagation. The initial 362 

through-thickness crack barely influences the stress level, but has an impact on the failure strain. 363 

In addition, the strain energy density of plate P1 is reported at the time of local failure initiation, 364 

𝑡𝑖𝑛𝑖𝑡, and failure termination, 𝑡𝑡𝑒𝑟𝑚, in plate P2, see Table 2. A relatively large increase of the 365 

distortional strain energy is needed to propagate the crack through the plate at room temperature, 366 

while the energy dissipation associated with crack propagation is negligible at lower temperatures. 367 

Except at the two lowest temperatures, where the fracture is brittle, the elastic distortional strain 368 

energy density 𝑤𝑒 is very small compared to the total distortional strain energy density, 𝑤 = 𝑤𝑐, 369 

at full failure. 370 

 371 

 372 

Figure 9. Engineering stress-strain curves for plates P1 and P2 for plane-strain tension (𝛽 = 0) 373 

with indication of fracture. Plate P2 exhibits ductile failure at room temperature, brittle failure at 374 

−100℃ and −160℃, a mixed failure mode between −20℃ and −60℃. 375 

 376 
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Table 2. Elastic, plastic and total distortional strain energy densities (in MPa) in plate P1 at failure 377 

initiation, 𝑡𝑖𝑛𝑖𝑡, and failure termination, 𝑡𝑡𝑒𝑟𝑚, in plate P2. 378 

Temperature 
𝑡𝑖𝑛𝑖𝑡 𝑡𝑡𝑒𝑟𝑚 

𝑤𝑒 𝑤𝑝 𝑤  𝑤𝑒 𝑤𝑝 𝑤  

20℃ 0.8 93.3 94.1 0.9 124.8 125.7 

-40℃ 1.0 107.5 108.5 1.0 109.3 110.3 

-60℃ 1.1 105.6 106.7 1.1 106.1 107.2 

-100℃ 0.6 4.2 4.8 0.6 4.3 5.0 

-160℃ 0.9 1.3 2.2 0.9 1.4 2.3 

The strain energy density 𝑤 in plate P1 at complete failure of plate P2 is taken as the critical 379 

value 𝑤c for a given temperature 𝑇 and strain increment ratio 𝛽. The results are presented in 380 

Figure 10, which shows the strong dependence of 𝑤c on both 𝑇 and 𝛽. The fracture mode seems 381 

to change from ductile to brittle at some temperature between −60℃ and −100℃, while for 382 

higher temperatures, the void volume fraction 𝑓 in some elements ahead of the initial crack tip 383 

exceeds the critical value 𝑓𝑐 before the major principal stress 𝜎1 reaches the critical stress 𝜎𝑐. 384 

In plate P2, we observe ductile failure at room temperature and brittle failure at temperatures lower 385 

than −100℃ regardless of the stress state, while mixed failure modes are found for temperatures 386 

between −20℃ and −60℃. It is evident from Figure 10 that there is a sufficient number of 387 

calibration points to develop an analytical representation of the fracture curve 𝑤𝑐(𝛽) at each 388 

temperature 𝑇. An exponential function is used to represent 𝑤𝑐(𝛽) over the entire range of 𝛽-389 

values analyzed. The fracture loci for all temperatures obtained are gathered in Figure 11. As 390 

expected, we find that 𝑤𝑐  is consistently reduced with decreasing temperature. It is further 391 

observed that the plate has less ductility in plane-strain tension (𝛽 = 0) than for uniaxial tension 392 

(𝛽 = −0.5) and equi-biaxial tension (𝛽 = 1). 393 

Another way of illustrating the effect of temperature, stress state and failure mode is to use 394 

the Keeler-Goodwin diagram [59, 60], which is a so-called strain-based forming limit diagram 395 

(FLD). However, in our case the FLD should be read as a failure limit diagram, as we are not 396 

considering formability in the ordinary sense. The failure limit curves obtained by the SED 397 

criterion are shown in Figure 12. The abrupt reduction in ductility when the temperature is 398 

decreased below −60℃ is clearly evident in the figure. The strong influence of the stress state is 399 

also seen with the lowest ductility occurring for plane-strain tension. 400 

 401 
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Figure 10. Calibration of the SED failure criterion, 𝑤 = 𝑤𝑐(𝛽), at different temperatures 𝑇 402 

based on numerical simulations with the Gurson model and the RKR criterion.  403 
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 404 

Figure 11. Fracture loci 𝑤𝑐(𝛽) for temperatures between 20℃ and −160℃. 405 

 406 

Figure 12. Failure limit curves at each temperature giving critical combinations of the in-plane 407 

principal strains 𝜀1 and 𝜀2 under proportional loading. 408 

5.2 Influence of fictitious plate size 409 

The SED criterion was calibrated based on detailed simulations of a fictitious plate (P2) with 410 

a through-thickness crack in the centre. The size of the 10 mm thick plate was 70 × 70 mm2. A 411 

shell element (P1) of the same size was used to calculate the critical value of the SED at failure of 412 

the plate for a range of stress states and temperatures. Since the size of the plate is large compared 413 

with the thickness, the local deformations in the central region due to local necking and damage 414 

evolution should have only minor effects on the calibrated values of the SED criterion. However, 415 

if the size of the plate is reduced, local deformations will start to play a role and increased values 416 
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of the critical SED are expected, in particular for the ductile failure modes. To investigate the 417 

influence of plate size on the calibrated values of the SED criterion, simulations with different size 418 

of the two square plates P1 and P2 were run, everything else being the same. The simulations are 419 

carried out for plane-strain conditions only, assuming the results to be representative for other 420 

stress states also. The plate length is taken in the range from 1 to 5 times the plate thickness, namely 421 

10 mm, 15 mm, 20 mm, 30 mm, and 50 mm. Figure 13 shows the resulting values of 𝑤𝑐 as a 422 

function of the plate size for different temperatures. When the failure mode is still ductile, 𝑤𝑐 423 

decreases notably with the plate length but seems to saturate at a length in the range of 40-70 mm. 424 

The decrease is largest at room temperature, while the plate size dependence disappears at 425 

−100℃ where the failure mode is brittle.  426 

The numerical simulations show that the strains localize into a narrow neck in the middle of 427 

plate P2 when the failure mode is ductile. The degree of local necking is continuously reduced 428 

with decreasing temperature and at −100℃ failure occurs without significant necking. It is well 429 

known that the strains develop locally into a narrow neck after the onset of local instability and 430 

that the width of the neck is set by the plate thickness [61]. Shell elements with size larger than the 431 

thickness of the plate are not able to capture local necking, and it is reasonable to assume that 432 

failure of the shell element occurs simultaneously with incipient local necking. This is the idea 433 

behind the BWH criterion [31] and is obtained also with the SED criterion provided the plate size 434 

used in the calibration is sufficiently large compared with the plate thickness and the size of the 435 

crack. Based on Figure 13, the size of the fictitious plate used in the calibration should be at least 436 

four times its thickness to ensure conservative estimates on the critical SED at room temperature. 437 

 438 

 439 

Figure 13. Critical strain energy density (SED) as a function of plate length for plane-strain tension 440 

  441 
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6 Numerical study 442 

For practical assessment of the proposed modelling approach, using the SED criterion to 443 

model failure in large shell elements at low temperatures, a numerical study is performed and the 444 

predictions are compared with experimental results from the literature. Park et al. [9] and Kim et 445 

al. [35] conducted experiments to examine the impact response of steel-plated structures in Arctic 446 

temperatures. The steel-plated structure was subjected to high-speed impact by a cone-shaped 447 

striker. Both unstiffened and stiffened plates were tested. In the stiffened plates, two stiffeners were 448 

welded across the rear side of the plate. The dimensions of the plate and the flat-type stiffener were 449 

1200 × 1200 × 6 mm3  and 1200 × 100 × 6 mm3, respectively. The edges of the plate were 450 

welded to a rigid jig, which was fully clamped by means of bolts. The mass of the cone-shaped 451 

striker was 1150 kg. The striker impacted the centre of the plate and its initial velocity at the 452 

moment of impact was 7.06 m/s and 8.57 m/s for room temperature and sub-zero temperatures, 453 

respectively. The target temperatures were 20℃, −40℃, −60℃ and −100℃. Table 3 compiles 454 

the experimental programme. A detailed description of the test setup can be found in References 455 

[9] and [35]. 456 

 457 

Table 3. Experimental programme from References [9] and [35]. 458 

Case Plate type 
Temperature 

(℃) 

Striker velocity 

(m/s) 

1 Unstiffened 
20 7.06 

2 Stiffened 

3 Unstiffened -40 

8.57 
4 Stiffened -60 

5 Unstiffened -60 

6 Stiffened -100 

 459 

6.1 Finite element modelling 460 

To simulate the impact tests, the commercial FEA program ABAQUS/explicit was used. The 461 

test jig was discretized using solid elements (C3D8R). The cone-shaped striker was assumed to be 462 

a rigid body and modelled using four-node 3D bilinear rigid quadrilateral elements (R3D4). The 463 

test structure, including the plate and the stiffeners, was modelled using shell elements (S4R). The 464 

number of integration point across the thickness was five. The element size was 20 × 20 mm2, 465 

in accordance with a mesh convergence study conducted in references [9] and [35] to reduce the 466 

computation time as much as possible while still getting accurate results. The welds could not be 467 

directly modelled by means of shell finite elements. The welds increase the resistance of the 468 
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stiffener and make the transition between stiffener and plate less abrupt. Adopting the approach in 469 

[35, 62-64], the welds were accounted for by increasing the element thickness around the plate-470 

stiffener junction by 50%, as shown in Figure 14. The friction coefficient was set to 0.3 for all 471 

contact surfaces. The FE modelling of the test setup is shown in Figure 15. 472 

 473 

 474 

 475 

Figure 14. Illustration of plate types and weld elements in the plate-stiffener junction. 476 

 477 

 478 

Figure 15. Finite element modelling of the dropped-object tests in [9] and [35]. 479 
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6.2 Material modelling 480 

We use the stress-strain curves shown in Figure 2 for the behaviour of the steel material in the 481 

numerical analyses. The material model combining von Mises plasticity with the SED failure 482 

criterion was implemented in the ABAQUS/explicit code via a user-material subroutine VUMAT. 483 

To integrate the constitutive equations, the cutting plane algorithm was adopted, which is an 484 

accurate, robust and efficient for integrating rate-independent plasticity models [65]. 485 

The failure condition is checked after the stress update is fully completed in each time step. If 486 

the SED in an element exceeds the pre-defined upper limit value at a certain temperature, i.e., if 487 

𝑤 ≥ 𝑤𝑐(𝛽, 𝑇), the element is deleted. The criterion for element deletion distinguishes between 488 

predominantly ductile and brittle failure modes. For ductile failure modes, the element is not 489 

deleted before the critical value, 𝑤𝑐 , is achieved in the middle integration point through the 490 

thickness. Accordingly, for a bending dominated stress state, the failure of integration points 491 

propagate from the surface to the mid integration point, and then the element is completely 492 

removed. For brittle failure modes, it is assumed that fracture initiates and propagates 493 

instantaneously once the first integration point reaches the critical value. Based on the fracture 494 

behaviour of plate P2 in the calibration of the SED criterion, it was concluded that predominant 495 

ductile failure modes occurred for temperatures between 20℃ and −60℃, while brittle failure 496 

modes were found for temperatures equal to and below −100℃. Thus, for 𝑇 ≤ −100℃, an 497 

element will be eroded once the first through-thickness integration point fails. 498 

It is important to note that in line with the calibration of the SED criterion and the local 499 

modelling of fracture, the strain rate effects have been neglected in the numerical simulations of 500 

the impact tests. Kim et al. [35] found from tension coupon tests at room temperature and at 501 

−60℃ that the temperature had a significantly larger impact on the tensile strength than the strain 502 

rate in the range of 0.1 to 2 s-1. The strain rate had a more significant effect on the lower yield 503 

strength. The tests showed also that the fracture strain decreased for higher strain rates. It will be 504 

very challenging and require a substantial number of material tests to include the rate effect on the 505 

complete stress-strain relationship including lower yield strength, tensile strength, initiation of 506 

diffuse necking and fracture. Noticing that the tensile strength was little influenced by strain rate, 507 

it was decided to disregard the rate effect. This might underestimate the risk of brittle fracture for 508 

high strain rate at very small strains corresponding to lower yield strength. 509 

6.3 Numerical results 510 

In the following, numerical results obtained with the proposed failure model are compared 511 

with the experimental data from References [9] and [35]. 512 

Case 1 & 2 513 

As shown in Figure 16, the predicted force-displacement curves are in good agreement with the 514 

experimental curves both for the unstiffened and stiffened plates loaded at room temperature. 515 

While the spring-back is underestimated for the unstiffened plate (case 1), it is quite accurately 516 

captured for the stiffened plate (case 2). Material failure did not occur in the tests at room 517 
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temperature and the same holds true for the simulations. The impact load yields a fairly constant 518 

stress state in the range from 𝛽 ≈ 0.7 to equi-biaxial tension (𝛽 ≈ 1.0) near the elements in 519 

contact with the striker. Selected deformed configurations of the plate are shown in Figure 17 and 520 

Figure 18 for case 1 and 2, respectively. In case 1, plastic instability occurs at point 3 according to 521 

the BWH criterion (see Figure 16 (left)), but the instability does not develop into failure. In case 522 

2, the largest strain is observed in the stiffeners (see Figure 18), but the BWH criterion does not 523 

predict any plastic instability. It is found that the stiffened plate has less global deformation, but 524 

absorbs more energy than the unstiffened plate. The deformation modes obtained in tests and 525 

simulations are compared in Figure 19, and the agreement is satisfactory. 526 

  527 

Figure 16. Experimental and numerical force-displacement curves for case 1 (left) and case 2 528 

(right). 529 

 530 

  

a) Point 1 

Force: 0 kN 

Indentation: 0 mm 

Max. SED: 0 MPa 

b) Point 2 

Force: 300 kN 

Indentation: 58 mm 

Max. SED: 90 MPa 

  

c) Point 3 

Force: 581 kN 

Indentation: 98 mm 

Max. SED: 147 MPa 

d) Point 4 

Force: 0 kN 

Indentation: 94 mm 

Max. SED: 165 MPa 
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Figure 17. Deformed configurations of plate in case 1 with fringe plots of the equivalent plastic 531 

strain field. Force, indentation and maximum SED are given for each point which refers back to 532 

the force-displacement curve in Figure 16 (left). 533 

 534 

 535 

  

a) Point 1 

Force: 0 kN 

Indentation: 0 mm 

Max. SED: 0 MPa 

b) Point 2 

Force: 504 kN 

Indentation: 43 mm 

Max. SED: 62 MPa 

  

c) Point 3 

Force: 706 kN 

Indentation: 65 mm 

Max. SED: 115 MPa 

d) Point 4 

Force: 0 kN 

Indentation: 59 mm 

Max. SED: 119 MPa 

Figure 18. Deformed configurations of plate in case 2 with fringe plots of the equivalent plastic 536 

strain field. Force, indentation and maximum SED are given for each point which refers back to 537 

the force-displacement curve in Figure 16 (right). 538 

Case 3 & 4 539 

The force-displacement curves from test case 3 and 4, in which the specimens were loaded at 540 

a temperature of −40℃  and −60℃ , respectively, are shown in Figure 20. The simulation 541 

accurately predicts the experimental force level in case 3, but the spring-back still has a minor 542 

deviation. Plastic instability according to the BWH criterion occurs at point 1 (Figure 20 (left)). 543 

However, the force continues to increase after this point until maximum indentation. Failure occurs 544 

neither in the test nor in the simulation, and the plate remains ductile at −40℃. The SED criterion 545 

is reliable for the unstiffened plate at this temperature. The deformed configurations of the plate at 546 

point 1 (plastic instability) and at point 2 are shown in Figure 21. 547 

In case 4, fracture initiates in the experiment and then propagates along the weld line [35], 548 

while neither plastic instability nor failure is predicted in the simulation. At the end of the impact, 549 

the maximum SED (175 MPa) is located in the elements in the stiffeners that experience the largest 550 

strains, see Figure 22. The elements have a strain increment ratio 𝛽 ≈ −0.4, where the critical 551 

SED is 208 MPa, so initiation of fracture is fairly close at these points. In contrast, fracture took 552 
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place in the HAZ in the experiment. At the same deformation level, the elements in the HAZ 553 

experience a strain increment ratio 𝛽 close to 0.8 and the maximum SED is 79 MPa, which is 554 

far less than the critical SED of 219 MPa. As a result, the maximum indentation is significantly 555 

underestimated, and the deformation modes obtained in the test and the simulation are different, 556 

as illustrated in Figure 23. The critical SED at −60℃ would have to be scaled by a factor of 0.2 557 

in order to produce the observed brittle facture modes in the HAZ. Alternatively, a temperature of 558 

−100℃  would also give the correct critical SED. It is obvious that there exists a stress 559 

concentration factor due to the presence of the stiffener that is difficult to include for coarse shell 560 

element meshes. This is the same challenge we are faced with in the ductile failure domain. In 561 

addition, the results may indicate a possible deterioration of the weld properties at low 562 

temperatures and thus the behaviour of the weld must be predicted carefully. For the dropped-563 

object tests, detailed measurements of crack sizes in the parent material and the weld properties 564 

are not available. If the SED criterion had been calibrated for different the crack sizes, the required 565 

crack size to obtain the observed behaviour could have been determined. However, these 566 

simulations illustrate the sensitivity of the model in the ductile-to-brittle fracture transition region. 567 

The correct trend is obtained, but further verification is needed with more controlled test conditions. 568 

  

  

Figure 19. Comparison of experimental and predicted deformation modes for case 1 (top) and case 569 
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2 (bottom). The fringe plots show the von Mises stress field (in MPa) at the end of the simulations. 570 

 571 

 572 

  573 

Figure 20. Experimental and numerical force-displacement curves for case 3 (left) and case 4 574 

(right). 575 

  

a) Point 1 

Force: 712 kN 

Indentation: 108 mm 

Max. SED: 191 MPa 

b) Point 2 

Force: 0 kN 

Indentation: 107 mm 

Max. SED: 237 MPa 

Figure 21. Deformed configurations of plate in case 3 with fringe plots of the equivalent plastic 576 

strain field. Force, indentation and maximum SED are given for each point which refers back to 577 

the force-displacement curve in Figure 20 (left). 578 

  

a) Point 1 

Force: 847 kN 

Indentation: 66 mm 

Max. SED: 155 MPa 

b) Point 2 

Force: 0 kN 

Indentation: 56 mm 

Max. SED: 175 MPa 

Figure 22. Deformed configurations of plate in case 4 with fringe plots of the equivalent plastic 579 

strain field. Force, indentation and maximum SED are given for each point which refers back to 580 
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the force-displacement curve in Figure 20 (right). 581 

 
 

Figure 23. Comparison of experimental and predicted deformation mode for case 4. The fringe 582 

plots show the von Mises stress field (in MPa) at the end of the simulations. 583 

Case 5 584 

The force-displacement curves for case 5, where the unstiffened plate is impacted at a 585 

temperature of −60℃, are shown in Figure 24. Failure did not occur in the test at this temperature. 586 

In the simulation, the elements in the critical region are loaded with a strain increment ratio 𝛽 587 

close to 0.73, where the critical SED is 205 MPa. The simulation predicts accurately the 588 

experimental force level, but in contrast to the test, material failure occurs at point 1 and the 589 

maximum indentation is therefore overestimated. The deformed configurations of the plate at 590 

maximum force (point 1) and at the end of the simulation (point 2) are shown in Figure 25. 591 

Evidently, the simulation predicts failure of elements directly in contact with the striker. Figure 26 592 

compares the deformation modes obtained in the test and the simulation of case 5.  593 

 594 

 595 
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Figure 24. Experimental and numerical force-displacement curves for case 5. 596 

 597 

  

a) Point 1 

Force: 586 kN 

Indentation: 96 mm 

Max. SED: 205 MPa 

b) Point 2 

Force: 0 kN 

Indentation: 108 mm 

Max. SED: 131 MPa 

Figure 25. Deformed configurations of plate in case 5 with fringe plots of the equivalent plastic 598 

strain field. Force, indentation and maximum SED are given for each point which refers back to 599 

the force-displacement curve in Figure 24. 600 

 601 

  

Figure 26. Comparison of experimental and predicted deformation mode for case 5. The fringe 602 

plots show the von Mises stress field (in MPa) at the end of the simulations. 603 

 604 

Case 6 605 

Figure 27 presents the force-displacement curves for case 6 in which the test of the stiffened 606 

plate was performed at −100℃. Brittle failure is observed in the test. Failure takes place not only 607 

in the area around the plate-stiffener junction, but also on the free plate field with approximately 608 

circular shape. The SED criterion predicts failure at about the correct force level, but crack 609 

propagation is delayed compared with the test and, accordingly, the post-fracture force level is 610 

overestimated. As noticed in case 4, the weld may be prone to fail prematurely at low temperature 611 

and could influence the response of the plate. Nevertheless, the fracture pattern of the plate is 612 

reasonably well predicted, as illustrated in Figure 28, which presents the final configuration of the 613 
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plate in test and simulation. The simulated crack initiation and propagation is depicted in Figure 614 

29. It is evident that brittle fracture is predicted in the simulation, but the strong influence of the 615 

discretization is noted. 616 

 617 

Figure 27. Experimental and simulated force-displacement curves for case 6. 618 

 619 

  

Figure 28. Comparison of experimental and predicted deformation mode for case 6. The fringe 620 

plot shows the von Mises stress field (in MPa) at the end of the simulation. 621 

 622 



30 

 

 623 

Figure 29. Simulated crack propagation in the stiffened plate at a temperature of −100℃. The 624 

fringe plots show the von Mises stress field (in MPa). 625 

The total energy absorption in tests and simulations is compiled in Table 4. In case 1, 2 and 3, 626 

the simulations give satisfactory agreement with the tests, while large errors are found in case 6 627 

involving pronounced brittle fracture. The discrepancy is caused by the delayed crack initiation 628 

and propagation in the simulation. The comparison for case 4 and 5 is deliberately omitted because 629 

the failure mode was not predicted correctly. 630 

Table 4. The total energy absorption of the structure in each case. 631 

Case Experiment (kJ) FEA (kJ) Error (%) 

1 25.8 23.8 -7.6 

2 24.5 24.4 -0.7 

3 37.0 36.3 -1.9 

6 11.4 23.6 106.8 

 632 

7 Discussion and conclusions 633 

Ships and offshore structures may be subjected to extreme actions where the steel material is 634 

exposed to very low temperatures, e.g. due to ship or ice impacts in the Arctic or temperature 635 

stresses induced by cryogenic spills. During these actions the structure may undergo ductile or 636 

brittle fracture. The occurrence of the latter event may be particularly critical. Realistic analysis 637 

for large structural subsystems by means of the nonlinear finite element method where ductile and 638 

brittle fracture is taken into account, is therefore essential. Numerical simulations require large 639 

shell elements, typically in the range of 3-5 times the plate thickness, where detailed modelling of 640 

crack initiation and propagation is not feasible. 641 

In the present paper, the strain energy density (SED) criterion was proposed to predict ductile-642 

brittle fracture transition in nonlinear finite element analyses using large shell elements. Critical 643 

values of the SED were determined based on local simulations of fracture for a range of 644 

temperatures and plane-stress states based on the combined use of the Gurson model for ductile 645 
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damage and fracture and the Richie-Knott-Rice (RKR) criterion for brittle fracture. In order to 646 

evaluate the proposed model, six drop tests on stiffened and unstiffened steel plates carried out at 647 

room temperature and sub-zero temperatures were analysed with shell finite elements and the SED 648 

criterion. In some of the drop tests, the steel plate exhibited a ductile behaviour, whereas in others 649 

its behaviour was more brittle. The simulations of the drop tests illustrated the feasibility of the 650 

SED, even if there were significant differences between tests and simulations in some of the cases. 651 

The plate behaviour against impact was predicted quite well for the unstiffened plates, whereas the 652 

weld failure occurring at sub-zero temperatures was not captured in the simulations. For the 653 

stiffened plates, there are two effects that push the failure mode towards more brittle fracture than 654 

it was possible to simulate at the present stage: 655 

1) The stiffener and the welds caused a significant stress and strain concentration that was 656 

not taken into account in the shell finite element modelling. It could be taken into 657 

account by introducing a stress concentration factor in a similar manner as in the BWH 658 

ductile failure model [29]. 659 

2) The residual stresses in the HAZ are generally considered to attain the yield stress level. 660 

The HAZ material will be heavily stressed and may thus more easily attain the critical 661 

SED by low temperature exposure. This may possibly be taken into account by 662 

reducing the critical SED for HAZ elements. 663 

The need to carry out dedicated low temperature tests of stiffened and unstiffened plates with 664 

better controlled conditions is acknowledged. Preferably, the initial tests should be static, so as to 665 

eliminate the uncertain strain rate effects. The verification study was also made difficult because 666 

the number of temperature levels is small. The critical SED changes rapidly from −60℃ to 667 

−100℃ (cf. Figure 11). Thus the occurrence of brittle failure or ductile failure is somewhat 668 

“binary” and it is difficult to know how close in terms of temperature level the numerical 669 

simulations are to the correct behaviour. 670 
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