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Abstract

This article proposes a statistical model for short-term iceberg drift forecasts by transforming the problem of forecasting
the iceberg velocity into a problem of forecasting the ocean current velocity. A Vector-autoregression model is identified
using historical ocean current data as a training set. The proposed forecast scheme is tested and analysed on four real
iceberg drift trajectories. Based on these results, recommendations about the forecast horizon, the filter horizon and
model order are given. Moreover, it is shown that the statistical forecast approach presented in this article offers superior

performance to a conventional dynamic iceberg forecast model for short-term drift forecasts.
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1. Introduction

Short-term iceberg drift forecast is challenging due to
large uncertainties in the driving forces and model param-
eters.

A simple mechanistic dynamic iceberg drift model was
developed in the 1980’s (Sodhi and El-Tahan, 1980) and

and may even point in opposite directions (EI-Tahan et al.,
1983). The process noise (the difference between the mod-
elled and real driving forces) plays an important role dur-
ing the forecast and gives the forecaster a feeling that the
iceberg drift follows a ”chaotic” behaviour.

In an operational setting a conventional dynamic ice-
berg drift forecast may provide an occupancy grid map

further improved and tested for short-term (< 24 h), intermediate-

term (1 days to 3 days) and long-term (> 1 month) forecast
by among others Mountain (1980); EI-Tahan et al. (1983);
Smith (1993); Bigg et al. (1996); Kubat et al. (2007);
Eik (2009); Turnbull et al. (2015); Kulakov and Demchev
(2015). These models use the following set or subset of
inputs: Environmental inputs (winds, waves and currents)
and a detailed description of the iceberg keel geometry
to simulate iceberg drift. However, predicting problem-
atic iceberg trajectories that approach vulnerable offshore
structures and development activities is still not solved to
a completely satisfying extent.

Ocean current direction and speed are often identified
as the most uncertain iceberg drift model forcings (Eik,
2009; Turnbull et al., 2015; Kubat et al., 2005; Brostréom
et al., 2009). They introduce significant uncertainties into
the iceberg drift forecast and make an accurate forecast
very challenging (Allison et al., 2014). Even though the

main drift direction of operational iceberg models are claimed

to be satisfactory (Mountain, 1980; Kubat et al., 2005;
Bigg et al., 1997), the modelled and observed iceberg tra-
jectories may deviate from the beginning of the forecast
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with information on how many icebergs occupy each grid
cell. Once an iceberg is discovered by satellite imagery or
a direct sighting by aeroplane or ship, it is included in the
occupancy grid map. Each iceberg trajectory is forecasted
with the help of current, wind and wave models. The ice-
berg deterioration is usually also modelled. Icebergs are
removed from the grid map if the deterioration model sug-
gests with some conservatism that the iceberg is melted
completely.

Available information about icebergs is often limited.
The iceberg position is updated infrequently and limited
to no initial information about the iceberg shape or ini-
tial velocity may be available. In such a situation, the
only option to forecast the iceberg trajectory is to use
the mechanistic dynamic iceberg model. In contrast, an
iceberg approaching an offshore platform may be tracked
continuously by e.g. marine radars.

In this situation, other approaches that include past
information to forecast an iceberg trajectory are feasible
(Andersson et al., 2018). In this article a simple trans-
formation is introduces that allows to forecast the iceberg
trajectory with a statistical ocean current model. On sev-
eral iceberg trajectories the usefulness of the approach is
analysed and tested.

The article proceeds as follows: Section 2 motivates
the use of statistical ocean models in iceberg drift fore-
cast. The methods and theory used in this article are
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introduced in Section 3. The performance indices used to
evaluate the iceberg forecast are described in Section 4.
The dataset used in this article is introduced in Section
5. A pre-analysis of the dataset is presented in Section 6,
before the forecast scheme is tested on four iceberg drift
trajectories in Section 7. The article ends with a conclu-
sion in Section 8.

2. Motivation

It has been observed that for the short-term forecasts (1h
to 24h) of iceberg trajectories that methods incorporat-
ing past observations exhibit superior performance relative
to simulations of mechanistic dynamic models (Andersson
et al., 2018; Marko et al., 1988). This is not surprising
since they work with more information. Many mechanis-
tic dynamic model approaches to iceberg forecasting use
only some prior information and a process model to fore-
cast the iceberg trajectory and they do not correct their
model with measurements often due to a lack of this in-
formation.

A major issue for the iceberg drift forecast problem
are the limited datasets. Only for a handful of icebergs
are the keel shape, drift trajectory, and current close to
the iceberg measured and analysed. Even in such ideal-
istic conditions, it was not always possible to forecast or
even hindcast the iceberg trajectory with the given dataset
(Smith and Donaldson, 1987; Andersson et al., 2017).

The actual iceberg drift model and its noise distribu-
tion was never sufficiently analysed to conclude how well
the model is able represent the iceberg drift. The most
systematic approach towards this goal was performed by
(Garrett, 1985; Moore, 1987) who analysed the correlation
between iceberg, wind and current velocity. An attempt to
capture the uncertainty in the dynamic model by describ-
ing the uncertainties of the parameters with several distri-
butions was done by Allison et al. (2014). We believe that
the performance and uncertainty of the iceberg model will
depend on the iceberg location and how well the currents
and winds are represented by the environmental models
at a specific location. The iceberg trajectories, however,
represent a Lagrangian particle flow where the observer
moves with the particle. Consequently, a significant num-
ber of iceberg trajectories passing through the same area
has to be available to find location-specific noise distribu-
tions. As of today, these data are not available and not
feasible to receive. New satellite programs from the Euro-
pean, American or other space agencies may improve the
situation in the future.

This article chooses another way to overcome the lack
of iceberg drift data. The idea is to use the well-known
kinematic relationship between iceberg, ocean current, and
wind velocities

vi = vV +av?, (1)

where v/, v, and v® are the iceberg, ocean current and
wind velocity, respectively. The parameter @ is about

0.017 to 0.02 (Smith, 1993; Bigg et al., 1997; Garrett et al.,
1985). This empirical relationship was also recently de-
rived analytically (Wagner et al., 2017). The central as-
sumptions in the derivation by Wagner et al. (2017) are:

e Steady-state,

e Approximation of the pressure gradient force by the
ocean velocity v*,

e Much smaller iceberg velocity v! than wind velocity

ve,

e Neglecting forcing due to sea ice and wave radiation,

e Neglecting vertical variations of the ocean current
over the iceberg keel.

In addition, we assume that the uncertainty in the current
dominates the uncertainty in the wind forecast. Conse-
quently, with frequent iceberg position measurements (Eq.
1) can be used to estimate the ocean current velocity!.
This transfers the problem of predicting the iceberg ve-
locity to a problem of predicting the current velocity at a
specific location. Moreover, in principle the uncertainties
of the iceberg drift forecast can be approximated with the
uncertainties of the current prediction model. The advan-
tage of this transmission is that sufficient current velocity
data are available to identify a statistical current model
for short-term predictions. This model can then be used
for further analysis.

3. Theory and Methods

3.1. The Vector-Autoregression model and Granger’s causal-
ity

As motivated in the previous section the ocean current

data are analysed. Eventually a model from the ocean

current data is identified that helps to predict the ice-

berg movement. In this article we will identify a Vector-

Autoregression model (VAR-model).

An important model identification step is to identify
causality between input and output variables of the model.
Granger’s causality (G-causality) is used, since it is fre-
quently used, simple to implement, and offers sufficient
performance for the scope of this article.

A variable us is said to G-cause a variable u; if the past
of uy contains information that helps to predict the future
of u; over and above information already in the past of uy
(Granger, 1969). In our case u; may be, for example, the

LAlso the dynamic iceberg model can be used to estimate the
current velocity given iceberg position measurements. The advantage
of using (Eq. 1) is that the model has only one parameter.



current velocity and up the wind velocity.

8.1.1. Bayesian Information Criterion

If we combine this with an estimated Vector-AutoregressionThe determination of the necessary model order for the

model (VAR-model), then the simplest unconditional G-
causality can be motivated as follows (Barnett and Seth,
2014):

Suppose ug can be split into two jointly distributed
multivariate processes

w = (“1”‘). (2)

Uz i

As a VAR formulation, the model of this vector can be
denoted as

p
u; = Z A +&; (3&)
i=1
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where the matrices A; are the regression coefficients, & the

residuals and p is in this article referred to be the model
order. The residual covariance matrix is denoted as
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The parameters of the VAR-model are fitted by solving an
optimisation problem, e.g. ordinary least squares (Barnett

and Seth, 2014).
The u;-component of the regression (3) is

p
U = Z (Aqyiuy g + Ao jugp—) + €1k (5)
=1

from which we see that the dependency of u; on the past
of up, given its past, is encapsulated in the coefficients
A,,;. If these coefficients are zero, there is no conditional
dependency on the past of us. These lead to the reduced
regression, which omits the past of us

p
= Z Ay i + E1ks (6)

i=1

so that u; is predicted by its past only. The covari-
ance matrix of the reduced regression is denoted as 2=
cov(€rg).

The G-causality from uy to u; is defined to be the log-

likelihood ratio )
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comparing the information content of the full (Eq. 3) and
the reduced regression (Eq. 6). Thus, G-causality quanti-
fies the reduction in the prediction error when the past of
the process uy is included in the explanatory variables of
the VAR model of u;.

Fuo—u; =10

VAR current model (Eq. 3) is done with the Bayesian
Information Criterion (BIC). This is a model selection
method that penalises the maximum likelihood criteria
with the amount of parameters used in the fitted model. It
has a single component that quantifies the goodness-of-fit,
for example, through maximum likelihood, and one com-
ponent that discounts the goodness-of-fit by the degree to
which it was accomplished using a complex model:

BIC = =21n f(U|6) + d In(n), (8)

where d refers to the number of free parameters, n refers
to sample size, and 6 refers to the maximum likelihood
estimate. According to this criterion the model with the
lowest BIC is the best.

3.2. Multivariate empirical mode decomposition

The multivariate empirical mode decomposition (MEMD)
is a fully data-driven adaptive signal processing method.
The MEMD is an extension to multivariate signals of the
empirical mode decomposition (EMD). The EMD decom-
poses a signal u(z) into amplitude- and/or frequency mod-
ulated components called intrinsic mode functions (IMFs)
c;(t) and a bias term r(¢), such that

N
u(t) = Z ¢ (t) +r(?). (9)
I=1
More details about the MEMD can be found in Ur Rehman
and Mandic (2010).

In this article the MEMD will be used in the analysis
to remove high frequency components (lower IMFs) from
the ocean current data. This guarantees that the analysis
is not corrupted by high frequency components. Moreover
this filtering method prevents a phase shift as, for instance,
exhibited by a moving average filter. In addition, high fre-
quency components of the iceberg dynamics can be added
after a forecast step, if only slow frequency components
are forecasted.

4. Performance indices

The performance of the iceberg forecast is measured di-
rectly with the mean ¢ of the end position error ¢ =
| Xend — Xenal of all forecasts performed where y,,, and
Xena are the end positions of the forecasted and measured
iceberg drift trajectories.

Moreover, a relative performance index is introduced
to compare the different forecast models on different ice-
bergs (Andersson et al., 2018). It may be that the icebergs
drift considerably differently (for instance, with different
drift velocities). These may result in a larger mean and
median error compared to slow icebergs. The relative fore-
cast error is defined as

|Xend _/\?end| < KlXend - Xinitl, (10)
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Figure 1: Visualisation of the relative performance index (Andersson
et al., 2018). If the end position of the iceberg forecast is encapsu-
lated in the inner circle is defined as excellent, followed by two rings
where the forecast is defined good and acceptable. If the forecast is
not encapsulated by the outer circle is defined as bad.

where yinir is the initial position of the measured iceberg
trajectory. The value « is a performance index. For this ar-
ticle, the following forecast categories are chosen (Fig. 1):

e Bad forecast: « > 1,

Acceptable forecast: 1 > « > 0.75,

Good forecast: 0.75 > « > 0.5,

Excellent forecast: « < 0.5 .

The relative performance index has a singularity if the
actual iceberg trajectory describes a closed loop. In this
case, every forecast will be classified as bad.

5. Dataset

5.1. Iceberg Data

The icebergs were discovered during the Offshore New-
foundland Research Expedition conducted by Statoil and
ArticNet (ArcticNet, 2004-2018) on April 22th and 24th
2015 (Fig. 2). The International Ice Patrol classification
C-CORE (2007) is used to categorize the iceberg shapes.
One GPS beacon was deployed on Iceberg 1 and Iceberg 2,
four GPS beacons were deployed on Iceberg 3. The bea-
cons provided (at least) hourly position updates. From
Iceberg 1 about eight days, from Iceberg 2 about four days,
and from Iceberg 3 about 37 days of iceberg drift data are
available (Tab. 1). A special situation occurred for Ice-
berg 3. It broke into two pieces after about 5.5 days. The
difference in drift direction between both iceberg pieces
after the separation is about 60°. For the (most likely)
smaller piece (Iceberg 3-2) about 52 days of drift data are
available. The drift trajectories of all icebergs are shown
in Fig. 3.

The datasets of Iceberg 1 and Iceberg 2 are relatively
small. The icebergs were only observed for a short period

before the GPS signal was lost. The dataset of Iceberg 3
and Iceberg 3-2 are sufficiently long. However, the size of
Iceberg 3-2 is probably small, which may be the reason for
the strong and quick drift direction changes.

Iceberg 1 and Iceberg 2 drifted in close proximity to
each other. However, the drift behaviour is quite different.
Iceberg 1 drifted southwards, made several loops before it
drifted towards the west. Iceberg 2 drifted mainly towards
the west. After Iceberg 3 and Iceberg 3-2 separated, Ice-
berg 3-2 drifted into south-west directions, entered several
loops and directions changes before it drifted into east and
north direction. Iceberg 3, on the other hand, drifted first
into west direction, made a large curve and drifted after-
ward into south direction (Fig. 3).

5.2. Current Data

The current dataset was received from the E.U. Copernicus
Marine Service, and the Global Ocean 1/12° Physics Anal-
ysis and Forecast model was used. The Operational Mer-
cator global ocean analysis and forecast system at 1/12°
provides ten days of 3D global ocean forecasts that are
updated daily. More specifically, in this article the one-
hour surface current and daily mean depth average cur-
rent information are used. For two different areas, the
current was extracted from the global model. One area
is constrained within 49.5° to 53° latitude and —54.5° to
—47.5° longitude, and the other is within 48.0° to 49° lat-
itude and —54° to —52° longitude. The first results are
within an approximate 400500 km large grid with 85x43
(LonxLat) grid cells and the second within an approxi-
mate 110x150 km large grid with 25x13 grid cells. These
are the two areas of interest where the icebergs discussed
in this research were tracked. In both cases, the one year of
current data are used to identify the ocean current model
equivalent to 8760 time points.

Figure 4, the iceberg drift directions can be compared
with the yearly mean surface current directions. It is not
expected that the iceberg drifts with the mean current di-
rection, but the mean current can give valuable insights
about the local current regime.

Both the drift direction of Iceberg 1 and Iceberg 2 do
not correlate well with the mean current direction. The
drift direction of Iceberg 3, on the other hand, correlates
relatively well with the mean current direction. Again, the
drift direction of Iceberg 3-2 does not correlate well with
the mean current. It can, however, be observed that the
iceberg drift directions change more often in areas with
diverse current regimes (i.e., it seems more ”variable” in
these regions) (Fig. 4).

5.8. Wind Data

The wind data were also received from the E.U. Coperni-
cus Marine Service. The blended global ocean mean wind
fields are used and are estimated from scatterometer re-
trievals. They have a horizontal resolution of 0.25°x0.25°
and are updated every 6h. Since the grid cells are larger,



(a) Iceberg 1 on April 22, 2015 - Shape: Dry dock.

(b) Iceberg 2 on April 22, 2015 - Shape: Rounded.

(c) Iceberg 3 on April 24, 2015 - Shape: Wedged.

Figure 2: Iceberg from several sides

Table 1: Iceberg data set. The iceberg geometries are from the day of the GPS beacon deployment.

keel depth [m]

measurement GPS tracker

frequency [h]

drift data [days]

Iceberg shape horizontal di- freeboard [m]
mensions [m]
Iceberg 1 dry-dock 210X 150 30
Iceberg 2 rounded 100 x 100 16
Iceberg 3 wedged 290 X 100 30
Iceberg 3-2 - - -

45 — 60 1 8 Canatec

75 1 4 Canatec

90 — 100 1 37 2 Canatec & 2 (1)
Solara

— 1 52 Solara

fewer cells are necessary to cover the region, which results

in a 29x15x1460 and 9x5x1460 (LonxLatxtime) large grid.

The wind data is linearly interpolated onto the current
data in time and location. Possible empty data points
were removed from the dataset.

6. Pre-Analysis

6.1. Time horizon of kinematic models

6.1.1. Current data

An important parameter for the operational iceberg fore-
cast is the time horizon for which kinematic models are
reliable. For this, the auto-correlation of the current-
velocity, current-acceleration, and higher derivatives (also
called moments) are compared to their future values. As

the current-data come from a model, which contains smoothed

data, it can only give an upper bound on how long the
derivative of the position may be correlated.

The joint probability density functions p(x;|x;_;) are
plotted. Aslong as these probability density functions con-
tain some structure, a model could exploit the structure
and improve the forecast. In contrast, when no structure
can be detected, the initial information about the moment
is completely degraded to Gaussian noise. If this state
is reached, then a kinematic model assuming, for exam-
ple, constant velocity or constant acceleration is no longer

beneficial. In fact, the most likely value for the considered
moment would be zero.

To analyse the correct frequency range, high frequen-
cies within the targeted forecast horizon #, must be re-
moved from the dataset. These frequencies can corrupt
the analysis performed here considerably by adding addi-
tional change to the current velocity and its derivatives.
Therefore, these frequencies (tidal and inertial frequen-
cies) are removed with the help of the MEMD. The IMFs
containing oscillations with a period of less than 30 h were
removed (the intention was to eliminate oscillations with a
period smaller than 24 h, and we added a 6 h-buffer). The
remaining IMFs and the bias were added up to represent
the smoothed dataset (Fig. 5).

The example shown here represents one grid cell, but
similar observations were also obtained for the other grid
cells. It can be seen that over time the correlation be-
tween initial and actual velocity decreases (Fig. 6). On
the other hand, it can also be observed that a model as-
suming constant velocity will be approximately correct in
the first hours. Even though a correlation after 24h can
still be detected, the variance is significant, introducing a
considerable uncertainty into the model that only assumes
constant velocity.

The auto-correlation of the acceleration is shown in
Figure 7, which shows the variance of the joint probability
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Figure 5: Example for current velocity and smoothed current velocity
profile.

distribution of a 1h interval is relatively small. Thus, the
uncertainty of a model assuming constant acceleration is
also small. On the other hand, after 6 h the joint probabil-
ity distribution approaches a Gaussian distribution, and
after 12h the joint probability distribution is Gaussian.
The structure which we would like to exploit during the
forecast is vanished. Moreover, after 24 h we can even de-
tect a linear structure opposite to the one observed for the
smaller intervals. Hence, for extreme acceleration values,
it is more likely to change sign than stay constant.

To conclude, it can be seen that the diffusion due to
process noise of the acceleration is nearly complete after
12 h, and only minimal information remains from the ini-
tial acceleration.

For the higher derivatives, the correlation between ini-
tial and future values decreases further. It is, therefore, un-
likely that kinematic models based on higher-order deriva-
tives are beneficial, especially considering that filtered and
unsmoothed data are used in a real forecast scenario, which
will further decrease the correlation. If a filter horizon 5 of
12 h is used, then the acceleration is Gaussian after about
7h and the jerk? after 5h.

6.1.2. Iceberg data

We analysed in the previous subsection the ocean current
velocity and its derivatives, and we saw how the process
noise quickly degrades the auto-correlation to Gaussian
noise, especially for higher derivatives. To verify our as-
sumption that a statistical ocean current model can be
used to help with the iceberg forecast, we compare the
forecast results of kinematic iceberg models assuming con-
stant velocity or higher derivatives and integrating them
to the iceberg position

N (11)
XC[+1 0
where x; represents the velocity and x, the acceleration.

The kinematic model is assumed to be noise free. Con-
sidering the observation made in the previous section, the

2jerk = rate of change of acceleration



49 :

48.8 [

(SN N NSNS

AL

\\\\\\*
LN N it
NN
N e R

NN N =

53

LTt :
NXNY2ZZZTTT
NAN~T
NNNN ST
A A
I
ffr ¥
11". -
‘I“ PR
“'Hi:j“” e
52 1 - a
NG L
\\L“V'\—-—A\ P . ;&
A AR CT T TESNNNNNNY
AN
N i\\ =
S NAXXXX
NN NN
¥ ARRRR R RN
ARRRRARRRARN
AR R R R R R RSN
N ALLLLL Y Y
\ RN
o RN
N NN RN
NN RN
NN R
NN RN
N NN NN
NN NN NN
BN R NN N NN
LSS N LR NN NN
bbb b b prrvr g AVVAVVANANN NN
-53.5 -53 -52.5 1.5 -51 -5 495 40

(b) Iceberg 3 and Iceberg 3-2.

Figure 4: Maps showing the yearly mean surface current. The arrows indicate the direction of the

addition, the iceberg drift trajectories and iceberg drift directions are plotted.

model should be limited to ¢ = 3 (constant jerk), if not
even ¢ = 2 (constant acceleration)?.

The forecast for different horizons using the simple
kinematic model assuming either constant velocity, accel-
eration or jerk is shown in Figure 8. For every iceberg, the
same pattern can be detected. In the first hours, higher-
order models are beneficial. However, the simple constant
velocity model has a similar performance. After about 9 h,
the model assuming constant jerk performs worse than the
lower-order models. The model assuming constant accel-
eration performs worse for Iceberg 1 and Iceberg 3-2 after
about 10h and for Iceberg 2 and Iceberg 3 after about
16 h. The reason for this behaviour was discussed in the
previous subsection.

6.2. Cross-correlation of variables

In the previous subsection, it was shown that up to a
certain order the current velocity derivatives are strongly
auto-correlated. A simple auto-correlation model was pro-
posed and tested on the iceberg dataset. Nevertheless, a

3There is a strong connection between the model order p of the
VAR model and the order of derivatives ¢, e.g., the acceleration
(q=2) can be calculated with two velocity points (p=2).
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Figure 8: Mean forecast error £ of the iceberg drift forecast for differ-
ent horizons #;, using different kinematic models. The solid lines as-
sume constant velocity, dashed lines constant acceleration and dash-
dotted lines constant acceleration change.

statistical current model may be improved by also consid-
ering cross-correlations of the ocean current to other vari-
ables, such as wind velocities and the orthogonal current-
velocity.

A Vector-Autoregression (VAR) model is identified us-
ing the MVGC Multivariate Granger Causality Toolbox
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Figure 6: Joint probability mass functions of one current velocity profile for different intervals. The grey shading shows the likelihood.

(Barnett and Seth, 2014). An important prerequisite for
model identification is the analysis of input and output
correlations of the system. For this, Granger’s causality
is used. The analysis is performed on the original data,
since pre-filtering may severely degrade Granger-causal in-
ference and also increase the VAR model order (Barnett
and Seth, 2014). Causality can be detected between or-
thogonal current velocities and same directed ocean cur-
rent and wind velocities.

6.3. Optimal model order given by the BIC

As part of the G-causality analysis, a VAR model was
fitted in the current data. Before this, the optimal model
order was estimated by the BIC with a maximum model
order restricted to p = 20 (see Eq. 3). In theory, we
can identify a VAR model for each grid cell of the current
grid, which improves the local characteristic of the iceberg
drift. However, in this presentation, it was chosen to only
identify two VAR models at the initial position of Iceberg
1 and Iceberg 3. The result of BIC for the two models
is seen in Figure 9. The minimum for the BIC for Iceberg
3 is at a model order of p = 17, and p = 15 for Icebergs
1 and 2. However, the largest relative improvements are
achieved within the first few model orders. In fact, the
improvement from a first to a second order model is about
80 % of the total improvement. An additional increase to
a third-order model gives 90 % of the overall improvement.
Even though, the BIC suggests a higher-order model it is
likely that already a low-order model can achieve adequate
prediction results.

Algorithm 1 Iceberg drift forecast

Set xy, = x and k = 0;
while Simulation horizon (¢;) < Forecast horizon ()
do

Get iceberg position y;

Estimate iceberg velocity v}, e.g., with v} = %
(a filter to reduce measurement noise may be necessary);

Estimate current velocity with vi (Eq. 1);

Take VAR model identified for grid cell closest to
iceberg position;

Calculate new current velocity vy , with VAR
model;

Calculate new iceberg velocity \7;{“ with (Eq. 1);

if High frequency components considered important
then Add high frequency components that were re-
moved using f.e. MEMD;

end if

Integrate to iceberg position yi1;

Set k = k+1;
end while
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7. Iceberg Forecast

In this section, the forecast of the iceberg trajectories us-
ing the identified VAR ocean current model are discussed.
The forecast procedure, assuming that a VAR model was
already identified, is given in Algorithm 1.

The forecast performance of different order VAR mod-
els, the influence of the filter, and the forecast horizon will
be closely examined. Moreover, it is tested if the cross-
correlations between north and east current velocity di-
rections and same directed current and wind velocities are
beneficial in the VAR model forecast of the ocean current?.

4Wind information is used twice in Algorithm 1: Once to estimate
the current velocity and the new iceberg velocity with eq. 1 and once
in the VAR model forecast of the current velocity due to the cross-
correlation between current and wind.

Both causalities were detected in the analysis and included
into the model.

In the iceberg forecast case the iceberg velocity, which
is used to estimate the current velocity, is influenced by
measurement noise. In addition, the modelled current,
which is used to identify the VAR model, is smoothed,
so high-frequency changes are excluded from the modelled
data. This is not the case for the iceberg velocity data.
Therefore, the iceberg velocity data are filtered before ev-
ery forecast step. A moving average filter is used, which
presents a relatively small phase lag in comparison to other
filters tested. Nevertheless, a time lag is present, which de-
grades the performance of the forecast. The robustness of
the forecast to window sizes of the moving average filter is
tested.

7.1. Model order for the iceberg forecast

The four icebergs were tested on VAR models of differ-
ent orders. The BIC suggests an optimal model order of
p = 15 to p = 17. The iceberg velocity is filtered with
a 13h moving average filter. A minimum position error
for the different icebergs was detected at a model order
p = 3. Larger model orders do not or only slightly im-
prove the forecast (Iceberg 2). Overall, the VAR model
order is not as sensitive to higher model orders as the sim-
ple kinematic model. The wind influence in the VAR
model to forecast the ocean current velocity is small. The
most considerable improvement for the iceberg forecast,
if the ocean model includes a wind input, is observed for
Iceberg 3-2. On the other hand, the forecast of Iceberg 3



improves if the wind input is neglected in the VAR ocean
model.

7.2. Influence of moving horizon window length of the mov-
ing average filter

The moving average filter (or any other filter chosen) plays
an important role in the forecast scheme. How robust the
VAR model is against different filter lengths ¢ is impor-
tant. It indicates how robust the VAR model is to mea-
surement noise and fast dynamics not represented in the
training set used to identify the model. The third-order
VAR model is used since it performed well when the dif-
ferent model orders were compared.

Figure 10 shows the mean errors ¢ of 12 h forecasts for

the different icebergs including or excluding cross-correlation

between orthogonal velocities.

The forecast performance of the VAR model differs be-
tween icebergs. While for Iceberg 2 and Iceberg 3, a min-
imum mean forecast error of about 3.2km to 3.5km can
be reached, Iceberg 1 and Iceberg 3-2 have a minimum
mean error at about 6 km to 7km. If the cross-correlation
between orthogonal current velocities is included in the
model, then the optimal filter horizon t%”" is about 7h to
10 h. If the cross-correlation is excluded then longer filter
horizons are necessary. The optimum t})P " is about 13h to
15h. Moreover, if cross-correlation is excluded from the
forecast, then it is more sensitive to small filter horizons,
which is not observed if cross-correlation is included.

The drift trajectory of Iceberg 1 and Iceberg 3-2 have
several loops. For these icebergs, it is beneficial to include
cross-correlation between the orthogonal ocean current ve-
locities. While the loops may not be forecasted precisely,
every trajectory using this cross-correlation has a clock-
wise bend, which reduces the forecast error ¢ if the iceberg
trajectory loops clock-wise (which it usually does).

Overall, the mean end position errors changes only
slightly around the optimal filter horizon 2" indicating
the models are robust. A conservative approach would be
to use a longer filter horizon ¢.

7.3. Forecast horizon

The forecast horizon f;, in which recently measured infor-
mation can be exploited to improve the forecast is limited.
Figure 11 shows the mean end position error f of the ice-
berg drift forecast using different forecast horizons t;,. Ice-
berg 2 was excluded from the figure because of the short
dataset.

The error change with respect to the forecast horizon
is defined as ) .
{rt-ghn

To-T

where T7 and Ty describe the different length of the fore-
cast horizons with Tp > Ty.

The error change I' has a minimum at 7 = 12h. The
iceberg drift is influenced by tidal currents, which have an
oscillation period T of about 12h and 24 h. Consequently,

[(Ty) = (12)
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Figure 11: Mean ¢ forecast error for different forecast horizons 1,
and change of the forecast error I' for the third order VAR model.

these oscillations introduce the smallest error at multiples
of 1/2T. Therefore, the change of the forecast error is os-
cillating with the same frequency (Fig. 11). However, it
can be detected that the error change I' increases slightly
over time.

It can be concluded that including measured informa-
tion is beneficial for forecasts up to at least 12h. Longer
forecast may be possible, but will exhibit larger error growths
I.

In the case of short forecast horizons t;, of about 1h to
6 h, the filter horizon ¢# should be in the range of about 1h
to 3h. Afterward, the filter horizon ¢¢ should be increased
to the ranges discussed in the previous section.

7.4. First-order Model
The simplest VAR model to forecast the ocean current is
the first order model

(13)

In this case the wind influence in the VAR model to
forecast the ocean current velocity is negligible, indicating
that the wind mainly contributed to the ocean current ac-
celeration in the higher order VAR models®.

u = Aug_q.

5The wind is still considered in the iceberg forecast through Eq.
1, but the cross-correlation between wind and current in the VAR
model is negligible.
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without cross-correlation between orthogonal velocities.

The higher-order VAR models produce a slightly bet-
ter 12h forecast than the first-order VAR model (varying
from 2 % reduction of the forecast error for Iceberg 3 to a
25 % reduction for Iceberg 1).

In comparison to the simple kinematic model assum-
ing constant velocity (which is to some degree a first order
model), the first-order VAR model provides a 3% to 13 %
better 12 h forecast. The improvement of the forecast with
the first-order VAR model is due to the explicit consid-
eration of the influence of the wind on the iceberg drift
trajectory with Eq. 1 in the forecast algorithm (Alg. 1).

7.5. Dynamic Iceberg model

For comparison and to indicate the performance of the
VAR ocean model, the icebergs are modelled with the dy-
namic iceberg drift model (Andersson et al., 2016). It is
based on a momentum equation

ma="f, +f. +f, +f.,, (14)
where a is the iceberg acceleration and f,, f., f, and f..,
are the air drag, the water drag, the pressure gradient and
Coriolis force, respectively. The total mass m of the ice-
berg consists of physical iceberg mass my and added mass
Maad (m = mo +mgyqq) due to the iceberg surrounding wa-
ter field (Sodhi and El-Tahan, 1980).

The iceberg length, width, sail height, and keel depth
were measured onsite and used in the model. Since a
longer period is examined, a simple deterioration model
is implemented assuming a daily 2% deterioration of the
iceberg length, width, draft, and sail height. This seemed
reasonable as it allowed that Iceberg 3 and Iceberg 3-2 to
be observed for such an extended period.

The iceberg mass is approximated using the shape co-
efficients for spherical, wedged, and dry-dock icebergs ac-
cording to the International Ice Patrol (C-CORE, 2007).
Iceberg 3 breaks apart after about 5.5 days. After evaluat-
ing the pictures of the iceberg, it is assumed that breakage
happens at about 2/3 of the waterline length. Mass, width,
draft, and sail are adjusted accordingly in the simulations.
The two remaining icebergs are likely more dome-shaped
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than wedged. The shape factor is, therefore, adjusted af-
ter the breakage.

The iceberg is simulated using either the hourly sur-
face current or the layered daily mean current provided by
Copernicus Marine. Tidal current from the Tidal Model
Driver (Egbert and Erofeeva, 2002) is added to the daily
mean current to approximate the higher frequency com-
ponents.

Two, one, and four surface drifters were deployed close
to Iceberg 1, 2, and 3, respectively. The measured sur-
face current velocity is compared to the modelled surface
current received from the Copernicus Marine webpage.
The model captures the overall current velocity (Fig. 12).
The measured and modelled ocean currents are well cor-
related in some periods (0h to 300h and 600h to 800h),
but in other they show obvious deviation (300 h to 400h).
The mean error in the north and east directions is about
5cms™! and 1ems™!, respectively. The standard devia-
tion in both directions is about 14cms™'. The absolute
velocity is under-predicted by about 6cms™'. In addi-
tion, the measured current direction is more directionally
distributed than the modelled one (Fig 13). The Coperni-
cus Marine dataset considers grid cells of about 10x10 km,
which smooths the current signal and reduces the ampli-
tudes of the high frequency components.

Using a scatter diagram to investigate the modelled
and measured current velocities, we find that a possible
correction is

pen

1.5ve",
v©€ —0.05,

(15)

‘"}C,e

where the superscripts stand for the north and east di-
rections. This reduces the mean errors in both directions
to zero and improves the directional distribution (Fig 13).
However, the error in absolute velocity remains similar.
We will continue using the original Copernicus ocean cur-
rent data.

The iceberg keel shape is approximated using either a
triangular, semi-elliptic or rectangular iceberg shape (An-
dersson et al., 2017). The triangular iceberg shape pro-
duces the smallest mean error f for Iceberg 2, 3, and 3-2.



90°

120 300 60
30° 150°
0° 180°
330° 210°
240° 300° 240°

270°

(a) Measured current.

270°

(b) Modelled current.

30° 30°
0° 0°
330° 330°
300° 240° 300°

270°

(¢) Corrected modelled current.

Figure 13: Directional distribution from measurements (a) versus directional distributions from the Copernicus Marine model (b) and corrected

modelled current (c).

Table 2: Forecast error change I [km/h] of the dynamical, VAR and stationary model on the entire iceberg trajectories. Boldface

is used to indicate the model with the smallest error growth.

Change of mean error [km/h]

1h 3h 6h 9h 12h  15h 18h 21h 24h

Dym. Mod. | 0.70 0.87 0.86 0.77 0.72 0.71 0.71 0.67 0.63

Ice 1 VAR Mod. | 0.72 0.69 0.59 0.46 0.43 0.45 0.55 0.60 0.49

Stat. Mod. | 0.87 0.85 0.77 0.65 0.54 0.50 0.51 0.49 0.47

Dym. Mod | 0.52 0.76 0.79 0.77 0.75 0.64 0.66 0.62 0.58

Ice 2 VAR Mod. | 0.29 0.29 0.29 0.31 0.36 0.31 0.35 0.37 0.40

Stat. Mod. | 0.46 0.45 0.45 0.47 050 0.29 044 0.46 0.49

Dym. Mod | 0.38 0.57 0.63 0.63 0.63 0.65 0.63 0.62 0.61

Ice 3 VAR Mod. | 0.33 0.32 0.28 0.20 0.19 0.26 0.35 0.38 0.37

Stat. Mod. | 0.69 0.67 0.65 0.62 0.61 0.66 0.63 0.62 0.61

Dym. Mod | 0.65 0.65 0.59 0.50 0.46 0.49 0.50 0.49 0.47

Ice 3-2 VAR Mod. | 0.66 0.63 0.54 0.40 0.31 0.34 0.41 0.45 0.41

Stat. Mod 099 096 0.89 080 075 074 0.74 0.72 0.68
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Figure 14: Forecast error £ for different forecast horizons for the dynamical (blue and yellow), stationary (red) and VAR model (gray).

For Iceberg 1, the elliptic iceberg keel shape works best.
Overall, the performance is similar using the layered mean
plus tidal current or the surface current. Only the error
for Iceberg 3-2 reduced considerably using the surface cur-
rent, which indicates the iceberg is most likely small and
mainly driven by surface currents.

The best mean error ¢ for the entire iceberg trajecto-
ries available for different forecast horizons of each iceberg
is shown in Figure 14. The stationary model assumes that
the iceberg does not move. The error growth I' of the dy-
namic, VAR and stationary models are shown in Table 2.

For Iceberg 1 and Iceberg 2 (Fig. 14a) the dynamic

12

iceberg model produces worse results than assuming the
icebergs are stationary. For Iceberg 1 this important per-
formance boundary is reached for longer forecast horizons
than 15h. Iceberg 1 is the only iceberg where the bound-
ary is reached within the 24 h forecast horizon. For Iceberg
3 (Fig. 14b), the dynamic iceberg model has a similar er-
ror change I' as the stationary model (Table 2). In fact,
both icebergs are close to shore so it is expected that the
ocean current model may perform poorly and causes large
forecast errors using the dynamic iceberg model.

For the short-term drift forecasts, the VAR model pro-
duces on average better forecast results than the dynamic
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Figure 12: Example of the ocean current velocity calculated from
the movements of one surface drifter and the ocean surface velocity
from the Copernicus Marine webpage.

model. However, the tendency of the error change I' for
longer forecast horizons decreases for the dynamic iceberg
model while increases for the VAR model indicating that
there may be a crossing point in time after which the dy-
namic iceberg model performs better.

If the corrected current (Eq. 15) is used, then the fore-
cast of Iceberg 2 and Iceberg 3 improves, worsens for Ice-
berg 3-2, and remains the same for Iceberg 1. The over-
all forecast performance improves slightly, but the VAR
model forecast remains superior.

Even though the VAR model is on average superior
for short-term forecasts, only the dynamic model can fore-
cast rapid and sudden direction changes. This can be seen
in Figure 15a where the iceberg makes a sudden ”unex-
pected” (by the VAR model) change of direction. The
VAR model was well-adjusted before the change, but was
not able to predict the change. Even though the forecast
is not very good, the dynamic iceberg model predicts a
direction change. After the change of direction, the VAR
model adjusts itself again, and its forecast improves.

On the other hand, it can happen that with the dy-
namic drift model, a direction change is predicted but not
observed in the actual iceberg trajectory (Fig. 15b). In
this example, the dynamic model forecast direction error
is up to 180°.

The VAR forecast model can approximate curves and
sometimes direction changes (Fig. 15c¢) and loops (Fig.
15d) if the observed dataset indicates these changes. For
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this, the cross-correlation term should be included in the
model. The parts of the drift trajectories in Fig. 15 were
chosen to support the discussion but we like to emphasise
that they only show small parts of the total trajectories.

7.6. Relative performance index

The relative performance index k provides a better in-
dex to compare different icebergs than an absolute per-
formance index, such as the mean end position error f .

Using the VAR model Iceberg 3 shows the best relative
performance « (Fig. 16¢). This correlates with the mean
end position error f . However, the VAR model has a sim-
ilar relative performance « for Iceberg 2 (Fig. 16b) and
Iceberg 3-2 (Fig. 16d), which is not obvious considering
the mean end position error ¢ (e.g., 12h forecast: Iceberg
2: [ = 9km, Iceberg 3-2: = 6.6 km).

Overall, the change between forecast performance cat-
egories (excellent, good, acceptable, bad) over a changing
forecast horizon is relatively small. This may be a useful
property, which may help to categorise the performance of
the forecast of an iceberg trajectory after a few hours. It
is likely that this categorization is a good approximation
also for longer forecast horizons.

8. Conclusion and Future Work

This article proposes a statistical approach to short-term
iceberg forecasting. The basic premise is that the ocean
current velocity can be estimated with help of a simple
kinematic relationship between iceberg, wind and current
velocities. Thereafter, the ocean current can be forecasted.
The advantage of this transformation is that sufficient ocean
current velocity data (modelled or measured) are available
to identify a statistical ocean current model. Two inter-
esting effects arise from this transformation: First, it is
possible to identify a VAR ocean model for each grid cell al-
lowing to include local specifics into the statistical iceberg
forecast. Second, during the identification of the ocean
current model, an error term is identified which may help
to compute confidence regions of the iceberg drift forecast.
However, this was not done in this article and it is recom-
mended to use measured ocean current data that have high
frequency components to approximate these confidence re-
gions.

After the identification of a VAR current model, its ap-
plicability to iceberg forecasting was analysed and tested
on four real iceberg drift tracks. It was shown that a VAR
model order of p = 3 (see Eq. 3) is sufficient to forecast the
iceberg drift. Since the VAR model is identified with mod-
elled current data, and the iceberg forecast uses measured
iceberg position data, a filter is necessary. If the cross-
correlation between orthogonal current velocities was in-
cluded in the model, then a shorter filter horizon of about
7h to 10h sufficed. If the cross-correlation was excluded,
then a filter horizon of about 13h to 15h was necessary.
The statistical approach can be used for a forecast up to at



least 12h where a minimum error change I' was observed.
Longer forecast horizons t;, are possible, but usually larger
error growth than before were observed. In comparison
with the dynamic iceberg model, this statistical approach
had superior performance for all tested iceberg drift tracks
up to a forecast horizon of 24 h. Longer forecast horizons
were not compared.

Even though the forecast approach performed well on
the iceberg dataset we like to point out that a critical
assumption in this work is to trust the wind forecast com-
pletely and to neglect the vertical variations in the cur-
rent over the iceberg keel. The former will introduce an
error if the wind is forecasted faulty. The latter may de-
grade the performance of the approach for large icebergs
in areas subjected to strong current variations over the
iceberg keel. On the other hand, even in these cases the
approach is able to approximate the ocean current forcing
and perform most likely a reasonable forecast. Clearly the
approach has to be tested on differently sized iceberg in
different areas in order to evaluate further how well the
forecast approach works.

In addition, in the future the forecast approach should
be tested using measured ocean current data to identify
a statistical ocean current model. This will give a better
knowledge how important it is to include fast dynamics
into the model or if these dynamics have to be filtered.
Furthermore, a distributed statistical ocean current and
also other model identification methods may be tested.
The approach even has the potential to be used with ma-
chine learning techniques. A comparison of drift forecast
models identified by machine learning techniques and tra-
ditional statistical identification methods will be very in-
teresting.

It may be also investigated if a similar performance as
in this article can be achieved by directly identifying a sta-
tistical iceberg drift model. The training set for the model
identification may be generated by running many different
simulations with the dynamic iceberg model driven by a
suitable ocean current and wind model.
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Figure 15: Several forecast examples for the VAR and dynamical iceberg model to support the discussion. The red line shows the observed
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trajectory.
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Figure 16: Relative forecast performance of the entire trajectory of Iceberg 1, 2, 3, and 3-2. The relative forecast performance is grouped in
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16



	Introduction
	Motivation
	Theory and Methods
	The Vector-Autoregression model and Granger's causality
	Bayesian Information Criterion

	Multivariate empirical mode decomposition

	Performance indices
	Dataset
	Iceberg Data
	Current Data
	Wind Data

	Pre-Analysis
	Time horizon of kinematic models
	Current data
	Iceberg data

	Cross-correlation of variables
	Optimal model order given by the BIC

	Iceberg Forecast
	Model order for the iceberg forecast
	Influence of moving horizon window length of the moving average filter
	Forecast horizon
	First-order Model
	Dynamic Iceberg model
	Relative performance index

	Conclusion and Future Work

