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INTRODUCTION

In the following few introductory pages we will briefly sketch our main contri-
butions to the field of nonlocal nonlinear partial differential equations of the form
(1.1). We will start by presenting the setting we found when we started our study;
then we will point out the direction of research we chose, the difficulties related to
the questions we tried to answer, and a few issues which we consider relevant but
leave unanswered. A full detailed presentation of all the results which we will just
touch upon herein can be found in the following attached publications/preprints
[2, 17, 18, 19, 20, 21]. Such papers contain the whole of our research, and we there-
fore invite the reader to look therein for detailed answers. This brief introduction
has the sole purpose of presenting and framing for reader the problem under study.

1. THE INITIAL VALUE PROBLEM

In this thesis we study the following nonlinear nonlocal partial differential equa-
tion (or integro-PDE in short)

(11) Opu(x,t) + div (f(u)) (x,t) = LHA(u(-,1))](2) (z,t) € RY x (0,7),
’ u(z,0) = up(z), r € RY,

where u = u(z,t) : R x R — R is the unknown solution to be found, the shorthand
“div” denotes the divergence operator with respect to the space variable, and, for
all bounded functions ¢ € C2(R?), the nonlocal operator £*[-] takes the form

(1.2) LH[¢)(z) = /‘ . Pz +2) = ¢(x) — 2 Do(x)1);1<1 dp(2).

Here we have used the notation D¢ for the gradient of ¢, while 1<, stands for the
indicator function of the interval {z : |z] < 1}. For reasons that will become clear
in the course of this introduction, equations of the form (1.1) are often referred to
as nonlinear fractional convection-diffusion equations.

For each different set-up in the thesis [2, 17, 18, 19, 20, 21], the regularity of the
data (f, A, ug, p) will be suitably chosen depending on the results which we will be
striving to establish. In particular:

(i) The function f(-) will always be at least Lipschitz, f = (f1,...,fd) €
Whoo(R; RY), with additional regularity at times required. Moreover, some
results will be proven under the technical assumption f(0) = 0.

(ii) The function A(-) will always be nondecreasing and Lipschitz, A € W1 (R),
with A(0) = 0. This assumption is very natural and widely used in the lit-
erature dedicated to local nonlinear diffusion equations [14, 15, 41, 51].

(iii) Some our results will be proved using initial data ug € L>®(R%) N L*(R%)
(with bounded total variation at times required), others will be proved us-
ing initial data in L?(R%).
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(iv) Throughout the thesis p(-) will always be a nonnegative Radon measure
which is defined on {z : 2 € R?\ {0}} and satisfies the condition

(1.3) / 122 A Ldpa(2) < oo,
R\ (0}

where a A b stands for min{a, b}.

Detailed discussions around the optimality of the various assumptions we make
on the data are included in each paper [2, 17, 18, 19, 20, 21]. Here let us just briefly
mention that, since almost everywhere in this thesis the solutions we work with
are going to bounded, both nonlinearities f(-) and A(:) do not need to be globally
Lipschitz; locally Lipschitz would do as well. Moreover, let us also point out that
there is no real loss of generality connected with the technical assumptions f(0) =0
and A(0) = 0 since, to treat the case f(0) and A(0) general, one could replace f by
f—f(0) and A by A — A(0).

Nonlinear nonlocal integro-PDEs like (1.1) have recently attracted great atten-
tion due to their applications in several different areas of interest such as, to mention
only a few, mathematical finance [25], flow in porous media [27], and radiation hy-
drodynamics [52, 53] - for several other applications of interest let us refer the reader
to [1, 2, 19]. Needless to say, this (increasingly growing) number of applications has
spawned a great deal of theoretical research on such equations aimed at settling
core issues like well-posedness and regularity of solutions. Most of the research so
far has focused on linear nonlocal operators - i.e., A(+) linear - and particular Lévy
measures 4(-) - mainly those underlying the so-called fractional Laplace operator
[33]. As we will see more in details in a short while, for such ”linear” equations it is
known that shocks discontinuities can occur in finite time [4, 29, 39, 40, 43, 48, 56],
that weak solutions can be non-unique [5], and that the initial value problem (1.1)
is well-posed with the notion of entropy solutions in the sense of Kruzkov [1, 47, 56].
The Kruzkov entropy solution theory has been recently extended in [20] to cover
the full problem (1.1) for nonlinear functions A(-) and general Lévy measures p(-).

2. THE NONLOCAL OPERATOR

In order to present the reader with the main difficulties which arise when trying
to solve the initial value problem (1.1), we will first have to introduce what will be
the leading character of this introduction, the nonlocal operator £#[-] in (1.2).

In the literature, nonnegative Radon measures like p(-) in (1.3) are also referred
to as Lévy measures. This is because their associated nonlocal operators £#[-] turn
out to be generators of so-called pure jump Lévy processes [7, 54]. As an example,
let us choose the measure pu(-) as m(-) where, for all A € (0,2),

1
(2.1) m(z) = 2> (up to a positive multiplicative constant).

The nonlocal operator £7[-] associated with the Lévy measure m(-) turns out to
be the generator of so-called a-stable diffusion processes and is often referred to as
fractional Laplacian [33, 46], in symbols

L[] == (=),
Such a name comes from the fact that the fractional Laplacian is a nonlocal gener-

alization of the classical Laplacian, as its own definition via the Fourier transform
immediately shows:

(-2 =F (|- MF9) .
That is to say, as the exponent lambda approaches two, the nonlocal fractional
Laplace operator reduces to the local Laplace operator. It is also worth recalling
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that, as the exponent lambda approaches zero, the fractional Laplacian reduces to
the identity operator.

As already mentioned, the nonlocal operator £#[-] in (1.2) is well defined for any
bounded twice differentiable function ¢. Indeed, for all 2 € RY,

I£[¢l(z)] < max \D2¢(l’+z)|/ |Z|2du(z)+2||¢\|Loc(Rd)/ du(z)
0<]z|<1

z€R?,[2]<1 |z[>1

where D2¢ is the Hessian of ¢. Such a consideration takes us to a starting question:
whenever they exist, can we expect solutions of the initial value problem (1.1) to be
so regular (twice differentiable)? The answer is of course no since A’(+) is allowed
to degenerate on intervals of positive measure. To give an example, it is well-
known that so-called conservation laws, that is to say the case (f, A = 0,ug, u) (or
equivalently p = 0),

(2.2) Opu(z, t) + div (f(u)) (z,t) = 0,

develop shock discontinuities in finite time even when smooth initial data ug(-) is
considered [37]. It has long being known that weak (or distributional) solutions of
(2.2) are not unique. Indeed, as shown by Kruzkov in [44], uniqueness can only be
proved for those weak solutions which satisfy an additional entropy inequality [37].
That is the reason why conservation laws solutions are often referred to as entropy
solutions. The method employed by Kruzkov in [44] is the by now famous doubling
of variables method.

2.1. Fractal (fractional) conservation laws. It is clear that, in general, the
initial value problem (1.1) does not admit classical solutions. But what happens
when the nonlocal operator £#[-] in (1.2) is not disregarded as done in (2.2)? Does
it have some sort of regularizing influence on the possibly discontinuous entropy
solution of the conservation law (2.2)7 After all, the nonlocal operator £#[-] in (1.2)
is of diffusive nature (at least for symmetric Lévy measures), and such questions
are thus perfectly natural. As an illustrative example, let us recall what can be
said whenever a nonlocal operator like the fractional Laplacian is added to the
conservation law (2.2). An interesting result on this subject has been formally
proved in [4]: equations of the form

(2.3) Opu(z,t) + div (f(u) (z, 1) = L7[u(-, )] (z),

which are referred to in the literature both as fractal or fractional conservation
laws (we will use those names interchangeably throughout the whole thesis), does
not admit in general classical (smooth) solutions (at least for values of lambda less
than one). If we cannot have smooth solutions, how can we generalize the concept
of solution in order to establish well-posedness for the initial value problem (1.1)?
We will look closer at this issue in the following section.

3. ENTROPY FORMULATION

The main issues at stake in this thesis are indeed classical for partial differential
equations [34, 36]. We would like to answer the following questions. Does the initial
value problem (1.1) admit solutions at all? And if solutions exist, how many are
they? Are they stable with respect to the data (f, A, ug,p)? And if so, can they
be captured through some numerical approximation? As we will see, our research
has produced answers for all such questions.
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3.1. Alibaud’s entropy formulation. How to proceed then to give sense to the
general initial value problem (1.1)?7 How to define its weak (entropy) solutions?
A promising starting point may lie in a groundbreaking result derived by Alibaud
[1, 5] for a less general family of nonlocal equations: fractal (fractional) conservation
laws like (2.3).

Alibaud’s idea for fractal (fractional) conservation laws is to split the nonlocal
operator L™[-] into the sum of two sub-operators: for all > 0 we write

LT[gl(x) = LT[D)(x) + L[] (),

where
Cr6)(x) = / o, A7) 9~ DY) du(a),

476 (x) = / o(x + 2) — $(x) dp(z).

|z|>r

Here it is important to note that such a decomposition is only valid for symmetric
Lévy measures like 7(+) in (2.1) since, away from the singularity (z; > 0),

/ zdn(z) = 0.
21<|z|<z2

For later use, let us also remember the so-called Kruzkov entropies [44], n(u, k) =
|u — k|, n'(u, k) = sgn(u — k) and the entropy fluxes

qr(u, k) = sgn (u — k) (f(u) - f(k)) € R™.

With this notation at hand, we can now recall Alibaud’s entropy formulation [1]
for so-called fractal (fractional) conservation laws like (2.3).

Definition 3.1. A function u € L>=(R% x (0,T)) is an entropy solution of (2.3)
provided that, for all k € R, all v > 0, and all nonnegative ¢ € C°(RIH1),

T
/ / n(u, k) 0 + qr(u, k) - Do dz di
0 R4

T
+/0 /R n(u, k) LT[@] + 7' (u, k) L7 [u] ¢ dzdt > 0.

The crucial point here is that the possibly discontinuous entropy solution u(-) is left
inside the operator £/"[-], while the entire weight of the singularity lying inside the
operator £F[-] is unloaded onto the test function ¢(-). Furthermore, the entropy
inequality is required to hold for any r > 0.

Remark 3.1. Borrowing some well-established ideas and techniques from the the-
ory of viscosity solutions for second-order elliptic integro-PDEs [8, 9, 38, 57|, the
main intuition behind Alibaud’s entropy formulation is that, given their different
features, the operators £¢[-] and £*"[-] must play different roles in the uniqueness
(contraction) proof. Loosely speaking, the idea is that the operator £*"[-] is the
one which is best suited for the Kruzkov’s doubling of variables argument [44],
and thus should support the whole structure of the proof. On the other end, the
operator L£F[-] is less attractive to work with, and thus should be simply carried
along, until the possibility of choosing r > 0 arbitrary small (and the fact that the
operator £#[-] is applied onto a test function) is used to let it vanish in the limit.
All the details can be found in [1, 19)].
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4. UNIQUENESS FOR MORE GENERAL EQUATIONS

From the very beginning of our research we convinced ourselves that the in-
tuitions behind Alibaud’s entropy formulation were extremely powerful, and that
several more results could be proven from them. More precisely, we asked ourselves
the following questions.

(i) How to establish well-posedness for general nonlinear nonlocal equations of
the form (1.1)7

(i) How to prove convergence for suitably devised numerical methods, and how
to measure their rates of convergence?

To point out to reader the relevance of such issues, let us now quickly discuss
the former of the two questions: generalization to equations of the form (1.1). A
discussion of the latter, convergence of numerical methods, will take the whole of
next section.

4.1. Cifani/Jakobsen’s entropy formulation. The breakthrough when it comes
to well-posedness for general initial value problems of the form (1.1) is contained
in [19]. Therein the authors show how to combine Alibaud’s insights [1] and the
Kruzkov’s doubling of variables machinery [41, 44] in order to cope with a nonlocal
operator £#[-] which is no longer linear,

LH[A(u+0)] # LY[A(u)] + L4[A(v)]
and no longer symmetric,
LHA(u)] # LE[A(u)] + L7 [A(u)]-

This is significant leap forward, and indeed the most surprising thing about this
generalization is the fact that uniqueness (contraction) can still be established by
using a strategy which is essentially similar to the one pioneered by Alibaud for
equations featuring a linear symmetric nonlocal operator (the fractional Laplacian):
roughly speaking, we will split the nonlocal operator £#[-] in (1.2) in a proper
fashion, unload the weight of the singularity onto a test function, and demand the
so derived entropy inequality to hold for any r > 0.

Remark 4.1. As we will see more in details in a short while, the family of all
solutions of the initial value problem (1.1) is much richer than the the family of all
solutions of, for example, fractal (fractional) conservation laws like (2.3). Loosely
speaking, opposite to equations like the ones treated in [18, 42], equation (1.1) has
now finally become genuinely nonlinear since, for the first time, the nonlinearity
A(+) has been taken inside the nonlocal operator £/[-]. As explained in the following
section, this fact gives way to a whole new spectra of phenomena which are not
present in simpler equations like (2.2) or (2.3).

4.2. Genuinely nonlinear nonlocal equations. To stress the reach of the gen-
eralization achieved in [19], let us recall a well-know regularity result [30, 32]: so-
lutions of nonlocal equations of the form

(4.1) dulz,t) = — (=AM u(z, 1),

a nonlocal generalization of the heat equation, are smooth for any A € (0,2). We
mention this here to point out the fact that linear symmetric nonlocal operators like
the fractional Laplacian do have a regularizing effect of their own. Such a smoothing
effect wanes as the exponent lambda decreases toward zero, but for higher lambdas
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is still strong enough to guarantee existence of classical solutions for fractal (frac-
tional) conservation laws [30, 32]. Loosely speaking, even though linear symmetric
operators like the fractional Laplacian do have a regularizing effect of their own,
such an effect may sometimes be to weak for preventing shock discontinuities from
developing [4].

Of course, this is no longer the case in general whenever genuinely nonlinear
nonlocal asymmetric operators like LH[A(-)] are considered instead. To give an
example, let us consider the equation

(4.2) du(x,t) = — (=AM Afu(x, 1)).

The point here is that the first derivative of the nonlinear nondecreasing function
A(+) can degenerate on intervals of positive measure, something which eliminates
any possible (global) regularizing effect. In other words, the family of all solutions
of (4.2) has a much richer structure than the family of all solutions of (4.1) since the
diffusion can be switched on and off by using the shape of the nonlinear function A(-)
at hand. As numerical simulations seem to suggest, such a difference is even more
pronounced whenever general asymmetric measures u(-) are also allowed. Indeed,
the solutions of the equation

(4.3) Ou(x,t) = LX[A(u(-,1))]()

do not only feature shock discontinuities whenever their initial condition does. They
may also develop such discontinuities on their own from perfectly smooth initial
data as a result of the mixed convective/diffusive nature of the nonlinear nonlocal
asymmetric operator £H[A(-)].

Remark 4.2. One has to be careful when dealing with discontinuous solutions of
nonlinear nonlocal equations like (4.2). Their behavior may indeed be very different
from that of (local) classical nonlinear diffusion equations like

(4.4) Opu(x,t) = AA(u(x, b)),

where shocks discontinuities can develop ezactly in the same region where A’(-)
degenerates [15, 35, 41]. For nonlocal equations things are not so straightforward
since contributions from regions further afield can still be relevant enough to smooth
shock discontinuities out in the region where A’(-) degenerates. However such a
regularizing effect could take some time to kick in, giving shock discontinuities the
possibility to develop (at least for a finite period of time) [19].

More generally, it is correct to state that equation (4.2) is a natural nonlocal
generalization of equation (4.4) since the family of A-indexed entropy solutions of
(4.2), {ux(-)}re(0,2), reduces to the unique entropy solution u(-) of (4.4) as the
exponent lambda, A € (0,2), approaches the value two [3]. See also [13, 27, 59].

5. STABILITY WITH RESPECT TO THE DATA
AND CONVERGENCE RATES OF NUMERICAL APPROXIMATIONS

As it is often the case for nonlinear partial differential equations, once a strategy
for proving uniqueness (contraction) is made available, that very same strategy
can be further developed to prove more refined results, like continuous dependence
estimates with respect to the data. In perfect Kruzkov’s doubling of variables style
[44], the uniqueness (contraction) proof can be repeated up to the point where the
the test function is still not specified. This intermediate stage in the proof is often
referred to as Kuznetsov’s lemma, after Kuznetsov’s work on conservation laws [45].
From this point on the proof departs from the uniqueness (contraction) one. Instead
of using two functions v and v which are assumed to be entropy solutions of (1.1)
with different initial conditions, the goal now is to measure the distance between
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the entropy solution v of (1.1) and an arbitrary function v which may be chosen as
the entropy solution of a similar initial value problem with slightly different data
(f, A, ug, p). Of course, if it is only the initial datum that differs between the two,
we end up with no less than the uniqueness (contraction) proof itself. This whole
machinery is indeed a generalization of the uniqueness (contraction) proof. For the
sake of concreteness, let us mention here one the main results in [2] where continuous
dependence estimates for nonlinear nonlocal equations like (1.1) are derived.

Theorem 5.1. (Continuous dependence estimates on the data)

Let w and v be the entropy solutions of two different initial value problems of the
form (1.1) with, respectively, data sets (f, A, ug, 1) and (g, B,vg,v). Then, we have
that

v —vllogo,r;r ey < lluo — voll L1 (e

1
2

1
+C [ 1F = gl + 14 = B}y + (/ 2> A Ldlu - u<z>>
R4\ {0}

where the "constant” C' only depends on the final time t =T chosen, the dimension
d, and the data.

Let us mention that, as shown in [3], optimal continuous dependence estimates can
be derived whenever the Lévy operator (1.2) is chosen as the fractional Laplacian.

A very useful application for the original Kuznetsov’s lemma for conservation
laws [45] was to produce error estimates for numerical approximations [37]. To
this end, the groundbreaking idea behind the whole Kuznetsov’s construction was
to choose the above-mentioned arbitrary function v as the solution of a difference
method, and then work out the method’s rate of convergence by estimating each
error contribution in the eponymous lemma. Is it possible to adapt such a strategy
to numerical approximations of nonlocal equations like (1.1)? Again, the answer
to this question turns out to be yes [21]. More precisely we will show that, by
choosing the arbitrary function v in the generalized Kuznetsov’s lemma derived in
[2] as the solution @ of a properly defined difference method [21], we are able to
measure the error between the unique entropy solution u of (1.1) and its numerical
approximation u as described in the following theorem.

Theorem 5.2. (Convergence rate for numerical approximations)
Let () be the modulus of continuity

T2 A e (0,1),
(5.1) oa(r) =< Tzlog(r) A=1,
T Ae(1,2)
Then, for all X € (0,2), we have that
(5.2) llv — @l oo, 01 mey) < Cox(Ax),

where Ax is the so-called discretization parameter, the ”constant” C' only depends
on the final time t =T chosen, the dimension d, and the data.

Let us point out here that the fractional Laplacian exponent A € (0,2) appears in
the error estimate (5.2) due to the fact that the theorem has been proved in [21]
for all Lévy measures p(-) such that

C
p(z) < 2]

for some constant ¢ > 0.
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6. EXISTENCE

After uniqueness and stability, the last challenge to face in order to establish
well-posedness for the initial value problem (1.1) is existence. How to prove that
a weak (entropy) solution of (1.1) actually exists? Numerical approximation is
the main focus of this thesis, and existence for the general problem (1.1) has been
established in [21] via a finite volume method (and compactness). For more details,
cf. the following section.

Let us also mention here that a somewhat different approach has been used in
[20]. Herein the existence proof is divided into two steps: in the first one, a (Fourier)
numerical method and compactness is used to prove convergence to a viscous equiv-
alent of the original equations. Then, the classical vanishing viscosity method is
used to prove convergence to the original equation itself. In a few words, the van-
ishing viscosity method [37] consists in adding to the original equation artificial
viscosity (i.e., € Au) which is vanishing as the multiplicative constant € — 0. The
advantage in doing so is that it is well-known how to prove existence of (smooth)
solutions u,. of the new viscous equation. If one also has some uniform control on
the so derived viscous solutions, the sequence u. can be proved to be compact and
its limit u reveals to be the original weak (entropy) solution one was looking for
[20]. The rate of convergence for a new (generalized) vanishing viscosity method
for equations like (1.1) can even be measured as shown in [2, 20].

7. NUMERICAL APPROXIMATION

Once well-posedness for the initial value problem (1.1) is established and in
absence of closed-form solutions, one is left with the task of actually producing re-
liable numerical approximations of such solutions to be used in applications [2, 31].
Here the possibilities for research are abundant given the numerous questions to
be answered: from how to devise a method which guarantees convergence under
some reasonable general assumptions, to how to devise a method which converges
spectrally (exponentially) fast under stricter assumptions. Furthermore, how to
measure the distance between such numerical approximations and the original en-
tropy solutions (error)? Being the equations at hand both nonlocal and nonlinear,
we are guaranteed to find plenty of difficulties on our way.

The numerical literature available for local convection equations like (2.2) is of
course immense [37], but far less so is the amount of research devoted to numeri-
cal approximations of linear/nonlinear equations which also feature some form of
nonlocal diffusion. For example, some literature is available on numerical meth-
ods for nonlocal linear equations which find application in mathematical finance
[6, 10, 11, 12, 24, 28, 50], but only a few numerical methods have been devised
for nonlocal nonlinear equations: Dedner et al. introduced in [26] a general class
of differences methods for a nonlinear nonlocal equations coming from a specific
problem in radiative hydrodynamics, while Droniou [30] was the first to analyze
a general class of difference methods for fractional (fractal) conservation laws and
prove convergence toward Alibaud’s entropy solution [1]. Issues like high-order con-
vergence and error analysis had been left unanswered until the works [17, 18, 20, 21]
appeared.

The first issues we would like to touch upon herein are the following. How to
devise a numerical method which is general enough to capture the whole family
of solutions of (1.1)? And if such a method exist, how can we measure its rate
of convergence? Given the whole set of well-established techniques for treating
divergence-form operators like div (f()), our strategy for retrieving solutions of
(1.1) reduces to the following three-steps approximation of the nonlocal operator
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£r]] in (1.2):

(i) We cut off the singularity by suitably using the size of the discretization
grid.

(i) Replace the gradient operator in (1.2) with an upwind difference operator
whose base is suitably linked to the Lévy measure u(-) at hand.

(i) We do a finite volume approximation of the semi-discrete equation resulting
from (i) and (ii): that is to say, we multiply both sides of the semi-discrete
equation by a test function [17], integrate over each grid cell, and replace
the original solution « in (1.1) by a piecewise constant approximation. Dif-
ferent type of solution spaces will be used in [17, 18, 20].

This three-steps procedure returns a numerical method [17, 18, 21] which is general
enough to guarantee convergence for all initial value problems of the form (1.1).
Furthermore, the method’s convergence rate can be explicitly measured by using
the generalized Kuznetsov’s lemma established in [2]. Such a method takes the
form

d
. . PO At o
Urt = Uz + ALY D PR Ugse) + 1 > Gy AUY)
=1 BEL

where f(-) is a suitable numerical flux and {G§}a,peze aset of opportunely chosen
numerical weights [17, 21].

Needless to say, the biggest advantage of this briefly sketched numerical method
is at the same time its biggest drawback: its scope. The fact that the above men-
tioned method ensures convergence for such a wide family of equations, is also the
reason why the method is slow and inefficient [21]. By reducing the scope of our
investigation, we can come up with numerical approximations which are less gen-
eral but more efficient and therefore faster. In particular, we would like to do the
following:

(i) Find a way to approximate pathological (discontinuous) solutions with
higher speed of convergence (convergence rates higher than one) [17, 18].

(ii) Devise a method which is able to converge spectrally (exponentially) fast
toward smooth solutions, but at the same time is also able to converge (at
a slower speed) toward pathological (discontinuous) solutions [20)].

We will see that for this to happen we need to reduce the scope or our investigation
and consider a subset of all problems of the form (1.1). Moreover, more refined
solutions spaces will be needed for improving speed of convergence.

7.1. Discontinuous Galerkin methods. Even though they do converge in al-
most all situations, it is well-known that piecewise constant difference methods for
nonlinear convection equations converge with a rate which is at most one [37] (they
are, so to say, slow). How to improve their performance without loosing their abil-
ity to retrieve all solutions, even the pathological (discontinuous) ones? One of the
most promising method in the literature which is able to do so is the so-called dis-
continuous Galerkin method [22, 23]. In a nutshell, the method secret consists in the
use of numerical solutions selected from the space of all possibly discontinuous high-
order polynomials. More precisely, let x; = iAz and I; = (z;,2;41), we will work
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with Legendre polynomials {¢o;,¢1,i,- .., ¢k} of degree at most k € {0,1,2,...}
and with support on the interval I; [17, 22]. The method solutions will be linear
combinations of such discontinuous polynomials.

Is it possible to generalize such a method to nonlocal equations like (1.1)7 The
authors show in [17, 18] that this is fully possible whenever the function A(-) is
linear and the measure p(-) is symmetric. However, such assumptions on both the
nonlinearity and the measure are essential for the method to work, and it is not at
all clear how they could be further relaxed. A (limited in scope) attempt toward
a generalization has been done in [18] where special (simpler) nonlocal nonlinear
convection-diffusion equations are considered. However, it seems to be difficult to
stretch the results derived therein to treat genuinely nonlinear nonlocal diffusion
equations like (1.1).

7.2. Spectral vanishing viscosity methods. The discontinuous Galerkin method
is not the sole high-order method at our disposal. Indeed, it turns out that the most
promising numerical method up to date for nonlocal nonlinear equations like (1.1)
is the spectral vanishing viscosity method [16, 49, 55, 58]. This method reads

d
(7.1) drun + 0y - Pr f(un) = L¥[un] +en Y OHQN" * un,
jik=1

where the approximate solutions uy are N-trigonometric polynomials,

un(z,t) = Z Gg(t) e”,

[§lsN

Py is the Fourier projection operator, and €y Zik:l @kag\}k * uy is the so-called
spectral diffusion which will opportunely vanish as N increases [20, 16].

As shown in [20], this method performs extremely well for periodic solutions of
(1.1) with A(-) linear and general Lévy measure j(-). The main reason behind such
a good showing is the fact that this method manages to diagonalize the nonlocal
operator (1.2). Indeed, the nonlocal operator can be rewritten as

LHun] = Y GH(€) ae(t) "

[EI<N

with weights
G (e) = / €6 1 - i 2110 dpl2).
z[>0

Loosely speaking, this means that method (7.1) will reduce to a system of ordinary
differential equations (for the numerical solution’s coefficients u¢) deprived of the
full matrices which are common to nearly all nonlocal numerical approximations.
This feature, of course, incredibly speeds up computational time.

7.3. A possible direction for future research. As for the discontinuous Galerkin
approximations in [17, 18], it seems to be very difficult to establish convergence for
the spectral vanishing viscosity method in [20] whenever genuinely nonlinear non-
local operators are considered; furthermore, genuinely nonlinear nonlocal operators
get no longer diagonalized by such a method. It is by no means clear how such
difficulties could be overcome, however this is surely the most promising direction
of investigation for future researchers interested in our work.
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THE DISCONTINUOUS GALERKIN METHOD
FOR FRACTIONAL DEGENERATE
CONVECTION-DIFFUSION EQUATIONS

SIMONE CIFANI, ESPEN R. JAKOBSEN, AND KENNETH H. KARLSEN

ABSTRACT. We propose and study discontinuous Galerkin methods for strongly
degenerate convection-diffusion equations perturbed by a fractional diffusion
(Lévy) operator. We prove various stability estimates along with convergence
results toward properly defined (entropy) solutions of linear and nonlinear
equations. Finally, the qualitative behavior of solutions of such equations are
illustrated through numerical experiments.

1. INTRODUCTION

We consider degenerate convection-diffusion equations perturbed by a fractional
diffusion (Lévy) operator; more precisely, problems of the form

up + f(u)e = (a(u)ug)z + L[] (x,t) € Qr =R x (0,7,
u(z,0) = ug(x) r €R,

(1.1)

where f,a: R — R (a > 0 and bounded) are Lipschitz continuous functions, b > 0
is a constant, and £ is a nonlocal operator whose singular integral representation
reads (cf. [27, 12])

Llu(z,1)] = c,\/

|z|>0

u(z + z,t) —u(z
EE

t
’ )dz, A €(0,1) and ¢y > 0.

For sake of simplicity, we assume f(0) = 0. The initial datum wo : R — R is
chosen in different spaces (cf. Theorems 4.2, 4.4 and 5.8) depending on whether
the equations are linear or nonlinear.

The operator £ is known as the fractional Laplacian (a nonlocal generalization
of the Laplace operator) and can also be defined in terms of its Fourier transform:

(1.2) Llu(- )](€) = —l€ a(€, b).
As pointed out in [2, 12, 27], u(-,¢) has to be rather smooth with suitable growth
at infinity for the quantity L[u] to be pointwise well defined. However, smooth
solutions of (1.1) do not exist in general (shocks may develop), and weak entropy
solutions have to be considered, cf. Definition 5.1 and Lemma A.1 below.
Nonlocal equations like (1.1) appear in different areas of research. For instance,
in mathematical finance, option pricing models based on jump processes (cf. [8])
give rise to linear partial differential equations with nonlocal terms. Nonlinear
equations appear in dislocation dynamics, hydrodynamics and molecular biology

Key words and phrases. Convection-diffusion equations, degenerate parabolic, conservation
laws, fractional diffusion, entropy solutions, direct/local discontinuous Galerkin methods.
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[13]; applications to semiconductors devices and explosives can also be found [29].
For more information about the possible applications of such equations we refer the
reader to the detailed discussions in [2], [3], and [11].

Equation (1.1) consists of three different terms: nonlinear convection f(u)s,,
nonlinear diffusion (a(u)uy)s, and fractional diffusion L]u]. It is expected that the
effect of a diffusion operator is that solutions become smoother than the prescribed
initial data. In our case, however, a can be strongly degenerate (i.e., vanish on
intervals of positive length), and hence solutions can exhibit shocks. We refer to
[14, 13] for the case when b = 0, and to [3, 5] for the case when A € (0,1) and a = 0.
The issue at stake here is that the fractional diffusion operator may not be strong
enough to prevent solutions of (1.1) from developing discontinuities. However, and
as expected, in the linear case (f(u) = cu, a(u) = au with ¢ € R, a > 0), some
regularity can be proved (cf. Lemma 4.1).

An ample literature is available on numerical methods for computing entropy
solutions of degenerate convection-diffusion equations, cf. [7, 13, 14, 15, 17, 18, 23,
24, 20]. To the best of our knowledge, there are no works on nonlocal versions
of these equations. However, for the special case of fractional conservation laws
(a = 0) there are a few recent works [10, 11, 5]. Dedner and Rohde [10] introduced
a general class of difference methods for equations appearing in radiative hydro-
dynamics. Droniou [11] devised a classs difference method for (1.1) (¢ = 0) and
proved convergence. Cifani et al. [5] applied the discontinuous Galerkin method to
(1.1) (a = 0) and proved error estimates. Finally, let us mention that the discontin-
uous Galerkin method has also been used to numerically solve nonlinear convection
problems appended with possibly nonlocal dissipative terms in [21, 22].

The discontinuous Galerkin (DG hereafter) method is a well established method
for approximating solutions of convection [6] and convection-diffusion equations
[7, 20]. To obtain a DG approximation of a nonlinear equation, one has to pass
to the weak formulation, do integration by parts, and replace the nonlinearities
with suitable numerical fluxes (fluxes which enforce numerical stability and conver-
gence). Available DG methods for convection-diffusion equations are the local DG
(LDG hereafter) [7] and the direct DG (DDG hereafter) [20]. In the LDG method,
the convection-diffusion equation is rewritten as a first order system and then ap-
proximated by the DG method for conservation laws. In the DDG method, the
DG method is applied directly to the convection-diffusion equation after a suitable
numerical flux has been derived for the diffusion term.

This paper is a continuation of our previous work on DG methods for fractional
conservation laws [5]. We devise and study DDG and LDG approximations of (1.1),
we prove that both approximations are L?-stable and, whenever linear equations are
considered, high-order accurate. In the nonlinear case, we work with an entropy for-
mulation for (1.1) which generalizes the one in [30, 14], and we show that the DDG
method converges toward an entropy solution when piecewise constant elements are
used. To do so, we extend the results in [14] to our nonlocal setting. Finally, we
present numerical experiments shedding some light on the qualitative behavior of
solutions of fractional, strongly degenerate convection-diffusion equations.

2. A SEMI-DISCRETE METHOD

Let us choose a spatial grid x; = iAz (Az > 0, ¢ € Z), and label I; = (2;,2;41).
We denote by P*(I;) the space of all polynomials of degree at most k with support
on I;, and let

VP ={v:v|, € P*(I,), i € Z}.
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Let us introduce the Legendre polynomials {0 ;, ©1,:, - - - » ¢k, }, Where ¢ ; € PI(I;).
Each function in P*(I;) can be written as a linear combination of these polynomials.

We recall the following well known properties of the Legendre polynomials: for
all i € Z,

Ax
5007 lorp=gq - +
/1 Pp,ig,idr = { 2q(-)H otherwise Wpai(ziﬂ) =1land g, ,(z;) = (-1)*,
where p(2) = lim,_, =+ ¢(s).
The following fractional Sobolev space is also needed in what follows (see, e.g.,
[1] or [16, Section 6]):
Il sz = lullZe@y + lulf gy,

with semi-norm |u\§p/2(R Je Je ("‘(Zz)z“i(ﬁ) dzdz. Finally, let us introduce the
operators

_ — 1 _
[p(@)] = p(@i) —p(a),  ple) = 5p@) +p(a;)-
From now on we split our exposition into two parts, one dedicated to the DDG

method and another one dedicated to the LDG method.

2.1. DDG method. Let us multiply (1.1) by an arbitrary v € P*(I;), integrate
over [;, and use integration by parts, to arrive at

/uw —/ Fu)vg + fuigr)vg, Vit f(uz)v:r

/ a(u)ugVy — h(Uit1, Usp, it1)V;, v+ h(tg, Uy, z) T = b/ Lu
I

where f(u;) = f(u(x;)), h(u,uy) = a(u)u, and (u;, uy ;) = (u(z;), ug(x;)). Let us
introduce the Lipschitz continuous E-flux (a consistent and monotone flux),

(2.2) Flws) = flu(a?), ulzi)).

Note that since f is consistent (f(u,u) = f(u)) and monotone (increasing w.r.t. its
first variable and decreasing w.r.t its second variable),

(2.3) [ - faran]ar=o,

i

Following Jue and Liu [20], let us also introduce the flux

h(u;) = h(u(@)), ..., 0%u(zy),u(x)),. .., oFu(z]))

[A(u;)] & 2m—1792m
= forx, + Alu)s + WE:‘I B Az HO2™ A(uy)],
where A(u) = [“ a and the weights {3y, . . ., 3 [k/2) ) fulfill the following admissibility

cond1t1on there exist v € (0,1) and a > 0 such that

~ A U;
(2.4 Sl > 0 Y ) 93 [ atw
= = i€z
Note that the numerical flux h is an approximation of A(u;), = a(u(z;))us(z;)
involving the average A(u;), and the jumps of even order derivatives of A(u;) up
to m = k/2. For example, if K =0 and Sy = 1, then

. 1 A(u(z])) — Alu(zy))

() = 5 A = S ,
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and this function satisfies condition (2.4). In this case (k = 0),

1 _ _
A(ui)e = au(z;))Opu(z:) = 5(@( (@))0su(z) + alu(z;))dsu(z; )) =0.
When k > 2, some extra differentiability on a is required. For example, with k = 2,

Lk/2]
Z B AP L2 A(u;)] = B1Az[0% A(us)] = FrAz]a (i) (Opus)? + au;)0%uy).

m=1

We see that the flux / is locally Lipschitz if a is sufficently regular, and that lAL(O) =0
for all k. Let us rewrite (2.1) as

/utv */ F)ve + fuiza) vy — flugvS
(2.5)

/ a(u)u,v, — h(ul+1) Vi + h(uZ = b/ Llu
I;
and use the initial condition
(2.6) / u(z,0)v(x) de :/ uo(z)v(x) da.
I; I;
The DDG method consists of finding functions @ : Q7 — R, (-, ) € V*, and

k
(2.7) a(z,t) =YY Upi(t)ppai(@)

1€Z p=0

which satisfy (2.5)-(2.6) for all v € P*(I;), i € Z.

2.2. LDG method. Let us write a(u)u, = v/a(u)g(u),, where g(u) = [*/a, and
turn equation (1.1) into the following system of equations

up + —\/a = bL[ul,
28) {q—g() =0. e

Let us introduce the notation w = (u,q)’ (here ’ denotes the transpose), and write
h(w) =h(u,q) = u(w) ) ( u)q )
() =) = (e A

Let us multiply each equation in (2.8) by arbitrary v,,v, € P*(I;), integrate over
the interval I;, and use integration by parts, to arrive at

/ O Uy — / hoy (W) Oy vy + hu(Wi_;,_l)’U;‘i_,'_l - hu(wi)vii = b/ Llu]v,,
I; I; I

/ qug — / hq(1)0zvg + hg(wiv1)vy i1 — hq(ui)v;:i =0,
I; I;

where hy, (W;) = hy (Ui, ¢;), u; = u(x;), ¢ = q(z;), Vi = = v,(z; ) and U = vu(x;L)
Following Cockburn and Shu [7], we introduce the numerical flux

7 — ot [Fui)]  [g(ui)] —
(2.9) ﬁw;ww:<@m ﬁJ): il Z Tl %) — Clwi),
ha(uy uf) —g(u;)

22

where F'(u f f,C ( e 0(1)2 >,

—C12

1 ([F(uz-)}

[uz}

11 =
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c12 = c12(w; w ) is Lipschitz continuous in all its variables, and ¢12 = 0 whenever
a=0orw,; W = 0. Note that ¢;7 > 0 since f is an E-flux and, thus, the matrix
Cis 5ern1pos1t1ve definite.

The LDG method consists of finding w = (4, q)’, where

k
:ZZUp,i(t)‘Pp,i(x) and ¢(z,t) = ZZQW opi(T

i€Z p=0 i€Z p=0

are functions satisfying

/ Opuvy, — / w(W)0z v, + Bu(wi+1)v;i+1 — hu(wi)vL = b/ Llu]v,,
I I
2 10)

/ qUq — / u)0yvg + h qo(Uit1)v,, Vgit+1 — hq(ui)v;,i =0,

for all v,,v, € P*(1;), i € Z, and initial conditions for u and ¢ given by (2.6).

3. L?-STABILITY FOR NONLINEAR EQUATIONS

We will show that in the semidiscrete case (no time discretization) both the DDG
and LDG methods are L?-stable, for linear and nonlinear equations.

In this section and the subsequent one, we assume the existence of solutions 4 and
w = (1, )" of the DDG and LDG methods (2.5) and (2.10), respectively, satisfying
@, 1,G € C*([0,T); V¥ N L2(R)), in which case the integrals containing the nonlocal
operator L[-] are all well defined. Indeed, by Lemma A.3, V¥ N L?(R) € H?(R),
and hence all integrals of the form

/(pl E[(,,’)Q] fOI‘ P15 P2 S V’“OLQ(R),
R

can be interpreted as the pairing between ¢; € H*2(R) and L[ps] € H */?(R).
Here H~*/2(R) is the dual space of H*?(R), and L[p] € H~*?(R) whenever
¢ € HM?(R) (cf. Corollary A.3 and proof in [5]).

Remark 3.1. The existence and uniqueness of solutions in C*([0, T]; V¥ N L?(R))
can be proved using the Picard-Cauchy-Lipschitz theorem. The argument outlined
n [5, Section 3], can be adapted to the current setting since all numerical fluxes
are (locally) Lipschitz (cf. [7] for the LDG case). For the DDG method with k& > 2,
additional differentiability on a is needed for this proof to work.

3.1. DDG method. Let us sum over all ¢ € Z in (2.5), integrate over ¢t € (0,7),
and introduce the functional

Mbppclu,v] = //utv—/ Z fu; vz]—f—/f vz

zEZ

+/0 ;[ﬁ(umvm/[ uuzvs] - / /z:

i

(3.1)

Let us define

FT[u]—(l—v)/OT%/ha(U)(u / Z[A i,

where v € (0,1) and a > 0. Note that I'y > 0 since a > 0 and, using the Taylor’s
formula, [A(w;)][u;] = a(&)[u;]? > 0 where and &; € [u(z] ), u(z])], i € Z.
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Theorem 3.2. (Stability) Let @ be a solution of (2.5) such that both 4, A(4) and
their first k derivatives are sufficiently integrable. Then

T
||ﬂ(wT)H%2(R)+2FTW+5€A/O [, )i 2 gy dt < lluollZag)-

Remark 3.3. Since @ € C*([0,T); V*NL?(R)) and f(0) = 0, all terms in (3.2) below
are well defined — except for

/OT [gmw + /I a(a)(az)ﬂ,

i

When k£ > 2, additional integrability of 4, A(@), and their first & derivatives, is
required in order to give meaning to the h-term.

Proof. By construction, Mppg[i,v] = 0 for all v € V¥ 0 L2(R). If we set v = 4,
we obtain

//utu—/z (@) [a] /f @) |
/Z Dl + /Iia(ﬁ)(ﬂx)Z}b/OT/Rﬁ[ﬂ]ﬁ—O

Next, as a direct consequence of (2.3) and a change of variables, we see that
T
(33) [ Tlima+ [ @] <o
0 5 i

Since h satisfies the expression (2.4),

(3.4) / Zh / Z Ai]—”Y/TZ/I a(i)(i)?
0 ezl

€L

(3.2)

Finally, using Lemma A.1,

(3.5) /]Rﬁ[ﬁ]ﬁ = |U‘H>\/2(R)
We conclude by inserting (3.3), (3.4), and (3.5) into (3.2). O
3.2. LDG method. By summing over all i € Z, we can rewrite (2.10) as

/@uvu 93 ( (wi)[vw]—!—/ W) vu> 7b/£ v,
/qvq Z( (i) vgs] + /1 hq(u)azvq> ~0.

i€Z i
We add the two equations and integrate over ¢ € (0,7") to find My pg|w,v] =0 for

]V[LDg[w,v]z/T/utvqu/T/qvq
- % (b [ n

i€EZL i

(3.6) w),amv> T /O ’ /]R Llu]va,

where h(w;) = (}Azu(wz),ﬁq(ul)) , V= (vy,7) and v; = (vy,4,vq,)". Moreover, let
(remember that, as noted earlier, the matrix C is semipositive definite)

Or[w] = / Z[WZ]CWZ (>0).

€L
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Theorem 3.4. (Stability) If w = (4,§) s a C1([0,T]; (V* 0 L?*)?) solution of
(2.10), then

T
(-, D22 &) + 20141172 (o, +207(W )+bCA/ A )52y dt < NluollZa g)-

Here, as opposed to Theorem 3.2, no further integrability of the first k derivatives
of the numerical solution w = (@, §)’ is needed. The reason is that the numerical
flux h has been built without the use of derivatives of W = (@,§)’. Each term in
expression (3.7) below is well defined thanks to (3.8), the fact that f(0) = 0 (which
implies that ¢;1(0) = 0), ¢12(0) = 0, and @, G € C*([0,T]; VF N L3(R)).

Proof. By construction, Mz pg(W,v) = 0 for all v = (v,,v,)’, vy, vy € VFN L3(R).
We set v =w and find that

L g [ o
—b/OT/Rc[a]a_

s [ o) = [ S e

v I€EZL

Here we also used the fact that

(38) / > (

€L
see [7] for a proof. To conclude, insert (3.8) and (3.5) into (3.7). O

4. HIGH-ORDER CONVERGENCE FOR LINEAR EQUATIONS

In this section we consider the linear problem

(4.1) Ut + CUy = Uy + bLJu]  (2,t) € Qr,
) u(z,0) = up(z) z eR,

with the aim of proving that the DDG and LDG methods converge to a regular
solution of (4.1) with high-order accuracy.

Lemma 4.1. Let ug € HFTY(R), with k > 0. There exists a unique function
u € HE Q1) solving (4.1), where

par

HkH(QT) {qﬁ € L2(QT) 0 05l 2 (@py < 00 for all 0 <7 +2m < k+ 1}.

par
Moreover, |[u(-, )| g+ )y < [[uoll grst (ry-

Proof. Since the equation is linear, we can pass to the Fourier space. In view of
(1.2), the Fourier transform of (4.1) is @; + i€ct = —&€24 — bl M. Tt follows that

A&, ) = tig(&)e (iEeTEFbIEME

By the properties of the Fourier transform, the above expression implies the ex-
istence of a unique L2-stable weak solution of (4.1). The LZ?-stability for higher
derivatives can be obtained by iteration as follows: take the derivative of (4.1), use
the Fourier transform to get stability, and iterate up to the kth derivative. Regu-
larity in time follows from the regularity in space since equation (4.1) implies that

OFu = (—cO, + 02 + bL)*u. O

In the following two theorems we obtain L2-type error estimates for the DDG
and LDG methods in the case that equation (4.1) has HEf'-regular solutions.
(Note that the time regularity does not play any role here). To do so, we combine

estimates for the local terms derived in [7, 20] with estimates for the nonlocal term
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derived by the authors in [5]. In [6] it was observed that most relevant numerical
f fluxes reduce to

~ _ o U,
flug i) = e — o2
in the linear case. In this section we only consider this f flux.

4.1. DDG method.
Theorem 4.2. (Convergence) Let u € HFF1(Qr), k > 0, be a solution of (4.1)

par

and @ € CY([0,T]; V¥ N L2(R)) be a solution of (2.5). With e = u — 1,

/Rez(:r:,T)—f—L;‘/O Z[ez (I—~ / / ‘ta

+bcA/ el2pa @y = O(1) A,
0

Remark 4.3. The error O(1)Az?* is due to the diffusion term w,,. The errors from

the convection term cu, and the fractional diffusion term bL[u] are of the form
O(1)Az?*+1 and O(1)Az? 2= respectively.

Proof. Let us set

o, v) //utv—l—/ /uzvz /Ezhuz [v4],

€L

/ Z Flu)[vi] + /1 ‘ cuvx},

ZGZ i

Mglu,v] = —b/o /Rﬁ[u]v

With this notation in hand, we can write (3.1) as
Mppealu,v] = Myu,v] + Mylu,v] + Mg [u,v].

Let Pe be the L?-projection of e into V¥, i.e., Pe is the VFNL?(R) function satisfying

/ (Pe(z) — e(x))pji(z) dv = 0 for all i € Z and j = {0, ..., k}.
I

Note that Pe € H*?(R) since V¥ N L?(R) ¢ H*?(R) by Lemma A.3. For all
v € VFN L3(R), we have Mppg|i, v] = 0 since 4 is a DDG solution of (4.1), while
Mppelu,v] = 0 since u is a continuous (by Sobolev imbedding) solution of (1.1)
and hence a solution of (4.1). Thus Mppgle,v] = 0, and by bilinearity (h is linear
since a = 1),

(42) MDDG[PG, ]P’e] = MDDG[PQ — €, ]P’e]

One can proceed as in [20] (in that paper, combine the last inequality of the proof
of Lemma 3.3 with Lemma 3.2 and (3.5)) to obtain

(43)  M[Pe—e,Pe] = ;/OT/R(M / S h(Pes)[Pes] + O(1) Aa

1€EZL

Moreover, proceeding as in [6, Lemma 2.17],

(4.4) M¢[Pe —e,Pe] = C|/ Z[Pel + O(1) Az,

€L
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As shown by the authors in [5],

M [Pe — e,Pe] — My [Pe,Pe] = b/T/ Lle]Pe

(45) = / /[ZIP’e]IP’eJr / /L'[e]eff/ /LefIP’e (e — Pe)
bC,\ bC)\ bCA
<2 [ ey~ 22 [ ey + 22 [ T~ Pellmage,

where M,[Pe, Pe] = bc* fo |P8|HV2(R) (Lemma A.1) and
(4.6) lle — IPeHHA&(R) < O(1)Ag?h 22,

By (3.1), Lemma A.1, and the definition of f,

MDDG[]P@,]P@]:/ t—l——/ Z]P’el / /]P’el

be
/ > h(Pe;)[Pe;] + A/ IPe|%5 /2wy

i1€Z
Inserting this equation along with (4.3), (4.4), and (4.5) into (4.2) then shows that

/OT/R(Pe t+—/ Z eil” + /T/(Pez)2+;/()T;E(Pei)[l%i]

bex bey T
+— 4 ‘P@‘H,\/z(R) + — 4 / |6‘§‘1A/2(R) = 0(1)A$2k’

and, using the admissibility condition (2.4),

[ frortt [tz [ fores [ 55

ZEZ €L

bex bey L2k
+T |P"|HA/2(R) + / le |HA/2(1R) =O(1)Az™.

To conclude, we need to pass form Pe to e in the above expression. This has already
been done for the diffusion term in Section 3 in [20] and for the convection term in
the proof of Lemma 2.4 in [7]. For the nonlocal term, we see that by (4.6)

‘PG‘EA/Q(R) = |e|2H>\/2(R) - 0(1)A12k+2_>\7
and the conclusion follows. (]
4.2. LDG method.
Theorem 4.4. (Convergence) Let u € H¥'1(Qr), k > 0, be a solution of (4.1)

par
and w = (@,§)" € CH([0,T]; V¥ N L?) be a solution of (2.5). With e, = u — @ and
eq =4q— Q5

T T
/Rei(%T) +/0 /]Rei + Orle] + bcA/ \euﬁp/g(m = O(1)Az?*.

Proof. Let us choose a test function v = (vy,v,), vy, vy € VF N L3(R), and define

Mi[w,v] = //utvu //qvq /Z( w;) [vi] /Ilh(w)’azv)

€L
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With this notation at hand, we can write (3.6) as
MLDG[W,V] =M, [va} + ME[W7 V],

where M is defined in the previous proof. Proceeding as in the proof of Theorem
4.2, we find that

(4.7) Mppg[Pe,Pe] = M pa[Pe — e, Pe].
In [7] (Lemma 2.4) it is proved that

(4.8) M;(Pe — e, Pe) = ,@T Pe] + / / IP’P + 01
By (3.6), (3.8), and Lemma A.1,

T T T
be
My pc[Pe, Pe] :/ /(Pei)t'i'/ /P€Z+9T[Pe]+i/ IPewl iz m)
o Jr o Jr 2 Jo

By inserting this inequality along with (4.8) and (4.5) into (4.7), we find that

/OT /R(Pei)t-FI/T/]P’ei—kl@T[Pe]

bea bex [T . 2%
+ T, Upeu|HA/2(R) T / leulfprro gy = O(1) Az
The conclusion now follows as in the proof of Theorem 4.2. ]

5. CONVERGENCE FOR NONLINEAR EQUATIONS

In the nonlinear case we will show that the DDG method converges towards an
appropriately defined entropy solution of (1.1) whenever piecewise constant ele-
ments are used. In what follows we need the functions

mk(s) = |s — kI,
k(s) = sgn(s — k),
qi(s) =i, (s)(f(s) = f(K)),
(s) = m(s)(A(s) — A(k)).
Remember that A(u) = [“a, and let CV2(Qr) denote the Holder space of bounded

functions ¢ : Q7 — R for which there is a constant ¢4 > 0 such that

9,8 = (5, )| < e [lo =yl +VIE—7]] forall (,0),(5,7) € Qr.

We now introduce the entropy formulation for (1.1).

Tk

Definition 5.1. A function u € L*°(Qr) is a BV entropy solution of the initial
value problem (1.1) provided that the following conditions hold:

(D.1) ue Ll(QT) NBV(Qr);

(D-2) A(u) € C"2(Qr);

(D.3) for all non-negative test functions ¢ € C°(R x [0,T)) and all k € R,

/‘m@%+%w%+m@%ﬁWWMMwﬂﬁ

T

—|—/R?7k(u0(w))<p(0,x) dx > 0.
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This definition is a straightforward combination of the one of Wu and Yin [30]
(cf. also [14]) for degenerate convection-diffusion equations (b = 0) and the one of
Cifani et al. [5] for fractional conservation laws (a = 0). By the regularity of ¢ and
u and Lemma A.1, each term in the entropy inequality (D.3) is well defined.

Remark 5.1. The L'-contraction property (uniqueness) for BV entropy solutions
follows along the lines of [26], since the BV -regularity of u and the L*°-bound on
A(u), makes it possible to recover from (D.3) the more precise entropy inequality
utilized in [26] for L' N L entropy solutions.

We will now prove, under some additional assumptions, that the explicit DDG
method with piecewise constant elements (i.e., K = 0) converges to the BV entropy
solution of (1.1). In addition to convergence for the numerical method, this also
gives the first existence result for entropy solutions of (1.1).

5.1. The explicit DDG method with piecewise constant elements. When
piecewise constant elements are used (k = 0 in (2.7)), equation (2.5) takes the form

[ e+ i) = flin) = asnn) + i) = b [ gl
I; I;
Since 4(x,t) = 3,5 Ui(t)1i(x) (i.e., po,s = 14, the indicator function of the interval

I;), we can and will use the admissible flux h(u;) = +-[A(u;)] (which satisfies (2.4)
with £ = 0 and fp = 1) to rewrite the above equation as

Ar LU+ f(ULUe) = U0, »—ngﬂ+ﬁ§$”—b§yg/pum‘

For At > 0 we set t,, = nAt forn ={0,...,N}, T =ty, and ¢ = ¢(x;,1,) for any
function ¢. By a forward difference approximation in time, we obtain the explicit
numerical method

W“—w fopuny) - fUr,,up)

(5.1) At Az
' AU, —AUY) ALY — A(U) b irrn
B Y ey v D Lo L
JEZ
where the weights GZ J; C I, | for all (i,7j) € Z x Z. All relevant properties of
these weights are collcctod in Lcmma A.2. Next we define
1 n n 1 3 n
Dil= 45 (Ui~ U) and L") = 5 /EU EEZZGJUW

where U™ is the piecewise constant interpolant of U™:
U”(IL’) = Uin, x € [ZL’Z‘,IH_l).
The explicit numerical method we study can then be written as

n+1 n
l—ﬂwﬂ[ﬂm B1) = D AU = bLU™):,

Up = E flt ug(x) dx.

As we will see in what follows, the low-order difference method (5.2) allows for a
complete convergence analysis for general nonlinear equations of the form (1.1).

Let us now prove that the difference scheme (5.2) is conservative (P.1), monotone
(P.2), and translation invariant (P.3).

(5.2)
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(P.1) Assume U™ € L}(R) N BV (R). By Lemma A.1
63 L XIGUI< [0 @llde < aClOmIE 0 e
1€EL JEL
and hence we can revert the order of summation to obtain
PN DD
i€Z jET. jEL i€

since Y, G5 = 0 by Lemma (A.2). By summing over all i € Z on each
side of (5.2), we then find that

Suptt=3 (U” + = ZGZU”) =Y o
i€Z i€Z i€Z

(P.2) We show that U/**! is an increasing function of all {U};cz. First note

that
ag[ijn;l >0 for i#j,
since f is monotone and G; >0 for ¢ # j by Lemma A.2. By Lemma A.2
we also see that Gt = —d\Az'~* <0, and hence
1
S = 1= St o fwr U - 002 07)
AAt2 ) - Ai;,\dx-

Here 8ulf denotes the derivative of f(ul, ug) w.r.t. u; for i = 1,2. Therefore
the following CFL condition makes the explicit method (5.2) monotone:

At 2At At
(5.4) (||6u1f||Loo ®) + Haugf”Lw(R)) + @HGHL%(R) + d,\A T <L

(P.3) Translation invariance (V? = UY, | implies V" /1) is straightforward

since (5.2) does not depend explicitly on a grld pomt ;.

Remark 5.2. For several well known numerical fluxes f (i.e. Godunov, Engquist-
Osher, Lax-Friedrichs, etc.), we may replace

10uy fllLoo ®) + [|Ous fll Lo ()
in the above CFL condition by the Lipschitz constant of the original flux f.
In the following, we always assume that the CFL condition (5.4) holds.
5.2. Further properties of the explicit DDG method (5.2). Define
Uiz =D _IUil, IUll=@ =sup|Uil, and |Ulpyv@ = Y |Uspr — Uil.
i€z i€z i€L
Lemma 5.3.

1) U™ zy < llwollzr(w),
@) U |[poe @) < [[woll =),
ii1) U™ gy (z) < luolBv(r)-

Proof. Since the numerical method (5.2) is conservative monotone and translation
invariant, the results due to Crandall-Tartar [9, 14] and Lucier [28, 14] apply. O
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For all (x,t) € R = [x;, %i41) X [tn, tny1), let Gaz (2, t) be the time-space bilinear

interpolation of UZ"7 ie.

) n n o [ — 1Az n s [T —nAL
qu(Ivt):UiJr(i+1*Ui)<Tx>+(Ui+1*Ui)< Al )

ntl ntl oy [ — 1Az [t —nAt
(Uz++1 Ui+ - z+1+UL)< Az )( At .

Note that @a, is continuous and a.e. differentiable on Q7. We need the above
bilinear interpolation — rather than a piecewise constant one — to prove the Holder
regularity in (D.2). We will show that the functions A(tua.) enjoy Holder regularity
as in (D.2), and then via an Ascoli-Arzela type of argument, so does the limit A(u).

The following lemmas which are needed in the proof of Theorem 5.8, are nonlocal
generalizations of the ones proved in [14]. In what follows we assume f € C1(R),
and note that the general case follows by approximation as in [14].

(5.5)

Lemma 5.4.

lrr.vm - poawn - 3 Sy
(5 6) k=—o00 jEZ Le=(Z)
Hf Ult) — DL AUY) - Z > ciup ,
k=—o00 jEZ Le=(Z)
v - poawn - Y Yy
(5 7) k=—o0 jEZ BV (Z)
‘f(UO Uky) = DL AUY) = > Y Ghuy
k=—o0 jEZ BV (Z)

Proof. Inequality (5.6). Let us start by defining V;" = % ZZ:_OO(U,:‘ — U,?’l).
This sum is finite since U™ € LY(Z) for all n > 0. If we use (5.2), we can write

i
(5:8) Vit = [ fp U - DA + YD Y chuy
k=—o00 jEZ
Here we have used that U™ € LY(Z) N BV(Z)7 f and A are Lipschitz continuous,
and f(0) = 0 to conclude that the sum Y7, D_[f(U},U}y,) — Dy A(U})] is
finite and has value [f(U}", Ul') — DL A(U)]. Next we rewrite the right-hand side
of (5.8) in terms of {V;"};cz. By (5.8),

Vi = v [ U = FOPLUESY = D (A7) - AP TY)]

i

+ > N Ghwp—urh.

k=—o00 jEL

(5.9)

We prove that
! k n— 1 At iy
(5.10) o> ckur-u; ZG v
k=—o00 jEZ jEZ
Indeed, note that D_V* = i (U” — U-"fl) and

DGV =D GV =) GV

JEZ JEL JEL
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ko1
since G7,; = G; . Thus,

i

> e =ar Y Yain vy

k=—o00 jEZ k=—o00 jEZ
At .

At . : .
DI IV DI Wc
k=—o00 jEZ kffoo JEZ
S D ID WD D Wl
k=—o0 jEZ R S—— JEL
At ky/n = ky n
N Z > GV - AL ZG Vi
k=—o00 jEZ kffoo JEZ
At .
M ya
JEZ

Using Taylor expansions, we can replace the nonlinearities f , A with linear approx-
imations as follows. We write

(5]‘1) f(Uzn? inJrl) - f(Un ! U;Lrll) Atfl zD Vn + Atf2 zD z+17

where f7', = 0if(al,UL,), [, = Ouf(UP™Y,a7,,) and of, &y € (UL, UP).
Similarly, we write
(5.12) AU = AU = a(BP) (U] = UP") = Ata] D_V;",

where a = a(B7") and B € (U ', UP). Inserting (5.10) and (5.11)-(5.12) into
expression (5.9) returns

(5.13)
n fn n rn n n n At ivrn
VinJA:Vi _At(fl,invv‘, + foD- 1) + AtDy (ai D_V; )—&—EZGjI/}
JEZ
or
n+1 ny/n nys/n ny/n At iton
(5.14) Vit = APV 4+ BV 4 CIVE + xZGiVj’
JEZ
where
n_ [At At
Af = _7f11+A7 }7
n_ [, At At
Bi = 1_7(.)011 f2z) (a +a’z+1):|7
[ At At 4
G = szaﬁrl*rxfﬁi}-

Since f is monotone and a > 0, A7 C* > 0. Moreover, B} + %Gé > 0 since the
CFL condition (5.4) holds true. Thus, since (5.14) is conservative, monotone, and
translation invariant (cf. the proof of Lemma 5.3), |[V"||pee(z) < ... < [V (2)
and the conclusion follows from (5.8).
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Inequality (5.7). Let us introduce Z* = V;» — V™. Note that, since G;:ll =G
for all (i,§) € Z x Z,

S (G -G = X @V - G = S
JEZ JEZ JEZL

Thus, (5.13) can be rewritten as

ZM =2 — AtD_(f1, 20 + f3.20) + AtD_D, (a Z7) ZGZ zr
]EZ
or
n+1 AN 7n RN 7n AN rzn At T 7n
(5.15) 2 =AY+ BYZY + CT 2 + Ar ZG7Z] )
JEZ

where A", B, CI* have similar properties as A7, B, C™. Proceeding as in the first
part of the proof, (5.15) can be shown to be conservative, monotone, and translation
invariant. Thus || Z"||11z) < ... < [|Z']|11(z), and the conclusion follows from (5.8).
We refer to [14] for the precise dctalls concerning A%, B, C™. O

The next lemma ensures that the numerical solutions are uniformly L'-Lipschitz
in time (and hence BV in both space and time by Lemma 5.3).

Lemma 5.5.
U - Ul < | fwe,up Al
Z| J=UM < AU U ) — ZZ BV(R)Azm—nL
i€EZL k=—o00 jEZ
Proof. Let us assume that m > n, the case m < n is analogous. Note that

m—1
Mo -up < Y S Uit -l

I€EZL l=n i€Z

m—1
< Atz Z D_

l=n i€Z
Since D— (ZZ:_M ZjeZ G?Uj) = A%c ZjeZ G;'Ujv

> olur -

R 1 ;
[fUlUl) = DrAWh)| - =D G|
JEZ

i€’
m—1
<Aty 3 |po [f(U},U}+ ) — D AUY) — Z ZG’“U@ .
l=n i€Z k=—0c0 jEZ
To conclude, use (5.7). O

We now show that the numerical solutions satisfy a discrete version of (D.2).
Lemma 5.6. If |[f(U?,Uf,) — Dy A(U?) = Y4031 cr GRUY gy (z) < oo, then
AW = AU = 0(1) [li = jlAw + /m — n]At]

Proof. Let us write
|AU™) = A(U| < JAWU™) = AUM| + |AUS) = AU | = I + D

We first estimate the term I, then the term I5.
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Estimate of I. Using (5.6), (5.3), Lemma 5.3 ii), and the fact that f is Lipschitz
continuous,

1D AU sy < Hf(U?, D= DATY - Y TG
k——OOJEZ L>=(z)
+Hf<Uz’a ) 3 ZG’“UW\ — o).
L”"(Z) k=—00 jEL Le>=(2)

Hence Iy = O(1)|i — j|Awz.
Estimate of I,. Take a test function ¢ € C(R), and let ¢; = ¢(iAx). Let us
assume m > n (the case m < n is analogous). Using (5.13) we find that

Amz ¢z (V;_m o V:Ln)

€L

m—1
=2z |y > o (Vi -V

l=n i€Z
_szz(bz fl’LD Vl+f27, +1)+D+( ?D*V;l)

l=n i€Z

m—1
FALDY D 4> GV =C1+ Ca

l=n i€Z JEZ

We use summation by parts to move Dy onto ¢; and the fact that flnl f;‘L a} and
VY Bv(z) are uniformly bounded to arrive that

Cr = 0M)At(m —n) (¢l + 19|~ ®)) -
For more details, see [14]. Then by (5.3), > ;7 ez |GiV/| = O(1), and hence

m—1
(5.16) Co < At|ll=qm D D> IG5V = O0)At(m —n)||¢] L=z

I=n i€Z jEL

Therefore,

(5.17) Az i (V™ =V

€L

= OM)ALm =) [ I8l <@y + 1612 = |-

The above inequality is exactly expression (40) in [14]. From now on the proof
continues as in [14]. Loosely speaking we take an appropriate sequence of test
functions ¢. € CL(R) to deduce from (5.17) that

Az V™ =V = 0(1)/(m — n)At.
i€z
By (5.8), Lemma 5.5, and inequality (5.16) we also find that
Az V" =V = O(1)(m —n)At+ Az Y |DLAUS") = D AU,

i€Z i€Z
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and hence Az ), [DL A(UT") — D4 A(U 1)y/(m — n)At. We conclude by
noting that

L =AU = AUP| = Az | Y DyAUM = > DLA(UY)

<Az [DLAU) = DLAUR)| = O(1)V/(m = n)At.
€L

O

Next we show that the numerical method (5.2) satisfies a cell entropy inequality,
which is a discrete version of (D.3).

Lemma 5.7. Let k € R and n] = |U" — k|. Then
(5.18) mi =P + AtD_Q} — AtD_Dy|A(U}") — A(k)| < At (U LU™)s,
where Q1 = f(UMV k, Ul V k) — f(UP Nk, Uy AK).

Proof. Let us introduce the notation a Ab = min{a, b} and a Vb = max{a,b}. Note
that n?* = (U V k) — (U A k). Since the numerical method (5.2) is monotone,

(UM Vv E) — (U V E) +f(U"vk ULV E) = F(UR LV EUPV )

At Ax
A(U WV E)=AUPVE)  AUPVE) - AUV E)
Ax? + Ax?
< AL (g ooy (U LU
and
(UMY AR) — (UPANE)  FUP AR UR L ANE) — FUR Ak, UP A k)
+
At Ax
A(U A ANE) = AUP NE) N AU NE) — AU NE)
Azx? Ax?
> At1 (oo 1y (UM LU™);.
To conclude, subtract the above inequalities. O

5.3. Convergence of the DDG method. We are now in position to prove con-
vergence of the fully explicit numerical method (5.2) to a BV entropy solution of
(1.1). Let us introduce B (cf. [14]), the space of all functions z : R — R such that

£ - 0.AG) - [ et

In the following theorem we choose the initial datum to be in L'(R) N BV (R) N B,
which is done to make sense to the right-hand side of (5.7). Note that whenever
z € LY(R) N BV (R), L[z] € L*(R) by Lemma A.1, and hence

= [I£[z]ll L1 m) < oo

’/Iﬁ[z] LY(R)

Theorem 5.8 (Convergence for DDG). Suppose ug € L*(R) N BV(R) N B, and
let ip, be the interpolant (5.5) of the solution of the explicit DGG scheme (5.2).
Then there is a subsequence of {lia,} and a function u € L*(Qr) N BV (Qr) such
that (a) iay — win L}, (Qr) as Az — 0; (b) u is a BV entropy solution of (1.1).

Corollary 5.9 (Existence). If up € L'(R) N BV (R) N B, then there exists a BV
entropy solution of (1.1).

< 00.
BV (R)

BV (R) B H dx
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Proof of Theorem 5.8. We will prove strong L} compactness, and hence we need

the following estimates uniformly in Az > 0:

loc

i) ltaellL=(@r) < C,

i) [[tazllBv(Qr) < C.
Estimate i) is a consequence of Lemma 5.3 and (5.5), while estimate i) comes from
the following computations (cf. [14] for more details). Using the interpolation (5.5),
we find that

/Q\umw<fzz| U”|+—ZZ!UZTS U]

n=0 {€Z n=0 {€Z
< TIU°| gy (z)-

Note that Lemma 5.3 has been used in the second inequality. Similarly,

eSS S S o - v+ A2 S S o o

n=0 i€Z n=0 i€Z
< 7|fUp, v us)|
F0, 08 - zwz o

where Lemma 5.5 has been used in the second inequality. Hence, there exists a
sequence {fiaz, }ieny Which converges in Li (Qr) to a limit

u e Ll(QT) N BV(QT)

Next we check that the limit u satisfies (D.2). We define wa, = A(Ga,). Note
that A(ia,) — A(u) a.e. since 4a, — u a.e. (up to a subsequence) and A is
continuous. Now choose (z,1), (y,7), (j, n), (i, m) such that (z,t) € R} and (y,7) €
R™ for R = [z, %it1) X [tn,tny1). Then,

|wAac (y7 T) - wa(wa t)‘ < |wa(y7 T) — WAz (ZA'Tv mAt)‘
+ |wag 1Az, mAL) — waz (jAZ, nAL)|
+ |waz (JAZ, nAL) — way(z,t)|
— L+ I+ s,

Note that by Lemma 5.6, I, = O(1)(]i — j|Ax ++/|m — n|At), while by Lemma 5.6
again, (5.5), and A’ =a € L>®, I) + I3 = O(1)(Az + VAt). Thus

wae(y: ) — war (o) = O) [ly = al + VI 1] + Az + VAT

We also have that wa, = A(liaz) is uniformly bounded since A is Lipschitz and
tiag is uniformly bounded. By essentially repeating the proof of the Ascoli-Arzela
compactness theorem, we can now deduce the existence of a subsequence {waz}
converging locally uniformly towards the limit A(u). By the estimates on wag, it
then follows that

(5.19) A(u) € CV3(Qr).

Finally, let us check that the limit u satisfies (D.3) in Definition 5.1. Here we
need to introduce a piecewise constant inteporlation of our data points U;*. We call

Upg(z,t) = U for all (z,t) € [2i,ip1) X [tn, tnt1)-

We do this since the discontinuous sign function 7, makes it difficult to work with
the bilinear interpolant @a, in what follows. The need for the piecewise linear in-
terpolation was dictated by the condition (D.2): continuity of the functions A(tia,)
were needed to prove Holder space-time regularity for the limit A(u) (cf. the proof of
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(5.19)). To verify that the limit u also satisfies (D.3) the piecewise constant inter-
polation ua, suffices since, as we already have strong convergence for the piecewise
linear interpolation, strong convergence toward the same limit u for the piecewise
constant interpolation is ensured thanks to the fact that

ltaz(-t) = tae( )L (@r) < clU" By z)Az.

We now take a positive test function ¢ € C2(R x [0,7)), and let ¢ = @(z4,tp).
We multiply both sides of (5.18) by ¢, and sum over all (i,n). Using summation
by parts, we obtain

n+1l

AzAt Z PN R——.4

n=0 i€Z

%

N-1

+AzAL Y > QrDLg}

n=0 i€Z

(5.20) + AzAt Z > AU — A(R)|D_ (D1}

n=0 i€Z

N—1
+ Az At Z Zn;c(Ui"H)£<Un>i<Pzn

n=0 1€Z
+AzY ) >
1€EZL

A standard argument shows that all the local terms in the above expression converge
to the ones appearing in the entropy inequality (D.3), see e.g. [19, 14]. Let us look
the term containing the nonlocal operator £(-). We can rewrite it as

T+At
[ [t clisdpd e+ R
R

where R 223° 0 and ¢ is the piecewise constant interpolant of ¢'. Indeed, let us
write nk(U““)ﬁ(Un) =0, (UMY LU™ —UYY, 40l (U LU, Note that

— N-1
AzAt Z DL U iler < Atlgllieer) D /RM:[U”(x) = U™ (@))| de,
n=0

n=0 {€Z

where the last quantity vanishes as Ax — 0 by L!-Lipschitz continuity in time (cf.
Lemma 5.5, and also Lemmas 5.3 and A.1). Next,

N
DD mUFHLUT )

n=0 i€Z
N
=S S AT o + 3 S UL
n=0 (€Z n=0 i€Z

where the first term on the right-hand side vanishes as Az — 0 since there exists a
constant c,, > 0 such that | — ! < ¢, Az for all (i,n). To conclude, we prove
that up to a subsequence and for a.e. k € R,

T+At o
(5.21) / /nk Ung ) Llung|p de dt TH/ 0y, (w) Llu)p dz dt.

T
This is a consequence of the dominated convergence theorem since the left hand
side integrand converges pointwise a.e. to the right hand side integrand. Indeed,
first note that ¢ — ¢ pointwise on Qr, while a.e. up to a subsequence, A, — u
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on Qr. We also have 7} (@a,) — 0, (u) a.e. in Qr since for a.e. k € R the measure
of {(z,t) € Qr : u(z,t) = k} is zero and 7, is continuous on R\{k}. Finally if
the (compact) support of ¢ is containd in [—R, R] x [0,7], R > 0, then a trivial
extension of Lemma A.1 implies that

T
/ (Cliss —l dadt < xC [ s~} g liae — by
[~ R,R]x[0,T] 0

where the last quantity vanishes as Az — 0 since ta, — u in Llloc(QT). Then
Llua,] — L[u] a.e. in [-R, R] x (0,T) up to a subsequence. Convergence for all
k € R can be proved along the lines of [25, Lemmas 4.3 and 4.4]. |

5.4. Remarks on the LDG method. The derivation of the LDG method in the
piecewise constant case is not as straightforward as the one for the DDG method.
Indeed, the numerical fluxes introduced in (2.9) depend on the choice of the function
c12, and computations cannot be performed until this function has been defined.
Our aim now is to show that the LDG method reduces to a numerical method
similar to (5.1) for a suitable choice of the function c¢;s.

Let us for the time being ignore the nonlinear convection and fractional diffusion
terms and focus on the problem

— 0p/a(u)qg =0,
q— 0zg(u) =0,
u(z,0) = up(x).
The LDG method (2.10) then takes the form
Jp @+ ha(Wig1) = hu(Wi) = 0,
f[i q+ ilq(ﬂiJrl) - ﬁq(ﬂi) =0,
where @(z,t) = 3,0, Ui(t)1r, (2), 4(z,1) = 3,5 Qi(t)11, (x), and the fluxes (, hq)

are defined in (2.9). Let us insert @ and ¢ into the system (5.22), and use the flux
(2.9) to get

(5.22)

%UZ—Ax g(U‘Tzf(’](U” QZ+I+QL —c12(Qig1 — Qi)
+J(UU) £(7]EU11 1) Qi +Q1 1 C12(Qi _ Qifl) -0
QiAz — 9Wir1)+9(Us) ”1)2+9(U1) +c12(Uir1 — Uy)

+% — 612(Ui — Ui—l) =0.

(5.23)

Let us choose the function ¢15 to be

(5.24) c12(U;, Ui 1) = EQ(U&Z = gu(le—l)
Inserting (5.24) into (5.23) then leads to
fUide — W=l QUi Q; = 0,
Q = Sy,
or
d UiAx — 1 (9Uit1) — 9(U))? n 1 (g(Us) - g(U;—1))? —0

% Az Ui+1 - Ul Ax UZ — Ui—l
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For the full equation (1.1), this choice of ¢15 along with a forward difference ap-
proximation in time, lead to the following piecewise constant LDG approximation:

Ut —uor + f(Uan7 ) — f(Uin—l’ ur)

(5.25) At Az
1 W) —eU)? 1 () —gUR)) 1 S Gy
Az? v, Ut Ax? ur-ur, Az 7

JEL

Remark 5.10. We do not prove convergence for the numerical method (5.25). How-
ever, we note that

dg)*_ dA

du) — du’
since g = [ “Vaand A= J “a. Roughly speaking this means that

(9(UP) —9(UM)?
Uit1 = U;

~ A(Uj) — AWUY),

and hence that (5.1) and (5.25) are closely related. Experiments indicates that the
two methods produce similar solutions (cf. Figure 3).

6. NUMERICAL EXPERIMENTS

We conclude this paper by presenting some experimental results obtained using
the fully explicit (piecewise constant) numerical methods (5.2) and (5.25), and the
DDG method (2.5) with fully explicit third order Runge-Kutta time discretization
and piecewise constant, linear, and quadratic elements. In the computations we
have imposed a zero Dirichlet boundary condition on the whole exterior domain
{|z| > 1}. In all the plots, the dotted line represents the initial datum while the
solid one (or the dashed-dotted one in Figure 3) the numerical solution at ¢t = 7.

Remark 6.1. The operator L[d] requires the evaluation of the discrete solution @ on
the whole real axis, thus making necessary the use of some localization procedure.
In our numerical experiments we have confined the nonlocal operator L[] to the
domain Q = {|z| < 1}. That is to say, for each grid point (z;,t,) € 2 x (0,T) we
have computed the value of @ at time ¢,41 by using only the values @(z;,t,) with
x; € Q.

We consider two different sets of data taken from [14]. In Example 1 we take

fi(u) =,
0 for u < 0.5

ar(u) = ¢ 2.5u—1.25 for 0.5 < u < 0.6
0.25 for u > 0.6,

(Ex.1) 0 for z < —0.5
52z +2.5 for —05<x<-0.3
up1(x) =<1 for —03<x<0.3

25—-5z for0.3<ax<05
0 for x > 0.5.
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In Example 2 we choose

fa= ifb
az =4a,
(Ex.2) 1 for x < —0.4
up2(x) =< =252 for —0.4<2<0
0 for x > 0.
Furthermore, in Example 3 we use
f3(u) = u,
as(u) = 0.1,

(Ex.3)

o 3(z) = exp (— (%)2>

The numerical results are presented in Figure 1, 2, 3, and 4. The results confirm
what we expected: the solutions of the initial value problem (1.1) can develop
shocks in finite time (this feature has been proved in [3] for the case a = 0). In
Figure 1 and 2 you can see how the presence of the fractional diffusion £ influences
the shock’s size and speed. In Figure 4 you can see how the accuracy of DDG
method (2.5) improves when high-order polynomials are used (k =0,1,2).

-1 -05 0 0.5 1 -1 -05 0 05 1

(a) ut + f(w)e = (a(w)uz)e (b) Equation (1.1) with A =0.5

Ficure 1. (Ex.1): T'=0.15 and Az = 1/640.

In Figure 3, the dashed-dotted curve represents method (5.2), while the solid one
represents method (5.25). The two numerical solutions stay close, and numerical
convergence has been observed for finer grids. Note that here we have set b = 0 (no
fractional diffusion) in order to stress the differences between the two methods.

The numerical rate of convergence for the solutions in Figure 1 (b), 2 (b), and 4
(b) are presented in Table 1. We have measured the LP-error

Epvp = HﬁAz(':T) - ﬁc(.7T)|‘Iz,p([R)7

where . is the numerical solution which has been computed using a very fine grid
(Az = 1/640), the relative error

1
Rpaep = | 7775 | Facps
o (|uc(7T)||I[),p(R)) or

and the approximate rate of convergence

1
QAz,p = (@) (log EAm,p - 1Og EAZ/Q,p)-
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0.8 B 0.8
06 - 0.6
04 B 04

02 02

-1 -05 0 0.5 1 -1 -0.5 0 05 1

(a) ut + f(uw)z = (a(u)uz)e (b) Equation (1.1) with A =0.5

FIGURE 2. (Ex.2): T = 0.25 and Az = 1/640.

-1 -0.5 0 0.5 1 -1 -05 0 05 1

(a) T = 0.0625 b T=1

FIGURE 3. (Ex.2): solutions of u;+ f(u), = (a(u)uy), at different
times using methods (5.2) and (5.25) (Az = 1/160).

TABLE 1. Error, relative error, and numerical rate of convergence
for the solutions in Figure 1 (b), 2 (b), and 4 (b).

Figure 1 (b) Figure 2 (b) Figure 4 (b)
Ax EAz,l RAZ,I QAg,1 EAz,l RAZ,I QAz,1 EAz,2 RAr,Q QAgz,2

1/10 | 0.0706 0.0942 0.97 | 0.0474 0.0550 0.86 | 0.009000 0.093595  2.00
1/20 | 0.0361 0.0482 0.92 |0.0261 0.0302 0.49 | 0.002300 0.023493 1.85
1/40 | 0.0191 0.0255 0.57 | 0.0186 0.0216 0.52 | 0.000626 0.006518 1.54
1/80 | 0.0128 0.0171 0.60 | 0.0130 0.0150 0.42 | 0.000216 0.002248 1.10
1/160 | 0.0084 0.0113 0.76 | 0.0097 0.0112 0.77 | 0.000101 0.001052 1.04
1/320 | 0.0050 0.0066 - 0.0057 0.0066 - 0.000049  0.000510 -

Our simulations seem to indicate numerical convergence of order less than one for
the solutions depicted in Figure 1 (b) and 2 (b) (nonlinear equations and piecewise
constant elements), and numerical convergence of order higher than one for the
solution depicted in Figure 4 (b) (linear equation and piecewise linear elements).
In the last case we do not seem to reach the expected value 2 (cf. the statement of
Theorem 4.2). This deterioration of the numerical order of convergence for high-
order polynomials has already been observed by the authors in [5]. The reasons
behind this deterioration are still not clear.
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1 - 1
0.8 - 08

04

04

] S e T ————— ) A

-1 -05 0 0.5 1 -1 -0.5 0 05 1

(a) Piecewise constant (k = 0) with Az = 1/20 (b) Piecewise linear (k = 1) with Az = 1/20

1 - 1

: 1\

0.4

Ol mmmm et

T N ———

-1 -05 0 0.5 1 -1 -05 0 05 1

(c) Piecewise quadratic (k = 2) with Az
1/20

(d) Solution computed using Az = 1/640

FIGURE 4. (Ex.3): solutions at 7= 0.1 using k = 0,1, 2.

Finally, let us remind the reader that no general results concerning the rate
of convergence of numerical methods for nonlinear equations like (1.1) have been
produced so far. For more details, cf. [4].

APPENDIX A. TECHNICAL LEMMAS

In this appendix we state some technical results from [5] that are needed in this
paper. All proofs can be found in [5].

Lemma A.1. Let ¢,¢ € L'(R) N BV (R). Then there exists C > 0 such that

(A1) / 101 < exClelT oLy g
(A2) /R oLlp] = /R oLl
(A.3) /Rgpll[go] =f%/ﬂ§/11{%dzdx.

Moreover, the last two identities also hold for all functions ¢, € HM?(R).

To prove inequality (A.1) one can split the nonlocal operator L[], using an auxil-
iary parameter € > 0, into the sum of L[], the operator containing the singularity,
and £¢[-], the remaining part of the original operator. The operator L[-] can then
be treated using the control on the bounded variation, while the control on the L!-
norm is needed for the operator £L¢[-]. To obtain exactly estimate (A.1) the optimal
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value of € must be chosen. The proof of (A.2) - and thus of (A.3) - is essentially a
change of variables.

Lemma A.2. For all (i,j) € Z X Z,

Z|G;€‘ < 0, ZG}C =0, G} = 7 and G;ill =G
kEZ kEZ

Moreowver, Gj- > 0 whenever i # j, while

(A4) Gi= —cy / dz +/ % Az <0.
| |z|>1 ‘Z‘

z|<1 |Z|)\

Lemma A.2 is essentially a consequence of the form of the operator L[] itself,
and properties (A.1) and (A.2). Property (A.4) comes from a precise evaluation of
the integral Gi.

Lemma A.3. If ¢ € V¥ N L2(R), then ¢ € H2(R) for all X € (0,1), and

C

2 2
(45) 1912, 3 g, < 591 e

Lemma A.3 is essentially a consequence of the fact that ¢ is a piecewise polyno-
mial. The control on the L?-norm together with the piecewise structure of ¢ ensure
that its quadratic variation is bounded. Then, the finite quadratic variation plus
the fact that ¢ is differentiable inside each interval I; return (A.5).
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ENTROPY SOLUTION THEORY FOR FRACTIONAL
DEGENERATE CONVECTION-DIFFUSION EQUATIONS

SIMONE CIFANI AND ESPEN R. JAKOBSEN

ABSTRACT. We study a class of degenerate convection diffusion equations
with a fractional non-linear diffusion term. This class is a new, but natural,
generalization of local degenerate convection diffusion equations, and include
anomalous diffusion equations, fractional conservations laws, fractional Porous
medium equations, and new fractional degenerate equations as special cases.
We define weak entropy solutions and prove well-posedness under weak reg-
ularity assumptions on the solutions, e.g. uniqueness is obtained in the class
of bounded integrable solutions. Then we introduce a new monotone conser-
vative numerical scheme and prove convergence toward the entropy solution
in the class of bounded integrable BV functions. The well-posedness results
are then extended to non-local terms based on general Lévy operators, con-
nections to some fully non-linear HJB equations are established, and finally,
some numerical experiments are included to give the reader an idea about the
qualitative behavior of solutions of these new equations.

1. INTRODUCTION

In this paper we study well-posedness and approximation of a Cauchy problem
for the possibly degenerate non-linear non-local integral partial differential equation

D+ V- f(u) = —(“AM2A(u) in Qr =R x (0,7T),
u(z,0) = ug(x) in R?,

(1.1)

where f = (f1,...,f4) : R = R and A : R — R are Lipschitz continuous with
Lipschitz constants Ly and L4, A(-) non-decreasing with A(0) = 0, and the non-
local operator —(—A)*2 (or g[-] in shorthand notation) is the fractional Laplacian
defined as

|Z|d+>\

—(=AM2g(x) = cx P.V./ dz

|z|>0
for some constants ¢y > 0, A € (0,2), and a sufficiently regular function ¢. Note
that A(-) can be strongly degenerate, i.e. it may vanish on a set of positive measure.

Equation (1.1) is a fractional degenerate convection diffusion equation, and this
class of equations has received considerable interest recently thanks to the wide
variety of applications. They encompass various linear anomalous diffusion equa-
tions (f = 0 and A(u) = u), scalar conservation laws [16, 26, 34, 36, 38] (A = 0),
fractional (or fractal) conservation laws [1, 21] (A(u) = u), and some (but not all!)
fractional Porous medium equations [17] (f = 0 and A(u) = |ulu™, m > 1), but
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35B45, 35K59, 35D30, 35K57, 35R11.

Key words and phrases. Degenerate convection-diffusion equations, fractional/fractal conser-
vation laws, entropy solutions, uniqueness, numerical method, convergence.
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2 S. CIFANI AND E.R. JAKOBSEN

see also [5, 7]. Equation (1.1) is an extension to the fractional diffusion setting of
the degenerate convection-diffusion equation [8, 31]

(1.2) B+ V- f(u) = AA(u).

When A(-) is strongly degenerate, equation (1.1) has never been analyzed before
as far as we know.

The literature concerning the type of equations mentioned above is immense.
We will only give a partial and incomplete survey of some parts we feel are more
relevant for this paper. For a more complete discussion and many more references,
we refer the reader to the nice papers [1] and [32]. But before we continue, we would
like to mention actual and potential applications. A large variety of phenomena in
physics and finance are modeled by linear anomalous diffusion equations, see e.g.
[41, 4, 14]. Fractional conservation laws are generalizations of convection-diffusion
equations ((1.2) with A(u) = u), and appear in some physical models for over-driven
detonation in gases [12] and semiconductor growth [41], and in areas like dislocation
dynamics, hydrodynamics, and molecular biology, cf. [1, 3, 19]. Similar equations,
but with slightly different non local term, also appear in radiation hydrodynamics
[37]. Equations like (1.2) are used to model a vast variety of phenomena, includ-
ing porous media flow [39], reservoir simulation [22], sedimentation processes [6],
and traffic flow [40]. Finally, we mention [29] where degenerate elliptic-parabolic
equations with fractional time derivatives are considered.

In the non-linear and degenerate setting of (1.1), we can not expect to have
classical solutions and it is well-known that weak solutions are not unique in general.
In the setting of fractional conservation laws this is proved in e.g. [2, 3, 33]. To get
uniqueness we impose extra conditions, called entropy conditions. In this paper we
will introduce a Kruzkov type entropy formulation for equation (1.1). This type of
formulation was introduced by Kruzkov in [34], and used along with a doubling of
variables device, to obtain general uniqueness results for scalar conservation laws.
Much later, Carrillo in [8] extended these results to cover second order equations
like (1.2), see also [31] for more general results and a presentation and proof which
is more like our own. More recently, Alibaud [1] extended the Kruzkov formulation
and uniqueness result to the fractional setting. He obtained general results for
fractional conservation laws. In a new work by Karlsen and Ulusoy [32], a unified
formulation is given that essentially includes the results of Alibaud and Carrillo as
special cases. In [1, 32] the fractional diffusion is always linear and non-degenerate.

The entropy formulation we use is an extension of the formulation of Alibaud,
and it allows us to prove a general L!-contraction and uniqueness result for bounded
integrable solutions of the initial value problem (1.1). Our uniqueness proof relies
on some new observations and estimates along with ideas from [8, 31]. From a
technical point of view, our proof for A € (0,2) is more related to the conservation
law (or fractional conservation law) proof than the more technical proof of Carrillo
for A = 2 (equation (1.2)). E.g. we do not need a “weak chain rule” and hence do
not need to assume any extra a priori regularity on the term A(w).

In practice to solve (1.1) we must resort to numerical computations. But since
the equation is non-linear and degenerate, many numerical methods will fail to
converge or converge to false (non-entropy) solutions. The solution is to construct
“good” numerical methods that insure convergence to entropy solutions. In the
conservation law community, it is well known that monotone, conservative, and
consistent methods will do the job for you. There is a vast literature on such
methods, we refer the reader e.g. to [26] and references therein. For non-linear
fractional equations there exist very few methods and results so far. Dedner and



DEGENERATE FRACTIONAL ORDER CONVECTION-DIFFUSION EQUATIONS 3

Rhode [18] introduced a convergent finite volume method for a non-local conserva-
tion laws from radiation hydrodynamics. Droniou [19] was the first to define and
prove convergence for approximations of fractional conservations laws. Karlsen and
the authors then introduced and proved convergence for Discontinuous Galerkin
methods for fractional conservation laws and fractional convection-diffusion equa-
tions in [10, 11]. After that, the authors introduced a convergent spectral vanishing
viscosity method for fractional conservations laws in [9]. Kuznetzov type error es-
timates were also obtained in [9, 10]. In this paper, we discretize for the first time
(1.1) in its general form. We introduce a new difference quadrature approxima-
tion that we prove converges to the entropy solution. The convergence holds for
bounded integrable BV solutions, and hence we also have existence of solutions in
this class. Finally, existence of solutions in the wider class of bounded integrable
function is obtained through approximation via bounded integrable BV solutions
(cf. Theorem 4.7).

In many applications, especially in finance, the non-local term is not a fractional
Laplacian, but rather a Lévy type operator g,:

wlol@) = [ oe+2)—6@) — 2 TOcr ),
z|>0
where the Lévy measure p is a positive Radon measure satisfying
/ |21 A1 p(dz) < oo.
|z|>0

These operators are the infinitesimal generators of pure jump Lévy processes. We
refer to [4, 14] for the theory and applications of such processes and to [32] for a very
relevant and nice discussion and many more references. The entropy solution theory
related to such operators is very similar to the one for fractional Laplacians, and
the first well-posedness results were obtained in [32]. In this paper we extend the
entropy theory for (1.1) to this Lévy setting (cf. equation (5.1)). Our formulation
is an extension of Alibaud’s formulation and is different from the one given in [32].
We also treat completely general Lévy measures, i.e. our Lévy operators are slightly
more general than the ones in [32].

We also discuss the fact that (1.1) is related to fully non-linear HJB equations,
see Section 6. We first show an easy extension of results from [35]: In one space
dimension the gradient of a viscosity solution of a fractional HJB equation is an en-
tropy solution of a fractional conservation law. Then we show a new correspondence
for any space dimension: If u is a viscosity solution of

u — A(gulu]) =0,
then v = g, [u] is the entropy solution of

v — gulA(v)] = 0.
The relevance of these results are discussed in Section 6. The final part of the paper
is devoted to numerical simulations to give the reader an idea about the qualitative
behavior of the solutions of these new equations.

Here is the content of the paper section by section. The entropy formulation is in-
troduced and discussed in Section 2. In Section 3, we state and prove L!-contraction
and uniqueness for entropy solutions of (1.1). The monotone conservative numeri-
cal method is then introduced and analyzed in Section 4. In Section 5, we extend
the well-posedness results proved for solutions of (1.1) to a wider class of equations
where the fractional Laplacian has been replaced by a general Lévy operator. In
Section 6 we show how solutions of equations of the type (1.1) are related to solu-
tions of fully non-linear HJB equations, and in the last section, we provide several
numerical simulations of problems of the form (1.1).
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2. ENTROPY FORMULATION

In this section we introduce an entropy formulation for the initial value problem
(1.1) which generalizes Alibaud’s formulation in [1]. To this end, let us split the
non-local operator g into two terms: for each r > 0, we write g[o] = g,[¢] + ¢"[¢]
where

pla+2) — @)

grlel(z) = ex PV. e [2]+X %
T+ z)—plx
9"l (x) = CA/ w dz.
|z|>r |Z|
The Cauchy principal value is defined as
P.V./ ©(z) dz = lim o(z) dz.
|2[>0 b=0 Jh<z|
Note that, by symmetry,
z
P.V./ ——dz=0
|z|<r |Z|d+>\
and hence
B ol +2) — ple) — 2 - Vepl)
(2.1) grl¢)(x) = cx PV. /\z\<r 2] dz.

Whenever ¢ is smooth enough, the principal value in (2.1) is well defined by the
dominated convergence theorem since
el Dol (B Jiz<r W“ilﬂ dz  when A € (0,1)
lgrlel@l <9 2 < 0.
THD SDHL“’(B(I,T)) f|z|<r [z[4+X dz when X €[1,2)

The above integrals are finite because in polar coordinates they are proportional to

T 81 B r 82 B
/OsdJ”\ s dsfor A€ (0,1) and /Os‘“/\ 571 ds for A € [1,2).

This estimate also shows that the integral in (2.1) exists and this leads to an alter-
native definition of the operator g, avoiding the principal value (i.e. (2.1) without
P.V.). This second definition is used e.g. in [1].
Let us introduce the functions ny(u) = |u — k|, 0, (u) = sgn(u — k), and gy (u) =
M, (w)(f(u) — f(k)) where the sign function is defined as
1 for s >0
sgn(s) =410 fors=0
—1 for s <O0.
The entropy formulation we use is the following:

Definition 2.1. A function u is an entropy solution of the initial value problem
(1.1) provided that

i) we L=(Qr) NC(0,T]; LI(RY);
it) for allk € R, all r > 0, and all nonnegative test functions p € C°(Qr),

//Q M (0)0ep + i (1) - V9 + nagiy (A()) g0 i) + () 97 [A(w)] 0 dardt > 0;
i1) u(-,0) = ug(-) a-e.

Remark 2.1. By C([0,T]; L*(R?)) we mean the Banach space where the norm is
given by [|¢[lc(o,7);01 (re)) = Maxeepo,r{ [ga |¢(z, )] dz}.
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Remark 2.2. In view of i) and the properties of f and A, ng(u), qx(u), na) (A(u)) €
L>(Q7) while A(u) € L=(Q7)NC([0,T]; L*(RY)). Tt immediately follows that the
local terms in i) are well-defined. Since g¢,[¢] € C(Qr) for ¢ € C°(Qr), also
the g,-term in i) is well-defined. Finally we note that ¢"[¢](x) is well-defined and
belongs to L>=(R9) for ¢» € L>®(R?), and to L'(RY) for ¢» € L'(R?) by Fubini
(integrating first w.r.t. x). Tt follows that ¢g"[A(u)] € L>=(Qr) N C([0, T]; L*(R?)),
and hence that the ¢"-term in i) is well-defined.

Remark 2.3. Since u € C([0,T]; L'(R%)) by 4), part i) implies that the initial
condition is imposed in the strong L!-sense:

lim flu(-, ) = uoll L1 gy = 0-

A more traditional approach where initial values u(-,0) are included in the entropy
inequality i) would also work, cf. e.g. [26, Chapter 2].

Let us point out that, in the case A € (0,1) and whenever the entropy solutions
are sought in the BV-class, Definition 2.1 can be simplified to the following one:

Definition 2.2. A function u is an entropy solution of the initial value problem
(1.1) provided that

i) u € L>®(Qr)NL>®0,T; BV(Rd)) Nnc(o,Ty; LY(R%));
i) for all k € R and all nonnegative test functions p € C°(Qr),

// ()05 + gk () - Vi + o (u) g[A(w)] @ dadt > 0;

iii) u(-,0) = uo(+) a.e.
Note that the non-local term g[A(u)] in the integral in ) is well defined as shown
in the following lemma.

Lemma 2.4. If A\ € (0,1), then there is a constant C > 0 such that
lglAW)]ll 1 (ray < C/\CLAHUHLl(Rd)‘uVéV(]R")'
Proof. We split the integral in two parts, use Fubini and the estimate

[ Juta+2) — ua)| do < Vel fulpy
R

(cf. Lemma A.1), and change to polar coordinates (z = ry for r > 0 and |y| = 1)
to find that:

u(r +2)) — Au(z))| |2
dzdz < LaVdul d / — dz
/ Jol<e /R WH BVED J1 <o 12]402

€ dr _ Lar
= LA\/E‘U|BV(]Rd)/| . dSyA 7’7)\ B LA\/g|u‘BV(Rd)€1 A / . dSy J—
_ y|=

o ™
u(z + 2)) — A(u(x))] 2L 4 / /°° dr
dzdz < —= ds )
/|z\>6 /]Rd ‘Z‘d+)\ = et HUHLl(]Rd). lyl=1 ! gt
To conclude, we choose € = HUHLL(Rd)|U‘§%/(Rdy d

The following result shows how the two definitions of entropy solutions are in-
terrelated and how they relate to weak and classical solutions of (1.1).
Theorem 2.5.

i) Definition 2.1 and Definition 2.2 are equivalent whenever X € (0,1) and
u € L>(Qr) N L>(0,T; BV (R?)) N C([0,T]; L'(RY)).
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it) Any entropy solution u of (1.1) is a weak solution: for all p € CX(Qr),

// udip + f(u) - Vo + A(u) glp] dedt = 0.

iii) If A € C%(R), then any classical solution u € L>=(Q7) N C([0,T]; L*(R%))
of (1.1) is an entropy solution.
Remark 2.6. In iii) we need additional regularity of A to give a pointwise sense to

the equation and hence also to define classical solutions. When A € [1,2) it suffices
to assume that A € C2, and when X € (0,1) A € C! is enough.

Proof.
i) Repeated use of the dominated convergence theorem and Lemma 2.4 first
shows that, when r» — 0,

grlp) =0 and  g"[A(u)] = g[A(u)] a.e.,
and then combined with this convergence result and Holder’s inequality, that Def-
inition 2.1 implies Definition 2.2 when u is BV. To go the other way, let us note
that since A(-) is non-decreasing,

(2.2) sgn (u — k) (A(u) — A(k)) = [A(u) — A(F)].
Thus, if we write
9[A(w)] = ge[A(u)]
Lo /<‘Z|<T (Au(z + 2,1)) = A(k)) — (A(u(z,t) = A(K) 4

|Z|1+)\ z

+9"[A(u)],
multiply each side by 7). (u)¢ and integrate over Qr, we end up with

//ng u) g[A(u wdzdt<//T{nk u) ge[A(u)] ¢

rof [Alu(e + 2,1) = AR — |A(ulz, ) — AR)]

‘Z‘l-k/\

+ 15 (u) g"[A(u)] go} dzdt.

We now use the change of variables (z,2) — (—z,2 + z) to pass the test function
¢ inside the integral € < |z] < r, and obtain

// - / [Afule +2,1)) — AR~ [ Alule, ) ~ AR
T e<|z|<r

‘Z|1+)\

z+z,t) — p(x,)
//T |/<\z|<7 |2|1HA dadedr.

The entropy inequality in Definition 2.1 is finally recovered in the limit as € — 0.

it) Using (2.2) and the change of variables (z,z) — (—z,x + 2),
[} bt 0) " Ao, )] (o) o
|Au(z + 2, 1)) = A(k)| — |A(u(z, t) — A(K)|
<c x,t dzdxdt
< /\//TSO( )/\>r

%7

— | 1Atz - 4091 "ol ) .
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Thus, since g = g, + ¢, we have produced the inequality
// M ()0 + aie(w) - Vo +nagy(Au)) gly] dadt > 0.
T

By this inequality and the definitions of 1 and g, if £k > ||ul| Lo r), then

% [ =006+ (Fw) - £0)- V6 + (Alu) = A(k))gle] dact >0,

By the Divergence theorem and a computation like in (2.3), all the k-terms are zero
and hence u is a weak solution as defined in ii).

i11) Since u solves equation (1.1) point-wise, for each (x,t) € Qr and all k € R,
we can write
O(u—k) + V- (f(u) = f(k)) = ge[A(u)]

Lo / (Au(z + 2,t)) — A(k)) — (A(u(z,t)) — A(K))
e<|z|<r

(24T dz

+ 9" [A(w)].
If we multiply both sides of this equation by 7 (u) and use (2.2), we obtain
M (1) O (u — k) + g (u) V - (f(u) — (k) < n(w) ge[A(w)]

+CA/ |A(u(z + 2,t)) — A(k)| — [A(u(z, 1)) — A(K)|
e<|z|<r

24T dz

+ i (u) g"[A(u)]-
Let us now multiply both sides of this inequality by a nonnegative test function ¢,
and integrate over ()7 to obtain

- // - M (w) o + qi(u) - Vo dadt

< // ) {nm) gl Au(z, 1)) ¢

Alu(z + z,t)) — A(k)| — |A(u(x,t)) — A(k
b [ MEEn) - A A0 A0,

+ e (w) g7 [Au(z, t))] 90} dadt.

Thanks to (2.3), we can pass the test function ¢ inside the integral e < |z| < r, and
so recover the entropy inequality in Definition 2.1 in the limit as € — 0. O

3. L'-CONTRACTION AND UNIQUENESS

We now establish L!-contraction and uniqueness for entropy solutions of the ini-
tial value problem (1.1) using the Kruzkov’s doubling of variables device [34]. This
technique has already been extended to fractional conservation laws (i.e., A(u) = u)
by Alibaud [1]. The first part of our proof builds on the ideas developed by Alibaud
(and Kruzkov!), but in the rest of the proof different ideas have to be used in our
non-linear and possibly degenerate setting.

Theorem 3.1. Let w and v be two entropy solutions of the initial value problem
(1.1) with initial data ug and vo. Then, for allt € (0,T),

[ul-8) = v( Dl Lr ey < lluo = vollLr@e)-

Uniqueness for entropy solutions of (1.1) immediately follows from the above
L'-contraction: if ug = vg, then v = v a.e. on Q.
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Corollary 3.2. (Uniqueness) There is at most one entropy solution of (1.1).

Proof of Theorem 3.1.

1) We take u = u(z,t) and v = v(y, s), let ¢ = (x,y,t,s) be a nonnegative
test function, and denote by n(u, k), q(u, k), n'(u, k) the quantities ng(u), gr(u),
N, (u). After integrating the entropy inequality for v = u(x,t) with k = v(y, s) over
(y,s) € Qr, we find that

//QT//T u(z,t),v(y, s)) O (w, y, ¢, s)

( +Q( ( t) ( )) ' md}(mvy’tvs)
( (u(z, 1)), A(v(y, 5))) grlb(-,y, 1, 5)](x)
' (u(z, 1), v(y, 5)) g"[Au(- 1))(x) P(x,y,t,s) dedtdyds > 0.

Similarly, since n(u, k) = n(k,u), q(u, k) = q(k,u), and o' (u, k) = —n'(k,u), inte-
grating the entropy inequality for v = v(y, s) with k = u(x,t) leads to

//QT//T u(z,t),v(y, s)) 0s¢(x,y,1, 5)

+ q(u(z, t),v(y, s)) - Vyib(z,y,1, 5)
(A(u(x,t)) ( (y7 ))) gTW)( 7'7t73)](y)
— ' (u(z,1),v(y,5)) g"[A(v(-, 9))](y) ¥(2,y,t,5) dydsdzdt > 0.

Let us now introduce the operator
~r ez +2y+z)—elxy
N e
zZ|>7r

Since all the terms in (3.1)-(3.2) are integrable, we are are free to change the order
of integration, and hence add up inequalities (3.1)—(3.2) to find that (from now on
dw = dx dtdy ds)

(3.3)
//QT //T”(u(%t%v(y,s)) (8 + 0s)p(x,y, t, 5)

+q(u(z,),0(y, ) - (Vo + Vy)(z,y,t, 5)
+n(Au(z, 1)), A(v(y, 5))) g, [0( st 8))(2)
+ n(A(ul(z, 1), A(v(y, 5))) gr[¢ (2, -1, 9)](y)
+1'(u(z, 1), 0(y, 8)) §"[Au(, 1)) = A(v(:, 8)](2,y) P(x,y,t,5) dw > 0.

In the following we will manipulate the operator §”, while the operators g, will
simply be carried along to finally vanish in the limit as » — 0.
Let us use (2.2) to obtain the (Kato type of) inequality

' e, 1), v(y, ) [ (Al + 2,0) = Al + 2,5))) = (Alu(z, 1) - Ay, ) )]
< |A(u(z + 2.1)) — A(w(y + 7.))| — [Alu(z, 1)) — A(o(y. )],

which implies that

(3.4)

 (u(e,8),0(y,5)) §[AGu( 1) = A, 9)](@y) < 37 [JA( 1) = AW 9)]| @.).
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Furthermore, we use Fubini’s Theorem and the change of variables (z,xz,y) —
(—z,2+ z,y + z) to see that

//QT //QT vy te) 5 ['A(“(" t)) — A(v(-, 5))@ (z,y) dw
- // a // Al 1) — Aluly, )| FRC 1 5)) ()

To sum up, when used in (3.3), (3.4)—(3.5) produce the inequality

// . // T”(“(f“’ t),v(y,5)) (O + )y (2, 9,1, 5)

v(y, ))) [ ( Y1, 8)]( )
5))) gr[¥(z, -1, 5)|(y)
v(y,5))) 3" [ (st 9)](x, y) dw = 0.

Thanks to the regularity of the test function ¢, we can now take the limit as » — 0
n (3.6), and end up with

.ﬂTﬂ; ule,0),0(y. 8)) (0 + 0l y.1,5)

(37) + q(u(m,1),0(5, 5)) - (Y + Vy)tb(@, 1,1, 5)
+n(Au(z, 1)), Av(y, 5))) G0, 1))@, y) dw > 0,

(3.5)

(3.6)

I~
—~ .
<
»

where

2] &

gle(,)(z,y) = P.V. o

Inequality (3.7) concludes the first part of the proof.

2)  We now specify the test function 1 in order to derive the L'-contraction
from inequality (3.7):

s = (52) o (7)o (554 57)

for p > 0 and some ¢ € C°(Qr) to be chosen later. Here w,(x) = wy(21) - - wy(2a)
and w,(s) = %w(%) for a nonnegative w € C°(R) satistying

w(—s) =w(s), w(s)=0forall|s| >1, and /w(s) ds =1.
R

The reader can easily check that

(8, + 80 (x,y, t, 5) = wp(“' ; y)wp(t — s)(at +8s)¢($;ry7 t;S)7

(Ve +Vy)o(z,y,t,s) :@n(xz;y>wp(t . )(V LV )(z)(x;-y?t—sz—a*)’

e =255 e (ol 5520 (457)

Note that with this choice of test function 1, expressions involving § naturally
transform into expressions involving g.
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We now show that, in the limit p — 0, inequality (3.7) reduces to

//TU(U(I’t)’”(“f7t))3t¢(z7t)

+ Q(u(x7 t)v ’U(Iv t)) : v¢(m’ t)
+ n(A(u(z, 1), A(v(z, t) glo(,1)](z) dzdt > 0.

(3.8)

Loosely speaking the reason for this is that the function ws converges to the -
measure. A proof concerning the local terms can be found in e.g. [31]. It remains
to prove that

M :—’ //Q T A A1) ~ A, )
i (552) o ()bl 2] (232)

—// [Aule, 1) = A(v(, )] glo(,)](x) dadt| &3

— 0.

To see this, we add and subtract

//QT//T |A(u(z,t) — Av(z,1))]
&, <x;y) ., (t;S)g[¢(.,t;S)} (I;—y) .

use the fact that [[, @, (*3%)w, (5°) dyds = 1 for any fixed ¢ € (0,T) for p
small enough, and that ¢ has compact support in (0,7") to find that

<] 1,

[A(u(z, 1)) — A(v(y, s))| — [A(u(z, ))—A(v(x,t))l‘

( ) (57 oo () e
t+s <x+y>

2

(- D)](x)

A 1L o

2 ( e (552 1Atuta, ) - Aol )] du

Let My and M, denote the two integrals on the right hand side of the expression
above. By the inequality ||a — ¢| — |b — ¢|| < |a — b| we see that

sz 8y |l a0 = At ) & (5 ) ()

since, for all (z,?), (y,s) € Qr X Qr,

oo (5] (75Y)
2 d:

< Ky = *HD2¢HL°°(W)/ T dz + 2¢x[|@| oo lR)/ T

(3.9)
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Note that both integrals in (3.9) are finite (use polar coordinates to see this). Using
the change of variables © —y = h and t — s = 7, we obtain

M,

< K, //QT//T IA(w(a, 8)) — Az + bt +7))| &, <g) wp (7) dardidhar
<K, //T &, (@> w, (I (//T |A(v(@, b)) — Alv(z + byt + 7)) dxdt) dhdr

e e, (// : — A(v(z +h.t+ 7)) dxdt> =%

by continuity of translations in L. We refer to Lemma 2.7.2 in [38] for a similar
proof. A similar argument using the fact that g[¢] € C([0,T]; L*(R?)) (cf. Remark
2.2) shows that My — 0 as p — 0, and we can therefore conclude that M <
M + My — 0 as p — 0. The proof of (3.8) is now complete.

3) We now show that inequality (3.8) can be reduced to
(3.10) // |u(x, t) —v(z,t)|x/(t) dzdt >0,
. T

if we take ¢ = ¢, (2)x(t) and send r — oo for r > 1, x € C°(0,T) (with derivative
X') to be specified later, and

orle) = [ ola = )1, o

All derivatives of ¢, are bounded uniformly in r and vanish for all ||| — | > 1.
Concerning the flux-term in (3.8), we find that

// sgn(u(z, 1) — v(z, ) (F(u(z, 1) — f(o(x,1)) - Vo(x,b) dedt

< Lyl [ (1 + 0 01 L ot 5 0
T

by the dominated convergence theorem since u and v belong to L' and 1)jz)—r|<1 —
0 as r — oo for all z € R%. The term in (3.8) containing the non-local operator
also tends to zero as r — 00. To see this note that |g[p,](z)] is uniformly bounded
in 7, cf. (3.9), so by integrability of v and v and Hélder’s inequality,

// — Alv(z, 1))] lgler)(2)| dzdt

< LA(nunLl(QT) +lollzs @n ) sup llalerlleer < oo
Hence we find that the integrand is bounded by an L!-function uniformly for r > 1:

|A(u(z, t)) — A(v(z, 1))l|gler](@)] < Lal(u(z, t) — v(z, )] sup lgler]llzee(@r)-
Then for any z,z € R fixed and r > |z| + 1, ¢.(x) = 1 and
|90T(a7 + z) - @T(IN < ‘1\z+z|<r—1 - 1| < 1|z|>r—1—|z\'
With this in mind we find that
z|>r—1—|x =00
slod)l < [ g2,
|z]>0 |Z|

and hence we can conclude by the dominated convergence theorem that

lim //Q 1AGu, 1) - A, )] lolprl(@)] dadt =0

r—00
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4) To conclude the proof, we now take x = x,, for

t

) = [ ulr = 1) = wulr = 1) d.
— 00

where r > 1 and 0 < ¢; <ty < T. Loosely speaking, the function x, is a smooth

approximation of the indicator function 1, ;,) which is zero near t =0 and t =T

when g > 0 is small enough. Since x}, () = w(t —t1) —w,(t —t2), inequality (3.10)

reduces to

//T (z,t) —v(@, )| wy(t —t2) dodt < //T (2,t) — v(x, )| w,(t — 1) dadt.

By taking p small enough and using Fubini’s theorem, we can rewrite this inequality
as

(3.11) D s wy,(ta) < D *w,(t) for O(t) = /]Rd lu(z,t) —v(z,t)| dz,

where ¢y x ¢o(t) = [ d1(s) ¢2(t — s)ds. Since u,v € C([0,T]; L' (R?)), we see that
o e C([0,77), and hence by standard properties of convolutions,

O xw,(t) — P(t) as p—0.
for all ¢ € (0,7"). Hence we can send p — 0 in (3.11) to obtain

[[(u = 0)( t2)l| L1 ey < (v = 0) (5 t2) 1 ey

Finally, the theorem follows from renaming ¢ and sending ¢; — 0 using 4i7) and
C([0,T); LY (R%)) regularity of u and v. O

4. A CONVERGENT NUMERICAL METHOD

In this section we introduce a numerical method for the initial value problem
(1.1) which is monotone and conservative. Then we prove that the limit of any
convergent sequence of solutions of the method (as Az — 0) is an entropy solution
of (1.1). Finally we prove that any sequence of solutions of the method is relatively
compact whenever the initial datum is a bounded integrable function of bounded
variation, and hence we establish the existence of an entropy solution of (1.1) in
this case. Some numerical simulations based on this method are presented in the
last section.

4.1. Definition and properties of the numerical method. For simplicity we
only consider uniform space/time grids and we start by the one dimensional case.
The spatial grid then consists of the points x; = iAx for i € Z and the temporal
grid of t, = nAt for n =0,...,N and NAt = T. The explicit numerical method
we consider then takes the form

Uin+1 _ Uzn — At D_F(U'Zn7 in+1 + AtZG Z+j A(Uzn))7
J#0
1

Ul = 7/ up(z) dz,
Ax z;+Az[0,1) 0()

where D~ U; = ﬁ(UZ- —U;_1), F: R? — R is a numerical flux satisfying

a) F is Lipschitz continuous with Lipschitz constant L,
b) F is consistent, F'(u,u) = f(u) for all u € R,
¢) F(uy,us) is non-decreasing w.r.t. u; and non-increasing w.r.t. us,
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and G; is defined by

dz .
G; = c,\/z . W for i # 0.

i+
In the multi dimensional case the spatial grid is Az Z? (Az > 0) with points
To = Az v wherea:(al,...,ad)eZd.
Let ¢; be the d-vector with [-component 1 and the other components 0 and define
the two box domains
R=Az[0,1) and Ro= A;[ 1,1)%,

noting that Uy (24 + R) = Uy (24 + Ro) = R%. The explicit numerical method we
consider now takes the form

d
Ut =U2 = AtY Dy R(UL UL + At Y Ga(A(UL5) — A(UL),
(4.1) =1 B#0
1

Ul = —/ up(x) da,
Al'd Ta+R 0

where D, U, = ﬁ(Ua —Uq—e,); Fy : R? — R is a numerical flux satisfying a) — ¢)
above with f; replacing f, and G, is defined by

dz
Ga:ck/ —— for a#0.
xa+Ro ‘Z‘d+/\

Note that G, is positive and finite since 0 € =, + Rg unless a = 0.

Remark 4.1. An admissible numerical flux Fj is e.g. the Lax-Friedrichs flux,

A
RV U o) =  (F(0) + 1 (Unsa) = 55 Wi~ UD)).

We refer the reader to [23] or [26, Chapter 3] for a detailed presentation of more
numerical fluxes which fulfill assumptions a) — ¢).

Let us introduce the piecewise constant space/time interpolation

a(z,t) =UY forall (x,t) € (x4 + R) X [tn, trnt1).

[e3

In the following we often need the relation

n A(ﬁ(ya + 2, tn)) B A(ﬂ(ya, tn))
(4.2) Z Gp(A a+/3 —A(U)) = e /]Rd\Ro |2 d+> dz,

5#0

where y, = x4 + %(17 ...,1). Note that this is an approximation of the principal
value of the integral since Ry — 0 as Az — 0 in a symmetric way.
We now check that the numerical method (4.1) is conservative and monotone.

Lemma 4.2. The numerical method (4.1) is conservative, i.e.

Z Un+1 Z Un

a€Z? a€Zd
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Proof. First we show that ) ;4 |[U}] < oo foralln=0,...,N. By (4.1),
(4.3)

d
RIS {|Uz:|+AtZ\D;Fz U
=1

a€Zd a€Zd

+ALY Gy |AUL ) — A(UD) }

B#0
At &
< S {53 (el - U+ Lo U2, - 021)
aczd Ar =1
03 Gy (A2 )1 + A |
B#0
< (1+4dLF +2LAAtZG@> > oz,

B#0 a€Zd

where, using that { : |z| < 5%} C R,

Yo C/ dz <C/ dz 6(2)*/ dz
= C)\ — S C) = C) —_— .
7 o\ gy 2[4 2> Az = [2]HA Az l>1 1217

B0 k
Since Az Y 74 (US| = |lo|| 1 (ray < 00, we can iterate estimate (4.3) to find that
> acza [UL| < 00 and hence lim g |0 [UZ| =0 for all n =0,..., N.

Now we sum (4.1) over « to find that

d
Z U$+1 = Z Ul — At Z ZDI_FZ(UZ7U3+61)

acZd acZd aezd 1=1
ALY D Ga(AWUL) — AUD)).
a€ezd fF£0
The proof is now complete if we can show that the F' and G sums are equal to zero.
The F-sum is telescoping and since lim|q|— 00 |US| = 0,

Uz, Us,.) — FUZ_,, U2
S D AU = Y PV Ubie) FUiasU)

a€Zd a€Zd

To treat the G-sum, note that we have found above that
D Gu|AWUL ) — AU < 2LaALY Gp Y U] < o,
a€Zd f#£0 B#0 a€Zd

and we also have that >~ |A(UZ)| < La ), |UY| < co. In view of this we can now
change the order of summation, and split the sums to find that

DD GalAULs) = AUD) = D Gs Y (AW ) — AWUD))

aeZd B#0 BF#0 aelZd
=G AU - Y Awm) =0
B#0 acZd a€Zd
The proof is now complete. O

Next, we check monotonicity by showing that the right-hand side of the numerical
method (4.1) is a non-decreasing function of all its variables Uz. This is clear for
all Uy such that 8 # « since the numerical flux Fj is increasing w.r.t. its first
variable, non-increasing w.r.t. its second one, the function A is non-decreasing, and
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the weights G are all positive. Then we differentiate the right hand side of (4.1)
w.r.t. U} and find that it is non-negative provided the following the CFL condition
holds,

At dz At
2dLp— L )= <1
(4.4) Pt (o A/|z|>1 |z|d+>‘> AP =

We have thus proved the following result:

Lemma 4.3. The numerical method (4.1) is monotone provided that the CFL
condition (4.4) is assumed to hold.

In what follows, the CFL condition (4.4) is always assumed to hold, and mono-
tonicity is thus always ensured.

4.2. Convergence toward the entropy solution. We prove that any limit of
a uniformly bounded sequence of solutions of the numerical method (4.1) is an
entropy solution of (1.1).

Theorem 4.4. If {a} is a sequence of solutions of (4.1), uniformly bounded in
L>(Q7), and there exists u € L=(Q7) N C([0,T]; L*(RY)) such that @ — u in
C([0,T); LY (RY)) as Az — 0, then u is an entropy solution of (1.1).

Proof. Note that part i) in the definition of entropy solution (Definition 2.1) is
already satisfied. Part iii) follows since ||@(-,0) — ug|| ;1 (ray — 0 as Az — 0 by the
definition of @. What remains to prove is part 7).

First we prove that the numerical method (4.1) satisfies a discrete entropy in-
equality which resembles the one in i), Definition 2.1. To this end, let us introduce
the notation a A b = min{a, b} and a V b = max{a, b}, choose an r > 0, and exploit
monotonicity to obtain the inequalities

d

UMV ESUZVE—- ALY DrRULV kUL,
=1

+ar Y GB(A( Uy sV k) — A(U};vk))

0<Az|B|<r

+ AL o) (U D Ga(AWUL) - AWZ))
Az|B|>r

V k)

and
d

UM Ak <UL Nk =AY Dy (UL AR UL,
=1

NS Gﬁ(A( Uy A ) — A(U,;:Ak))

AK)

0<Az|B|<r
FA @) Y Ga(AWL) - AWT)).
Azx|B|>r
Note that the polygonal set
P, = U (mg + R())
0<Az|B|<r

(zp = Azf3) does not include points from the box Ry, and converges to the punc-
tured ball {z:0 < [z| <7} as Az — 0 in the sense that 1p,(2) — Lo<|zj<r(2) a.e.
as Az — 0.

Remember that 7, (UZ) = |UY — k|, and let

Qu (UM = KUV kUL, VE)— F (U Nk, U

ate a+te;

AE).
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Thanks to the relations

lu—kl=uVk—uAnk,
[A(u) — A(k)] = A(uV k) — A(u A k),

we can subtract the above two inequalities to obtain that

(U7L+1) _ ﬁi (Q Q (Un ))
e (Uy Amz 1 Rl ht(Ug—e,
—at Yy Gﬁ(nA<k><A<Us+ﬁ>>—nA@)(A(U;L)))
0<Az|B|<r
N AU Gﬁ( Uy s) — A(Ug))go.
Azx|B|>r

Let us take a nonnegative function ¢ € C°(Qr), and define ¢! = p(xq,ty). If
we multiply both sides of the above inequality by ¢”, sum over all a € Z% and all
n € {0,..., N}, and use summation by parts for the local terms, we end up with
the cell entropy inequality

AditZ > (U 7‘1

n=1aezd

N d n )
+ AT ST S QU 7%*2% i

n=0qqezd I=1

(4.5) N
FATIALY N aw(AUL) > Gp (‘PZH% - 903)
n=0 qeczd 0<Az|B|<r
+AditZ Z (U Z GB( Ulig) — A(U;L)) > 0.
n=0 qczd A.z|,6\>7‘

To derive this inequality we have used the change of indices (5,a) — (=3, a + )
to see that

N
ArIALY S pn S Ga(maw (AW ) — s (AWD)))

n=0 ez 0<Az|B|<r

N
= 80" S (AR Y Ga(els )

n=0 qe7d 0<Az|B|<r
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Let Ry, = zo + R. We now claim that for each fixed Az > 0, inequality (4.5)
implies

(4.6)
i bt 2, t) — o(x,t — At
nk(UZ?)/ / pl,1) i(t 7 ) dpdt
n=0 aeZd tn Ra
N-—-1 d tot1 A ¢
+ Qni(UY) / / z+Avent) = p@?) daxdt
n=0 qczd I=1 tn x
iy tnt1 (x4 z,1) x,t
+ naek)( / / / B —¢(,t) dzdzdt
n=0 qeZ4 tn
-1 tny1
+ s > Gﬁ( Ur, ) — AUL) / / (z,t) dzdt > 0.
n=0 qczd Az|B|>r

To see this we proceed by contradiction, and assume that (4.6) is strictly negative.
We then sum together several inequalities of the form (4.5) where, instead of 7 =
©(Zq,t,) which are computed on the original space/time grid (z,t,), we use the
values ¢ = @(#q,1,) computed on the finer grid (Zq,t,) where &, = (Az/M)a
while #,, = n(At/M) for some M > 0. Note that, since all these inequalities of
the form (4.5) share the same underlying numerical solution (U]*), they can be
rearranged as one inequality, i.e.

(4.7)

d Az\* At m ol
Syaen(() w XX T

n=1aezd Mt €[tn tni1) ¥ Ty ERa
- ¢ Az At ot — P
#2022 U (37) 37 2 >
M M - Ax
n=0 qeZd I=1 Mt €[t tny1) V: EyERa
d
)0 naw (AUD)
n=0 qeZd

B)Y T T almew)

M €[t trp1) V: By ERa 0<Az|B|<r

d
3ty Y Ga(Awn) - AwD)

n=0 ez Az|B|>r

d
G5 2 % )=

Mt €[tn,tny1) VT4 ERa

(loosely speaking, by summing all these inequalities of the form (4.5) together we are
filling the mesh-sets R, X [ty t,+1) With several samples of the test function ; this
has been done in order to recreate in each mesh-set a Riemann sum approximation
which gets closer and closer to its respective integral as the value of the control
parameter M increases). The Riemann sum approximations in the first, second,
and fourth term of (4.7) are arbitrarily close to their respective terms in (4.6) as
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M increases. For the third term in (4.7) note that, cf. (4.2),

(ﬁ;)d % > Y Galems-vr)

M En €[bpstna1) Vi By ERa 0<Az|B|<r

A\ At B(Yy + 2, tm) — B(Yy, tm)
:<ﬁ> M Z Z / . [2]d+X . dz

Mt €[tn tny1) Vi Ty ER

(4.8)

(the definitions of ¢, y, are analogous to those of @,y,) and so the Riemann sum
approximation on the right-hand side of (4.8) is, as M increases, arbitrarily close

to
tn41 t) — t
/ / / plo+ 2 3H“"(x’ ) dedadt,
tn Ry JzEP, |Z|

This is due to the fact that, since we are integrating away from the singularity, the
right-hand side of (4.8) is well defined, and the sum over all (3., %,,) can be moved
inside the integral z € P,. Therefore, since (4.7) is arbitrarily close to the left-hand
side of (4.6), the left-hand side of (4.6) cannot be negative, and we have produced
a contradiction.

Using the piecewise constant space/time interpolation @, we can now rewrite
inequality (4.6) as

// {Wk (z,t)) Opp(z,t) +2th x,1)) O, 0(x, 1)

=1

oz +2,t) — p(z,1)
2[4 dz

+ (e, t + Ab) p(x, 1) /MP A(““Zi;{ﬁ; Ala(z,?) dz} dzdt

> O(Az) + O(At).

+nag(Afate. ) [

(4.9) P,

Convergence up to a subsequence for the first three terms in (4.9) is immediate
thanks to the a.e. convergence of @ toward u. For the local terms this is already
well known, cf. [26, Theorem 3.9]. For the term containing the inner integral P,
convergence follows thanks to the convergence of 1p, — 1g<|;|<, a.e., the proper-
ties of ¢ ([p w dz is uniformly bounded and compactly supported),
uniform boundedness of @, and the fact that the function 7(+) is continuous.

To conclude, we need to establish convergence for the term containing the dis-
continuous sign function 7). (-), and we argue as in [19] (p. 109). First note that
since @ — u in C([0,T]; L*(R%)), also a(-,- + At) — u in C([0,T); L*(R?)) and
a.e. for a subsequence. Then note that ) (s) is continuous for s # k, and that the
measure of the set

U = {(x,t) € Qr : u(x,t) =k}
is 0 for a.e. k € R. For such k, n, (a(- + At,-)) — n,(u) a.e., and we can go to the
limit in the term involving 7}, in (4.9) using the dominated convergence theorem,
|n;.| < 1, and uniform boundedness of @ and A(a).

For the remaining k, we use an approximating sequence made of those k for
which convergence holds true. To be more precise, let a,,, b, be sequence of values
such that meas(U,,, ) = meas(Us,,) = 0, where a,, /' k and b,,, \, k. Note that the
mean value

1
5(77;%(“) + 1y, () = 1y (w) as m, by, — k.
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Thus we can use the entropy inequality for the sequence a,, and the entropy in-
equality for the sequence b,,, take the average, and go to the limit to prove the
entropy inequality for every critical value k. Convergence for the whole sequence «
is a consequence of uniqueness for entropy solutions of (1.1). |

4.3. BV initial data: Compactness and existence. We now show that the
sequence of solutions of the method, {@ : Az > 0}, is relatively compact whenever
up € L=®(RY) N L' (RY) N BV(RY).

Using this result and Theorem 4.4, we then obtain existence of an entropy solution
of the initial value problem (1.1). We start by the following a priori estimates.

Lemma 4.5. If ug € L=¥(R%) N LY (RY) N BV (RY), then, for all t,s >0,
1) l1%(-, )] oo ey < ltoll Loo (ray,
i) (|a(- )l ey < llvollprray,

i1) (-, 1) py ey < |uolpy (ra),
w) (|- 8) — (- )| prray < o(]s —t] + At) where, for some ¢ > 0,

cls| if e (0,1),
o(s) =1 clslns| ifA=1,
cls|x  ifae(1,2).
Lemma 4.5 along with a Kolmogorov type of compactness theorem, cf. The-

orem A.8 in [26], yields the existence of a subsequence {@} which converges in
C([0,T); L .(R?)) (and hence a.e. up to a further subsequence) toward a limit u as

loc
Az — 0. Moreover, the limit « inherits all the a priori estimates 7)-iv) in Lemma
4.5 (with At = 0). Moreover, by i) and the dominated convergence theorem, we

see that @ — u also in C([0,T]; L*(R?)). In short, we have the following result:

Lemma 4.6. The numerical solutions {@ : Az > 0} converge, up to a subsequence,
toward a limit v in C([0,T]; L*(R?)) as Ax — 0. Moreover,
u € L%(Qr) NC([0, T); LY (RY) N L*(0, T; BV (RY)).

Lemma 4.6 and Theorem 4.4 imply the following existence result:
Theorem 4.7. (Existence) If ug € L= (R?) N L' (R?), then there exists an entropy
solution of the initial value problem (1.1).
Proof. For initial data uy € L>(R?) N L}(R%) N BV (R?) existence is granted by
the numerical method (4.1) (Lemma 4.6). For more general initial data uy €
L= (RY) N LY (RY), we consider approximations g, € L>(R?) N LY(R?) N BV (R?)
such that

llwo — tonllLrrey — 0 as n — oo.

Let t,,u, denote the entropy solutions corresponding to wug,n,uo,m respectively,
and use the L'-contraction (Theorem 3.1) to see that

lun — umllcqo,rzr ®e)) < lluon — vomllr(ay — 0 as n,m — oco.

Therefore, the sequence of entropy solutions {uy,} is Cauchy in C([0,T]; L'(R%))
and admits a limit u. To prove that u is also an entropy solution of (1.1), one can
pass to the limit n — oo in the entropy inequality for w,,. O

Proof of Lemma 4.5. The maximum principle i) is a direct consequence of mono-
tonicity. To see this let s = sup,¢zq |UZ|, and choose U™ = s to obtain that
d
Untl <s— Atz D; Fy(s,s)+ At Z Gp(A(s) — A(s)) = s.
I=1 B#0
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Similarly, choosing U™ = —s, one obtains U?*! > —s. Furthermore, since the nu-
merical method (4.1) is conservative, monotone, and translation invariant (trans-
lation invariance is a consequence of the fact that the numerical method does not
explicitly depend on the variables x4, t,), inequalities 4i)-iii) are consequences of
the results due to Crandall-Tartar [15].

We now prove ). By (4.1) and Lipschitz continuity of Fj,

vz - vz

AtL ¢ n n n n "
< A;ZQ e, = U+ U2 = U2 F,)+AtZGﬁ|A<Ua+ﬂ>—A(Ua>"
-1 B#0

Let us multiply by Az? in the above inequality, and sum over o € Z¢ to see that

Azt > urtt — Uy

a€Zd

< 2LpAz™ 1Atz S UL — U+ AztAL Y TN Gl AU ) — A(UL)-

=1 aezd a€zZd B#0

Let @"(-) = a(-,t,) and note that the first term then is equal to

2LFAtZ/ |BV (]R) d;v < QdLFAt‘U |BV(]R") = O(At),

while the second term can be estimated by (cf. (4.2))

Azt "N Ga|AUL) — AU

a€zd BF#0
A@ (o + 2)) — AT (ya
coy [ AT ATy
a4 17l
SC/\LA(/ / ) Z [ ya+zd+—>\u ] Aztdz
Az <|z|<1 lz1>1/ =7 |2|

_ |z| dz
SC/\LA(\Un|BV Rd / dz + 2[|a"|| L1 (ray 7 |-
D Jag ojar 21793 ED iz 1219

Easy computations in polar coordinates show that the second integral is O(1) while
12 O(1) if A e (0,1),
Ins =/ 2Ldz={0(mAg) iEA=1,
g <tz O(Az'™™) if A € (1,2).

Adding all the above estimates yields
Ax® " |UZT = U] = O(At) + O(Atla.) + O(At),
acZd
By the CFL condition (4.4), AtIa, = o(At), and the result follows. O

5. EXTENSION TO GENERAL LEVY OPERATORS

The ideas developed in this paper can also be used to establish well-posedness
for entropy solutions of a more general class of fractional equations of the form

{atu +V- f(u) = gu[A(w)] in Qr =R?x (0,T),

(5.1) w(z,0) = ug(x) in RY,
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where the fractional Laplacian ¢ has been replaced with a more general Lévy op-
erator g,:

Blole) = [ oo +2)—0@) — = Voo duta)
z[>0
where the Lévy measure p is a positive Radon measure satisfying
(5.2) / |21 A1 p(dz) < oc.
|z|>0

Note that g, is self-adjoint if and only if 4 is symmetric: p(—B) = p(B) for all
open sets B. The adjoint g (defined through [ug,[v] = [ g;[u]v) equals

g11d)(x) = / P 0w+ VI daC)

A Taylor expansion shows that both g, [¢] and g};[¢] are well defined whenever ¢ is
C? and bounded. The gradient term is needed when p is not radially symmetric, in
the radially symmetric case g, (= g;) can be defined as before as a principal value
and no gradient term. The operator g, is the generator of a pure jump Lévy process
and these processes have many applications in Physics and Finance, cf. e.g. [4].

We need a modified definition of Entropy solutions. Remember the notation 7
and ¢ introduced in Section 2, and define for r > 0,

9ulel = gurle] + g.le]l =7, - Vo
where g, [¢](%) = gu[p()1)21<r] (@),

gl () = /| P ple) p(d2), and o] = /<‘ 2 pld)

We also use the notation gj, , and g;;* for the adjoint operators, and note that

9.9l = g, 18] + g, [¢] + ), - V.

Let us point out that the adjoint operator g;; could have also been defined as g,
with v(B) = p(—B). From this equivalent definition it is clear that the adjoint
operator g;, is still a Lévy operator.

Definition 5.1. A function u is an entropy solution of the initial value problem
(5.1) provided that

i) we L=(Qr) NC(0,T]; LI (RY);
it) for allk € R, all r > 0, and all nonnegative test functions p € C°(Qr),

//(’2 () + ax(1) - Vo + nagy (A(w)) 0 o]

+ 0 (u) g1 [A(w)] © + nagy (A(w)) v}, - Vo dzdt > 0;
iii) u(x,0) = uo(z) a.e.

Remark 5.1. All terms in i) are well-defined in view of 7). Except for the gj-term,
this follows from the discussion proceeding Definition 2.1 — see Remark 2.2. Note
that the integrand of gj,[A(u)] is measurable w.r.t. the product measure dyu(z)dzdt
since since it is the du(z)dzdt-a.e. limit of continuous functions. This follows readily
from the fact that u is the dzdt-a.e. limit of smooth functions. Integrability then
follows by Fubini’s theorem, integrate first w.r.t. to dezdt and then w.r.t. du(z)
using (5.2). By Fubini we also see that g7 [A(u)] € C([0,T]; L'(R?)) and it easily
follows that the gj,-term is well-defined.
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Again classical solutions are entropy solutions and entropy solutions are weak
solutions. The proof is essentially the same as the one given in Section 2 with the
additional information that whenever A(u) is smooth

M (u(@)) V[A(u(@))] = 0y (A(u(z) V[A(w(z)] = V) (A(u(@)))] a.e.
We also have a L'-contraction and hence uniqueness result:

Theorem 5.2. Let w and v be two entropy solutions of the initial value problem
(5.1) with nitial data ug and vg. Then, for all t € (0,T),

Ju(-,t) = v(-, )| L1 ey < lluo — vollLr mey-

Proof. We proceed as in the proof of Theorem 3.1: let us take the entropy inequality
for u = u(x,t) and the one for v = v(y, s), integrate both in space/time, and sum
the resulting inequalities together to obtain an expression equivalent to (3.3). At
this point we use the change of variables (z,y) — (¢ — z,y — z) to obtain the
inequality

)]()
)gw[ (@, 1, 5)|(y)
) Y (Vo + Vy)o(z,y,t,5)
)é;*[zb(, ity 8))(2,y) dw >0,

)
]
]

where
7o () = / (@ — 2y — 2) — p(a,y) p(d).
|z|>r

We can now send r — 0 and recover the equivalent of expression (3.7) in the present

setting,
// ﬂ .’Z’ t y7 )) (af + a )¢($7y7t75)
+ q(u(z,t),v(y, 5)) - (Vo + Vy)(z,y,t, 5)
+ n(A(U(%,t)),A( (y7 ))) gu[w(’ 1, S)}(%,y) dw > Oa
where

ule( )]z, y)

- /I |>0 oz —2y—2) —o@,y) + 2 (Ve + Vy)p(z,y)12 <1 p(dz).

From now on, the proof follows the one of Theorem 3.1 (just replace the operator
g therein with the operator gj). |

Existence of solutions can be obtained e.g. by the vanishing viscosity method
and a compensated compactness argument, but we do not give the details here. We
just remark that the vanishing viscosity equations have smooth solutions since the
principle term is the (linear 2nd order) Laplace term.

Theorem 5.3. There exists a unique entropy solution of the initial value problem
(5.1).
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6. CONNECTIONS TO HJB EQUATIONS

In one space dimension it is well known that the gradient of the (viscosity)
solution of a HJB equation is the (entropy) solution of a conservation law, see
e.g. [35]. Variants of this result are still true in the current fractional setting as we
will explain now. First we consider the following two initial value problems in one
space dimension:

up + f(Opu) + glu] = ed2u  in Qr,
(HB) { u(x,0) = up(z) in R,
and
(FCL) v+ 0pf(v) + glv] =ediv  in Qr,
v(z,0) = dpug(r) in R,

for any € > 0. The first equation is a HJB equation and the second one a frac-
tional conservation law. To simplify, let us consider the following strong but rather
standard regularity assumptions:
(al) f € C*(R),
(a2) wg is bounded and Lipschitz continuous, and
(a3) Oyug is bounded and belongs to L'(R) N BV (R).
Standard results then show that:
(i) there is a unique bounded Holder continuous (viscosity) solution u® of
(HJB) for any ¢ > 0 [28],
(ii) there is a unique bounded (entropy) solution v¢ € L1(0,T; BV N L) of the
(fractional) conservation law for any ¢ > 0 [1, 21],
(iii) when & > 0 both u. and v, are C?,
(iv) u® — u® uniformly [28] and v* — ¥ in L! [1] as e — 0.
By differentiating (HJB) and using uniqueness for (FCL), we find that
v = 0,u

for any € > 0, and hence

o= [[wows torany oecz@n.

Sending € — 0 in the above inequality using dominated convergence theorem and

(iv) then leads to
o= [[wo.o torany oecr@n,

and we have the following result:

Theorem 6.1. The distributional z-derivative of the viscosity solution of (HJB)
is equal to the unique entropy solution of (FCL).

The only part missing in the proof of this theorem, is the proof of (iii). This
result follows e.g. from energy estimates and standard parabolic compactness re-
sults (yields L?(0,T; H') solutions) combined with regularity theory for the Heat
equation, interpolation, and bootstrapping arguments (yields smooth solutions).
We skip the long and fairly standard details.

If we drop the convection term, we get a similar correspondence in any space
dimension. Consider the following two initial value problems:

{ut — A(guu]) =eAu  in Qr,

(HJB2) u(z,0) = up(z) in RY,
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and

(EDE) { v — gulA(u)] = eAv in Qr,

v(z,0) = guluo)(z) in R,

for any € > 0. The first equation is still a HJB equation while the second one is a
degenerate fractional diffusion equation. To simplify, let us consider the following
rather strong regularity assumptions:

(bl) A € C?(R) is non-decreasing and Lipschitz continuous,
(b2) wg is bounded and Lipschitz continuous, and
(b3) g, luo] is bounded, BV, and belongs to L*.

Again we have the following of properties:

(i) there is a unique bounded Holder continuous (viscosity) solution u® of
(HJB2) for any € > 0,
(i) there is a unique bounded (entropy) solution v* € L'(0,7; BV N L) of
(FDE) for any € > 0,
(iii) when & > 0 both u. and v, are C?,
(iv) w® — u® uniformly and v® — 0% in L' as e — 0.

By applying g, to (HJB2) and using uniqueness for (FDE), we find that
v° = gu[u’]

for any € > 0, and hence

o= [ waitel forany 6ccz@n.

Sending € — 0 in the above inequality using the dominated convergence theorem
and (iv) then leads to

// o :// u'gplg] forany ¢ € CF(Qr),

and we have the following result:

Theorem 6.2. If u is the unique viscosity solution of (HJB2), then v = g,[u]
(where g,, is taken in the sense of distributions) is the unique entropy solution of
(FDE).

Proof. For the HJB equation well-posedness of viscosity solutions for € > 0 and the
uniform convergence u® — u® is fairly standard and can be found e.g. as a simple
special case of results in [28].

Existence and uniqueness in (ii) follow from this paper for ¢ = 0. The arguments
in this paper can easily be extended to include the eAv-term (this is standard) and
hence we have (ii) for any € > 0. The limit v* — v can be obtained through
a standard Kuznetzov type argument, cf. [1, 10] for the case when A is linear.
We will give the result for the non-linear case in a future paper. The regularity
for e > 0 is clear since the eAwv-term is the principal term in the equation. It
follows e.g. from (i) energy estimates and a classical parabolic compactness ar-
gument (yields L?(0,T; H*(R?))-solutions) and (ii) regularity theory for the Heat
equation combined with bootstrapping (yields smooth solutions). The fractional
term is always related to integer order derivatives through interpolation estimates.
The detailed proof is long and rather classical and is best left to the interested
reader. |

Remark 6.3. Such correspondences between HJB equations and degenerate convec-
tion diffusion equation can be useful for at least two reasons.



DEGENERATE FRACTIONAL ORDER CONVECTION-DIFFUSION EQUATIONS 25

1) They allow for integral representation formulas for the solutions of the
degenerate convection diffusion equations via representation formulas for
the solutions of the HIB equations. See e.g. chapter 3.4 in [24] for the case
of one dimensional scalar conservation laws.

2) They allow for efficient numerical methods for the non-divergence form
HJB equation, by solving the divergence form degenerate convection dif-
fusion equation by finite elements or spectral methods and then using the
correspondence (and the HIB equation) to find the HJB solution.

The solutions of the above HJB equations are value functions of suitably defined
stochastic differential games (see e.g. [27]), i.e. they have integral representation
formulas. Since HJB equations are fully non-linear non-divergence form equations,
it is not natural or easy to solve them directly by well-established, flexible, and effi-
cient methods like the finite element and spectral methods. Such methods do apply
to divergence form equations like the degenerate convection diffusion equations (cf.
c.g. [13, 30, 11]).

7. NUMERICAL EXPERIMENTS

We conclude this paper by presenting some experimental results obtained using
the numerical method (4.1) with d = 1. We simulate fractional strongly degenerate
equations and compare them to fractional conservation laws and local convection
diffusion equations. Our simulations give some insight into how the solutions of
these new equations behave. Note that this type of fractional equations have never
been simulated (or analyzed) before.

In our computations, we restrict ourselves to the bounded region Q = {x : |z] <
2} and impose zero Dirichlet boundary conditions on the whole exterior domain
{z : |z| > 2}. We consider the degenerate fractional convection-diffusion equations
with Burgers type convection (f(u) = u?/2),

(7.1) Opu + udyu = g[A(u)],

and fractional degenerate diffusion equations (f = 0),

(7.2) Oyu = g[A(u)],

for two different strongly degenerate diffusions, defined through two different A’s:
Aj(u) = max(u, 0)

and
0 u < 0.5,
As(u) = 5(2.5u — 1.25)(u — 0.5) 0.5 < u < 0.6,
1.25 4+ 2.5(u — 0.6) u > 0.6.

The numerical experiments below show e.g. how solutions of (1.1) can develop
shock discontinuities in finite time for all A € (0,2). Furthermore, they show that,
contrary to the linear case, equation (7.2) does not have smooth solutions for ¢ > 0
when the initial data is non-smooth. We also observe that for A ~ 2, solutions are
very close to solutions of the corresponding local problem with A = 2.

In figure FIGURE 1 (a)—(b) we plot the solutions of (7.1) with linear and non-
linear fractional diffusion (A(u) = w and A = A;) to show how the non-linearity
influences both the shock size and speed.

FIGURE 2 (a) shows that a shock discontinuity develops in finite time in the
region where A, is zero. This phenomenon is well known for degenerate convection-
diffusion equations (1.2) as shown in FIGURE 2 (b). Here and in what follows, we
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FIGURE 1. Numerical solutions of (7.1) at 7' = 0.5 with Az =
1/500 and piecewise constant initial data: (a) A = A; (solid) and

A(u) = u (dotted) for A = 0.5; (b) A = A; with A = 0.001 (dotted),
A = 0.5 (dashed), and A = 0.999 (solid).

have used the convergent numerical scheme (cf. [25])
AU ) — AU
(7.3) U =U = AtD™F(U, Ufy) + (2m)*AtD™ (%) ,
x

to compute the solutions of degenerate convection-diffusion equations (1.2).

0.5 1

(a) (b)

FIGURE 2. Burgers’s flux and A = A, with Az = 1/500 and
piecewise linear initial data: (a) solutions of (4.1) with A = 0.3 at
T = 0.25 (dotted) and 7" = 0.5 (solid); (b) solutions of (7.3) at
T = 0.01 (dotted) and T' = 0.025 (solid).

FIGURE 3 (a) displays the solutions of (7.2) with A(u) = v and A = A,. Note
that, when A = A,, the initially discontinuous solution becomes continuous in finite
time but not differentiable. In the non-degenerate case, dyu = g[u], the initially
discontinuous solution becomes smooth immediately for all values of A, cf. FIGURE
3 (b). This behavior agrees with results from [20].

In FIGURE 4 we compare the solutions of (7.2) for A &~ 2, with the solutions of
a properly scaled equation (1.2) (A = 2). We use our scheme (4.1) to compute the
first set of solutions, while scheme (7.3) is used to compute the second. Again, we
have restricted our computational domain to 2. As expected, the solutions of the
two equations are very close since f(fA)%gb — A¢ as A\ — 2 for regular enough
¢. The two methods are however fundamentally different: (7.3) uses a three-points
stencil, while (4.1) uses a whole-domain stencil.
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FIGURE 3. Solutions of (7.2) with Az = 1/500, A = 0.3, and
piecewise constant initial data: (a) A = A; with 7' = 0.1 (dotted)
and 7' = 3 (solid); (b) A(u) = v with T'= 0.1 (dotted) and T' = 3
(solid).

-1 -0.5 0 0.5 1 -1 -0.5 o 0.5 1

FIGURE 4. A(u) = Ay with T' = 0.005, Az = 1/500, and piecewise
constant initial data: (a)—(b) solutions of the non-local numerical
method (4.1) (solid) with A ~ 2 compared with solutions of the
local numerical method (7.3) (dotted).

APPENDIX A. A TECHNICAL RESULT
In this section, we prove a technical result used in the proof of Lemma 2.4.

Lemma A.1. Let u € BV(R?), then

(A1) ule+2) —u(@)| dz < Vi|z|lul gy (ga)-
R

Note that a more refined argument would give a factor 1 instead of v/d in (A.1).
This is unimportant in this paper and we skip it. We now give a proof for (A.1) in
the case d = 2, analogous ideas can then be used in higher dimensions.

Proof. We define the total variation |u|py g2 as, cf. [26, expression A.19],

(A.2) [ul gy (r2y = / [u(21, ) BV @) do1 +/ [u(-, x2)| By ®) doa.
R R

Then, since [, [u(z + z) — u(z)| dz < |z||u| gy (r), we write

/ |u(z + z) — u(z)| de = / |u(zy + 21, 22 + 22) — u(zy, x2)| deidas
R? R2
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which, by triangle inequality, is less than or equal to

/ [u(z1 4 21, 22 + 22) — u(x1, w2 + 22)| dzidas
]R2
+/ |u(zy, 22 + 22) — u(wy, x2)| deidrs
RQ
< \21|/ [u(-, w2 + 22)| By (m) da2
R

+ |22\/ |u(z1, ) Bv®) doy
R

< \/5\2HU|BV(R2),

thanks to (A.2) and inequality |z1| + |22] < V2|z]. O
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ON THE SPECTRAL VANISHING VISCOSITY METHOD FOR
PERIODIC FRACTIONAL CONSERVATION LAWS

SIMONE CIFANI AND ESPEN R. JAKOBSEN

ABSTRACT. We introduce and analyze a spectral vanishing viscosity approx-
imation of periodic fractional conservation laws. The fractional part of these
equations can be a fractional Laplacian or other non-local operators that are
generators of pure jump Lévy processes. To accommodate for shock solutions,
we first extend to the periodic setting the Kruzkov-Alibaud entropy formu-
lation and prove well-posedness. Then we introduce the numerical method,
which is a non-linear Fourier Galerkin method with an additional spectral vis-
cosity term. This type of approximation was first introduced by Tadmor for
pure conservation laws. We prove that this non-monotone method converges
to the entropy solution of the problem, that it retains the spectral accuracy
of the Fourier method, and that it diagonalizes the fractional term reducing
dramatically the computational cost induced by this term. We also derive a
robust L'-error estimate, and provide numerical experiments for the fractional
Burgers’ equation.

1. INTRODUCTION

In this paper we are concerned with a spectral vanishing viscosity (henceforth
SVV) approximation for periodic solutions of non-local or fractional conservation
laws of the form

{3tu+3 - f(u) = =(=A)M?u, (z,t) € Dp
(z,0) = ugp(z), x €A,

for A € (0,2), or more generally, for

Ou+ 0y - f(u) = L"[u], (x,t) € Dr
(L) { uliz, 0) = o (), v e A,

where Dy = A x (0,7) and A = (0,27)%, and L[] is a non-local (Lévy type)
operator defined as

(1.2) LHo()](x) :/ Pz +2) — d(x) — 2+ 0:0(x) 1121<1 dpu(2),

|z|>0
where 1(+) is the indicator function. Throughout the paper we assume that

(Al)  f=(fi,..., fa) with f; € C°(R) for all j =1,...,d (s to be defined);

(A.2) p>0is aRadon measure such that / 12> A1 dp(z) < oc;
|z|>0

(A3)  wge L®(A)NBV(A), ug is A-periodic.

1991 Mathematics Subject Classification. 65M70, 35K59, 35R09; 65M15, 65M12, 35K57,
35R11.

Key words and phrases. Fractional/fractal conservation laws, entropy solutions, Fourier spec-
tral methods, spectral vanishing viscosity, convergence, error estimate.
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2 S. CIFANI AND E.R. JAKOBSEN

Here and in the rest of the paper, a A b = min(a,b),

0 7]
Oh=—, 0j=— d 0, =1(01,09,...,04).
o 97 o, an . = (01,02 1)
Integro-PDEs like (1.1) typically model anomalous convection-diffusion phenom-
ena. When p = ) is defined by

(1.3) dmy(z) = Jﬁdz, ¢y >0and X € (0,2),

then £ = —(—A)A/ 2 and the equation finds applications in e.g. over-driven det-
onation in gases [14] and anomalous diffusion in semiconductor growth [38]. Ap-
plications in dislocation dynamics, hydrodynamics and molecular biology can also
be found, see e.g. the references in [1, 18]. Many more applications can be found
if asymmetric measures p are allowed. For example, we cover the (linear) option
pricing equations for all Lévy models used in mathematical finance [15, 34], if

(1.4) du(z) = g(z) dma(z),

for some possibly asymmetric locally Lipschitz continuous function g(-). An exam-
ple is the one-dimensional (d = 1) CGMY model where

) Ce €=l for z >0,
9\z) = /
Ce Ml for 2 <0,

for positive constants C, G, M (and Y = A). In general the non-local operator L is
the generator of a pure jump Lévy process, and conversely, any Lévy process will
have generator like £ when (A.2) is satisfied. We refer to the books [3, 15, 32]
for more information about Lévy processes and their many applications. The most
general Lévy measures for which the results of this paper applies, are Lévy measures
1 that can be decomposed as

(1.5) M= fhs T+ iy

where

(1.6) I, fhn > 0, ps is symmetric  and / [2| A1 dpn(z) < oc.
|z|>0

See Section 8 for statements of results and remarks. This class possibly includes all
Lévy measures, but we have so far not found a proof of this. At least it includes
all the Lévy measures found in finance, see Remark 8.3, and also many singular
measures like e.g. delta-measures.

It is important to note that non-linear equations like (1.1) do not admit classical
solutions in general, and that shock discontinuities can develop even from regular
initial conditions. This is well known for pure conservations laws (where £ = 0),
see e.g. [23]. For fractional conservation laws where £ = —(—A)*2 it is shown in
recent works that solutions are smooth for A € [1,2) [8, 18, 26]. However, when
A € (0,1), the fractional diffusion is too weak to prevent shock discontinuities from
forming, see [1, 10, 26]. In some cases however, these shocks are smoothed out
over time [9]. When shocks form, weak solutions become non-unique and entropy
conditions are needed to select the physically correct solution — the entropy solu-
tion. The well known Kruzkov entropy solution theory for conservation laws was
extended to fractional conservation laws in [1]. This extension relies on new ideas
for the fractional term and is strongly influenced by the viscosity solution theory for
fractional Hamilton-Jacobi-Bellman equations. Extensions of the Kruzkov-Alibaud
theory to general Lévy operators and even non-linear fractional terms can be found
in [12, 25].
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In this paper we deal with a SVV (spectral vanishing viscosity) approximation
of A-periodic entropy solutions of (1.1). The method is a Fourier Galerkin method
with an additional spectral viscosity term. Because of the formation of shocks
in the solutions of (1.1), it is very difficult to devise a convergent and spectrally
accurate numerical approximation of this equation. This has to do with the fact
that Fourier spectral methods support spurious Gibbs oscillations, and thus fails
to converge strongly toward discontinuous solutions. It is well known that such
methods need to be augmented by some kind of vanishing viscosity in order to
achieve convergence. But the standard vanishing viscosity method is not spectrally
accurate. To overcome these problems, we use the SVV approximation developed
by Tadmor in [35], cf. also [11, 30, 33, 36] and the books [4, 6]. To suppress
spurious oscillations without sacrificing the overall spectral accuracy of the method,
Tadmor adds a modified viscosity term, which in Fourier space only affects high
frequencies. There are two parameters involved in this approach, the coefficient of
the viscosity term ¢ and the size m of the viscosity free spectrum. Spectral accuracy
and convergence toward the unique, possibly discontinuous, entropy solution, then
follows by imposing appropriate conditions on € and m. We also like to mention
another important feature of the method. In all cases, it diagonalizes the fractional
term and hence reduces dramatically the computational cost induced by this term.
In our rather naive implementation for the fractional Burgers’ equation, the SVV
method turned out to be orders of magnitude faster than a Discontinuous Galerkin
approximation of the same equation where the fractional term gives full matrices.

When equation (1.1) is linear, f(u) = u, or when it is local £ = 0, there is a vast
literature on numerical methods and analysis, some methods and many references
can be found e.g. in [4, 15, 23, 34]. In the general case however, there is not much
work on numerical methods, we only know of the papers [13, 17, 21]. Difference
methods are introduced in [17] for equation (1.1), and in [21] for an equation sim-
ilar to (1.1) from radiation hydrodynamics. In [17], the first general convergence
result for monotone schemes is obtained. Finally, in [13], a Discontinuous Galerkin
approximation of (1.1) is analyzed and a Kuznetsov type of theory is established
and used to derive error estimates. A periodic extension of this theory will be used
to find error estimates in this paper.

Throughout the paper we will use the following additional notation. A sub-
script p indicates A-periodicity in the space variables (i.e. in Ly or C’go). Here
A-periodic means 27-periodic in each coordinate direction. As a generic constant
we use C. Note that the value of C' may change from line to line and expression to
expression. We also need notation for high order derivatives and their norms. Let
a = (ay,...,aq) be a multi index, then

op = ooy -ogt, oy = U {or} and asely, = 1050l

|a|=s |a|=s

Remember that a; > 0, |a] = a1 + -+ + aq, and that 2% = af* ---25¢ for any
r € R4

The rest of this paper is organized as follows. In Section 2 we introduce an
entropy formulation for periodic solutions (1.1), and give a L!-contraction and
uniqueness result. In the same section we introduce the classical vanishing viscosity
approximation of (1.1), and show convergence towards (1.1) with optimal L! error
estimate. As a corollary we get existence for (1.1). The proofs rely on the Kruzkov’s
doubling of variables device [1, 27] and Kuznetsov type of arguments [13, 28], and
are given in the Appendix. The SVV approximation of (1.1) is introduced in Section
3, and we show that it is spectrally accurate and that it diagonalizes the non-local
operator. In sections 4-6, we assume that the measure p is symmetric. In Section 4
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we prove an energy estimate for the SVV method. Along with results from [11], this
allows us to control the so-called ”truncation error”, the spectral projection error
coming from the non-linear term. In Section 5 we prove a priori L>°, BV, and time
regularity estimates for the SVV method, and obtain compactness. In Section 6 we
prove that the SVV method converge to the classical vanishing viscosity method
from Section 2. Combined with the results of that section, it follows that the SVV
method converges to the entropy solution of (1.1). In the process, we also prove the
optimal L'-rate of convergence for our SVV approximation. We solve numerically,
using our SVV method, the the fractional Burgers’ equation in Section 7. Finally,
in Section 8 we extend the results in the previous sections to allow for asymmetric
measures L.

2. ENTROPY FORMULATION FOR PERIODIC SOLUTIONS

In this section we introduce an entropy formulation for A-periodic solutions of
the initial value problem (1.1). To this end, we write the operator L[] as

LH[g] = LY[@) + L7[0] =, - Ou,

where

£E6()) () = /| O 2) 00— 0u(0) Lr e,

£ = [ 9ot 2) o) ),

=] sdue)
r<|z|<1

If 7 > 1, we take ;, = 0. The adjoint of L*[-] takes the form
LI = LPH[] + L5 [¢] + 7y, - 02,

where

Lo e())(z) = / Pz —2) = ¢(x) + 2 - 020(x) 11211 dpu(2),

lz|<r

L5197 [p()](2) = / o(x —2) — ¢(z) du(z).

|z|>7

We also let 7, ', and ¢ denote the functions
U(ka) - |u_k|7 U/(u:]f) :Sgn(u_k)v Qj(u,k) :lr]/(uvk) (f](u) _fj(k))
We now define the solution concept we will use in this paper.

Definition 2.1. (Periodic entropy solutions) A function u is a periodic entropy
solution of the initial value problem (1.1) provided that

i) ue C([0,T]; Ly (RY));

it) for all k € R, all 7 > 0, and all nonnegative test functions ¢ € C’;o(]Rd X

(0,7))
//D n(u, k) Orp + q(u, k) - Op0

+n(u, k) LoH @] +0' (u, k) L7 [u] o + n(u, k) vy, - Ougp dzdt > 0;

(2.1)

ii1) esslimy o lu(-,t) — uo(-)||L1(a) = 0.
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Remark 2.1. In the entropy inequality (2.1) it is easy to see that all the terms,
except possibly the £/"-term, are well defined and A-periodic in view of 7). The
problem with the £/"-term is that we integrate a Lebesgue measurable function
w.r.t. a Radon measure p. But the term is still well defined because the integrand
of £#"[u] is measurable w.r.t. the product measure dyu(z)dxzdt. This is true because
the integrand is the dpu(z)dzdt-a.e. limit of continuous functions, a fact which read-
ily follows from the fact that u is the dazdt-a.e. limit of smooth functions. By i),
(A.3), and Fubini, we then find that £"[u] € C([0,T]; Ly°(RY)).

We now state the following central result:

Theorem 2.2. (L'-contraction) Let u and v be two entropy solutions of the initial
value problem (1.1) with initial data ug and vo. Then, for a.e. t € (0,T),

(2.2) lu(-, 1) = v(-, t)|lLreay < lluo — vollLr(a)-

The proof will be given in Appendix A. Uniqueness for periodic entropy solutions
of (1.1) immediately follows by setting ug = vg.

Corollary 2.3. (Uniqueness) There is at most one entropy solution of (1.1).

We now consider the vanishing viscosity approximation of (1.1),

{ e + Oy - f(ue) = L [ue] + € Aue  (z,t) € Dr,

(2.3) ue(z,0) = up(x) x € A.

In this paper we always assume that this problem admits a unique classical solution
u. This is of course true, but a proof lays outside the scope of this paper. Remark
2.6 below provides some ideas on how to prove this result. We now give an estimate
on the rate of convergence of u. toward the entropy solution u of (1.1).

Theorem 2.4 (Convergence rate I). Let u be the periodic entropy solution of (1.1),
and u. be a smooth solution of (2.3). Then,

(2.4) lu, ) = uc( )l < C Ve

The proof is given in Appendix B. This result generalizes to periodic fractional
conservation laws Kuznetsov’s well known result for scalar conservation laws [28].
As a by-product of the well-posedness of (2.3) and Theorem 2.4, we have the exis-
tence of entropy solutions of (1.1).

Corollary 2.5. (Existence) There exists an entropy solution of (1.1).

Remark 2.6. Uniqueness of solutions of (2.3) can be proved using an entropy for-
mulation (see the start of Appendix B) and a standard adaptation of the proof of
Theorem 2.2 incorporating ideas of Carrillo [7] to handle the Laplace term. Ex-
istence of an entropy solution can be proven e.g. by appropriately modifying our
spectral approximation, compactness, and convergence analysis, see the following
sections. The solution of (2.3) will also be smooth. To see this, note that the
principal term in (2.3) is the eA-term while the £*-term is of lower order, and
hence regularity proofs for viscous conservation laws ((2.3) with ¢ =0 and € > 0)
should still work after some modifications. We refer to e.g. [31] for regularity of
viscous conservation laws, and note that the modifications typically consist of using
interpolation inequalities for the £¥-term, see e.g. Lemma 2.2.1 in [22].

3. THE SPECTRAL VANISHING VISCOSITY METHOD

We introduce a Fourier spectral method for the d-periodic initial value problem
(1.1). The approximate solutions will be N-trigonometric polynomials,

un(x,t) = Z ae(t) e,

[EI<N
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which solve the semi-discrete spectral vanishing viscosity (SVV) approximation

d
(3.1) Opun + 0z - Py f(un) = L*[un] + en Z 3J2kQ§vk *UN
k=1
with
(3.2) un (z,0) = Pyuo(z),

where the Fourier projection Py is defined as

. . 1 ,
Pyo(z) = Z b € for Oe = W/Acﬁ(x) e dg,
[EI<N
The (spectral) vanishing viscosity term has the following three ingredients:
(A.4) a vanishing viscosity amplitude ey ~ N~¢ with 0 < 0 < 1;
d
—d

(A.5) a viscosity-free spectrum my ~ N2 (log N)~2;
(A.6) a family of viscosity kernels

N
Qi)=Y Qifw) Y e
p=mn [€]=p

satisfying
- Q{,k is monotonically p-increasing,
— QJ* spherically symmetric, Q%’C = Qi* for all [¢] = p,
- ‘Qi’k — 0] < Cm3 p~2 for all p > my.

Such kernels can be conveniently implemented in Fourier space,

d N d
Yo RN run=— > | D QLB & | telt) et
j,.k=1 [€l=mn \J.k=1

Combined with one’s favorite ODE solver (e.g. Euler, Runge-Kutta, etc.), (3.1) and
(3.2) give a fully discrete numerical approximation method for (1.1).

With left-hand sides set to zero (1 = 0 and ey = 0), (3.1) becomes the stan-
dard Fourier approximation of (1.1). It is well known that this approximation
is spectrally accurate but, as opposed to the equation, it lacks entropy dissipa-
tion. The approximation supports spurious Gibbs oscillations which prevent strong
convergence toward solutions containing shock discontinuities. If the L£F-term is
present in the equations, shock solutions are still possible in some situations [2],
and the problem of the Gibbs oscillations remains. In order to suppress such os-
cillations without sacrificing the overall spectral accuracy of the method, we have
followed Tadmor [35] and added a vanishing spectral viscosity term to the scheme,
€N Zik:l Gkag\’,k *UN.

An important feature of Fourier method (3.1) is that it diagonalizes, and hence
localizes, the non-local operator £#[-]! This leads to dramatically reduced compu-
tational cost for this term. Indeed,

(3.3) Lllun] = Y GH(E) e(t) e,
[g]<N

where

(3.4) GHO = [ i dt)
z|>
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Furthermore, when the measure p is symmetric,
(3.5) pw(—B) = u(B) for all Borel sets B € R\ {0},

the weights (3.4) are all real and non-positive. This follows since the imaginary
part of the integrand is odd and the real part is even and non-positive (¢*6% =
cos(§ - z) + i sin(€ - z)). Finally, we stress that the approximation of the non-local
operator (1.2) is spectrally accurate since, by Taylor’s formula,

124 (8] — L4 )]
<c (su]g 10,00 — 0,8 lzeay + N — u)(-,t>||La<A>).
Now we define

Sk €] < my, jk Ak g
Rjk J N RJ’ ,t — RJ’ t 113 z’

and note that

(3.6)  Aun(, Z 0506 Q%" (+,1) x un (- Z 0; 0 R (1) xun (-, 1).

J,k=1 7,k=1

To conclude this section, we recall that by Lemma 3.1 and Corollary 3.2 of [11], the
spectral vanishing viscosity term is an LP-bounded perturbation of the standard
vanishing viscosity eyAup:

Lemma 3.1. For0 <r <s<2,

d
(3.7) > 050 TR () < Cms (log N)%.

k=1 L)

Moreover, if ey < Cen m%, (log N)? < C, then for allp > 1, ¢ € LP(A),

d
(3.8) en || > 00hRY (1) * () < en el Le)-

k=1 Lo(A)

4. SPECTRALLY SMALL TRUNCATION ERROR FOR SYMMETRIC 7

In this section we assume that the measure p is symmetric, cf. (3.5). In the SVV
approximation (3.1), the convection term 0, - f(u) is replaced by 0, - P f(un)
which leads to the (truncation) term error

We will now show that this error is spectrally small due to the presence of the
spectral vanishing viscosity term.
Let us start by noting that a straightforward estimate leads to

3 oot8 R
105 = P) )l o) = (ZZI&“I Famgr) < Ll

J=1[¢{|>N

for all multi-indices «, 5. Note that there is no divergence in this estimate, so 95 f
is a vector. By Theorem 7.1 in [11], there is a constant ICs such that

(4.1) 105 f(un)llzza) < KsllO3un ey for K <cZ\f|ck||uN||Lw(A>
k=1
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and s = 1,2,..., where |f|cr = [|08 f ()|l L (an) and Qn = {u: [u] < |lun|[re(a)}
This inequality is a type of Gagliardo-Nirenberg-Moser estimate, and similar results
can be found in page 22 in Taylor [37]. By these two inequalities we can conclude
that, for all 0 <r <'s,

Ks
(4.2) 1051 — Pn)f(un)llz2a) < N%—T l0zunlz2(a)-

Inequality (4.2) states that the r-derivative of the truncation error decays as
rapidly as the s-smoothness of uy permits. Of course the s-derivatives of an ar-
bitrary N-trigonometric polynomial uy may grow as fast as N*, in which case
nothing is gained from (4.2). However, if uy is solves our VVS approximation
(3.1), we can have the better bound ey’ in L?. This will be a consequence of the
following energy estimate:

Theorem 4.1. Consider the SVV approzimation (3.1) with ex and my such that

- 8d2Kei1
(A.7) N N
exm3 (log N)4 < C.

Then there is a constant By (proportional to II; _ Ky for s > 1 and to ||un||re for
s =0) such that

S

t
102 (- Dl a) + € fZ:XIW@MWAhMﬂ%T

(4.3) lal=s |e|<N

s+3 S s s
+ex 2105 un || L2(pr) < Bs + 3exl|05un (-, 0) | 2 (a)-

Remember that in this section p is symmetric and hence G* is real and non-
positive. Now if

(A8) [f

c= < oo for sufficiently large s, cf. (4.7) below, and

(A.9) o is such that €} [|05un (-, 0)]|z2a) < C,

then Theorem 4.1 implies that
(sl
|03un (- Dllzaa) < Cey* and (05 unlgaor) < ey,
Taking into account (4.2), we then find that
(4.4) 10,(I — Px)f(un(- )2y SCBs N7, s, =s(1—60) -,
(4.5) 105 (1 = P) f(un) |2 (pry < OB, N~ s > 1,

We can now turn these inequalities into spectral decay estimates in the uniform
norm using the Sobolev inequality (cf. Theorem 6, Chapter 5, in [20])

r r4+[2]+1

105ellze < €105 ) o

For example, inequality (4.5) becomes

(4.6)  (|05(I = Pn) f(un)||poe(py) < C By N~ HElH1-3 < 0 g, N—sr g1+,

Note that the polynomial decay rate in (4.6) can be made as large as the C*-
smoothness of f(-) permits. Taking r = 2, we can find the following result.
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Theorem 4.2. If f € C° with

4+ (4]
4.7 > 2
®7) TSioe
then
) C B,
(4.8) 102 (1 = Pn)f(un) | o (pr) + 102(1 = Pn) f(un)ll o= (pr) < =55~

The smoothness requirement (4.7) will be sufficient for all the estimates derived
throughout the paper.

Proof of Theorem 4.1. For sake of brevity, we will write || - || instead of || - [|2(a)
With (3.6) in mind, we rewrite the SVV approximation (3.1) in the two equivalent
forms

d
(49) Oyun + 0y - PNf(UN) — £”[uN] —eyAuy = —en Z 8J8kR?\}k * UN,
Jk=1
Oun + 0, - f(’U,N) — EN[UN] —enAuy
4.10 4 .
(4.10) = —en Y QORY xun + 0, (I — Px)f(u).
k=1

Since G*(€) < 0 (p is symmetric) and uy(z) and LH[uy] are real,

/LH[uN}uN de = )" GH(E)ac(t)* <0,

lel<N

and hence spatial integration of (4.10) against uy yields

1d
thHU Z GH +EN||6 UNH
l€l<N

d d
S 0,00 “NH £ 0unllI = P ()l

k=1 j=1

Using (3.8) with p = 2 for the first term on the right and (4.2) with (r,s) = (0,1)
for the second term, we find that

1d R K
gl = X G ©laeP + (e — 1) lsunl? < exlluv?
[EI<N

<enllunl|

with cx < Cey m%, (log N)? < C. Hence (4.3) follows for s = 0 since by (A.7),

€N
(o-5)

and ey lun||? < Cllunlf () = B3-
The general case follows by induction on s. Spatial integration of (4.9) against
Gﬁo‘u n for some multi-index « yields

1d

Sloun]® = 0GRl Plac(t)? + enl0g |

[I<N
(4.11)

d
< exllotul| 3 0,00RE « a;;uNH 10 Dsun 0111, - Py Flun)]|.

k=1
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After having used (3.8) and Young’s inequality to bound the first and second term
on the right hand side, we find that

1d

(87 {63 € (o3
50 unll® = D GHEIE Pla®) + 5105 dsun)®

lEI<N

1
< C 07 un| + 51105 P f(un) |1
EN
Now we sum over all |o| = s to find that

s « EN s
S onunl? — 3 S GHOIEPlac) + g u?
(4.12) lal=s |€]<N
< Cl|ozun P +

5P f (un) ||

By (4.1) and (4.2),

[0z Pn f (un )l < 107 (un)ll + 1021 — Pr) f (un)|

Ks .
< Ko 0unll + =5 105 un,

and hence by inequality (4.12) we see that
(4.13)

Ld, o e e d°KC? .
sl = 30 2 GHee Placl + (5 - Gt ) ozt un P
|af=s [{|I<N
dS/C2 2d5K2
< (0+ 22 ozunl? < 225 jozun,

where the last inequality holds for N big enough. By (A.7) and integration in time,
we then find that

(414)
lozun (01 = 30 3 GO [ el ar + Lo un o,

le]=s [€]<N

S

2dSIC2 s
< 107 UN||L2<DT>+ Hf’? un (-, 0)|%.

At this point (4.3) follows by the induction assumption on s since
: 2 2 —(2s-1
l05unlT2p,) < OB e Y.

The proof is now complete. O

5. A PRIORI ESTIMATES AND COMPACTNESS

In this section we prove uniform
L*(Dr), L(0,T; BV(A)), and C*%((0,T]; L' (A))

bounds on the solutions {uy : N € N} of the SVV approximation (3.1). As a
consequence we obtain compactness in L.
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5.1. Regularity in space.

Lemma 5.1. (L*>-stability) Let (A.1)~(A.9) and (3.5) hold and uy be the solution
of the SVV approximation (3.1). Then fort < ClnN,

lun ()l Loy < Cllun(-,0)[ Lo (a)-

Proof. For sake of brevity, we write just || - [|oo instead of || - ||z (a). First we note
that, for any smooth convex function 7(-) with derivative 7/(-), we have that
(5.1) 7' (un) LM[un] < LM[n(uy)].

This is a consequence of the inequality 7'(b)(a — b) < n(a) — n(b) which holds for
all smooth convex functions 7(-). Moreover,

(5.2 [ £ tntun . ))(e) do =0,
To see this note that

/ /I [>0 In(un (@ + 2)) = n(un (2)) + 2 - Janun (2)) 1z 1<1| dp(z) dz

1212 dpu(z) + () oo / du(z) < oo,

|z]>1

< 02n(un) oo /

|z|<1

since uy is smooth and periodic. By Fubini we then find that

/A['“[W(UN(-J))](JE) dz
B /\ >0 /A n(un (@ +2)) = n(un (2) + 2 - Tan(un (2)) 1jzj<1 dadu(z).
By A-periodicity of uy, (5.2) now follows since

/An(uN(a:Jrz))dz:/n(uN(ac))dx

A

for every z, and
/amin(uN(l'/7$i))d$/d$i
A

= / n(un(2',2r)) da’ — / n(un(z’,0))dz’ = 0.
(0,2m)d=1 (0,2m)4=1
Let us now integrate (4.10) against the function pu’;\fl (with p even), and use
(5.1) and (5.2) to get rid of the non-local operator £#[-]. We then find that

d —1
pllun(- » lun (5 ) lra) = 3 llun ()11, Z/UP z,t)0pun (z,t)dx
H ||L (M) dt‘ ‘L (A) dtH ||L (A) A N ( t

d
Sp/ uiH(wt) [ en Y 050kRY x un(,t) + 0, - (I = Py) f(un(2,1)) | da
A

Jk=1

which by the Holder inequality (with p and ¢ = —1) is less than or equal to

pllun (o) e

d
Y ORY xun (1)

j.k=1

+ 1|0z - (I = Pn)f(un(-t))[l e (a)

LP(A)
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Since [|¢pP~ 1||Lp . = |l¢lb," , we may divide both sides by pHuN(-,t)H]Z;(lA) and
send p — oo to discover that

d
S0l < x| 30 00RYE wunt)| #1021 - ) un )

jk=1
By (4.8), (3.8), the definitions of B,, Ky and cy, and (A.7), it follows that

100 - (I = P ) f (un (-5 8)[loo S ~ <~ H’C A HUNHom

o 32 0,0y un 0| < extul < Cluvils,

7,k=1 o
and hence
d C 52
uv G Olleo < enllun (oo + 57 llun ()]s -
Letting y(t) = e “~||lun (-, 1)]|, and multiplying by the integrating factor e~ ¥t
we find that
dy C 2 52
< Ly () enCz -1t
Dy < Sy e
which implies that
1
C(eczv(éfl)t o l)y%*l(O) %71
t)<y0)|1- .
y(t) < y(0) New
Going back to ||un(-,t)|/eo, we can conclude that
2 s2
Ceen (5 —1)t o=
e Bl < e 0 (1 Sl ’
where the last factor is bounded for ¢ < C'In N for some C. O

We also have the following result:

Lemma 5.2. (BV-stability) Let (A.1)=(A.9) and (3.5) hold, and uy be the solu-
tion of the SVV approzimation (3.1). Then

Jun (T Bv(ay < e <|UN(':O)||BV(A) + CN”)

with cx = exy m%, (log N)4 < C and s3 = s(1 —0) — 2 > 0.
Proof. Spatial differentiation of (4.10) yields
OOiun + 0y - (f'(un)Oun) — L*[Ojun] — en Adjun

d
= 0;0, - (I — PN)f(uN) +en Z 8jf)kRj\}k * Q;upN.
k=1
If we integrate this expression against sgn,(J;uy), where sgn,(-) is a smooth ap-
proximation of the sign function, we can get rid of the non-local operator L[] as
in the proof of Lemma 5.1. If we also use (3.8) with p = 1 and take the limit as
o0 — 0, a standard computations reveal that

d
a“aiul\’('at)”Ll(A) < C0:0x - (I — Pn)f(un)|lra) + enllOiun ()l (a)
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Since Jun (-, t)||pv(a) < Z?Zl l0iun (-, )|l 21 (a), We integrate this inequality in time
to see that

lun(, )l By a) < e <||UN('7O)|BV(A) +C o3I - PN)f(uN)”Ll(DT))'

But by (4.4),
1031 = Pn) f (un) | £r (ry < CHOZT = Py ) f(un) L2 (py) < CBs VT N2,
and the proof is complete. O

5.2. Regularity in time.

Lemma 5.3. (Regularity in time) Let (A.1)=(A.9) and (3.5) hold and, uy be the
solution of the SVV approzimation (3.1). Then

un(-t1) —un (- t2)lzray < C /It —tal.

Proof. Let u$;(-,t) = un(-,t) * we(-) for an approximate unit w, (cf. the proof of
Theorem 2.2). By the triangle inequality we see that

lun (1) —un (s t2)llLray < lun () —ui (5 t)llLay

(5.3) . . .
+Juf (5 1) — un (5 t2) iy + llui (5 t2) — un (5 t2) | i (a)-

The first and the third term on the right-hand side of (5.3) are bounded by €|u|py:
lun(-,t) —uy ()l a) = / '/ we(y — x)(uN(x,t) - uN(y,t)) dy| dz
A lJRa
< / / wg(s)’uN(:v,t) —upn(s+ x,t)‘ dsdx
A JRI

< Valu(+ ) ves) / 15| we(s) ds
R
S \/EE|’LL(’,15)|B\/(A).

Let us estimate the second term. By Taylor’s formula with integral remainder,

lluge (- t1) — uiy (- t2)ll 21 (a)
1

< |t1 — t2|/ / |6tu§\](a:,t1 + T(tg — tl))| dr dx.
AJO

We now derive a bound for ||O;un/||z: (and hence also for ||9yu%||L1) by using the
SVV approximation (3.1) itself. To this end, we take the convolution product of
both sides of (4.9) with w, to obtain

l0cu [l a) < 110 - Py f(un) * wellpray + 1€ [un] * well £ (a)

d
+en |[Aun * wel[z1(a) +en Z ;06 REF s un | * w,
Jk=1 e

=0+ + I3+ 14.
By the triangle inequality and Young’s inequality for convolutions,
I = |0, - Py f(un) * wellz1(a)
SN0 - fun) * wellLray + 10 - (I = Pn)f(un) * wel[Lr(a)
<O - flun)llLra) + 1102 - (I = Pn) fun)lLra)-
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Therefore, by the regularity of f and uy ((A.8), Lemmas 5.1-5.2) and (4.8), we
find that

1
L <C (‘u('vt”BV(A) + N) .

For the term containing the non-local operator we write
I S/ (/ / uN(x+z)—uN(x)—z~8zuN(x)du(z)> we(x —y) dy
A R J|z|<1

+/A (/}Rd /\z\>1 un(z + 2) —un(2) d,u(z)) we(z —y) dy

The second term on the right hand side of the inequality above is easily seen to
be bounded by C|lun(-,t)||51, while Taylor’s formula with integral reminder and
integration by parts reveals that the first term is bounded by

/A/ /u /01(1 —7) |22 O (2, )] [Dawe (2 — )] d7 dp(2) dy d

< Ce ulpyay-

dzx

dx

For the Laplace term we have
I3 < |0pu % Opwel 1 (a) < € |ulpvay,

and finally, using Young’s inequality for convolutions and (3.8),

d
I4:€N Z ajBka\’,k*uN * We SCHUN”Ll(A).
PRt LY(A)

To sum up we have
0uivllLr(ay < [Ounllpray < C <1 + %) ,
and inequality (5.3) and the above estimates then implies that
lune (s t1) = un (s to)llaa) < C(6+ jt1 — 2] <1+e—1>).

Take e = /|t1 — t2] and the proof is complete. O

5.3. Compactness. Thanks to the space/time a priori estimates in Lemmas 5.1
— 5.3 and a Helly like compactness theorem, cf. Theorem A.8 in [23], the family
{un : N € N} of solutions of the SVV approximation (3.1) is compact.

Theorem 5.4 (Compactness). Let (A.1)—(A.9) and (3.5) hold, and uy be the solu-
tion of the SVV approzimation (3.1). Then there exists a subsequence uy converg-
ing in C([0,T); L*(A)) to a limitu € C([0,T); LY(A))NL>(Dr)NL>(0,T; BV (A)).

6. CONVERGENCE AND ERROR ESTIMATE

The solution v, of the vanishing viscosity method (2.3) converges to the unique
entropy solution u of (1.1), and by Theorem 2.4,

[ul-s8) = vey (5 B)llra) < CVen.

In this section we prove a similar error estimate between v¢, and the SVV approx-
imation uy.
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Theorem 6.1. Let (A.1)—-(A.9) and (3.5) hold, uy be the solution of the SVV
method (2.3), and v, be the solution of (3.1). Then

[un (- T) = vey (Tl zr(a) < CVen.

A direct consequence of Theorems 2.4 and 6.1, is the following convergence and
error estimate for the SVV method.

Corollary 6.2. (Convergence with rate) Let (A.1)-(A.9) and (3.5) hold, un be
the solution of the SVV method (3.1), and u be an entropy solution of (1.1). Then

[u(,T) —un(-T)|lLra) < CVen.
Proof of Theorem 6.1. Since v, is smooth, we can subtract equation (2.3) from

equation (3.1) to obtain
O(un —vey) + 00 - (f(un) = f(vey)) = L¥[un — vey] — enA(un — vey)

d
=—ex Y O;RY xOpun + 0:(I — Py) f(uy).
Jik=1

As explained in the proof of Lemma 5.2, we can integrate such an inequality against
(a smooth approximation of) sgn(un — vcy ), to find that (after going to the limit)

d
&HUN — Veyll1(a)

< eNH Xd: QR (1) *8kuN(-,t)’

k=1
By (3.7) with r = s =1, (A.4), (A.5), and Lemma 5.2,

oy 10 (2 = P} () o

A

Aun (-, t)‘

|5 oot <] 35 ande

Jik=1 Jik=1

Ll(A)H L1(A)

< C my (log N)lun (-, 1) Bv(a) < C ey,
so we can integrate in time to obtain
lun (1) = ven ()1 ay < Cvew + 1100 - (I = Py) f(un (Tl (or)

< C(\/a-&- 05 - (I — PN).f(uN("T))HLQ(DT)>'

By (4.5),
182 - (I = Pn) f(un (-, T)) || n2(pp) < CKs N~6148) < CK,N™2 = C /ey,
since s1 = s(1 —0) —1 >0, cf. (4.7). The proof is now complete. O

7. AN APPLICATION: THE FRACTIONAL BURGERS’ EQUATION

In this section we apply the results of the previous sections to numerically solve
the fractional (or fractal) Burgers’ equation in R?,

d

(7.1) dpu+u iy Opu= —(=A)M?u, (x,t) € Dr,
u(z,0) = ug(x), r €A,

where the fractional Laplacian term —(—A)2uy = L£™[uy] and 75 has been

defined in (1.3). In this setting expression (3.4) becomes

) dz
G”*(£)=CA/ e —1 =il 2101 —s
|z]>0 7= |z[d+A
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(a) A=1.6 (b) A=11

() A=06 (d) A=0.1

FIGURE 1. Solutions of system (7.3) with NV = 256 and 7" = 0.5.
The piecewise constant initial datum is ug(x) = sgn(w — z).

with ¢y = AT(H2) (271-%‘M NG %)) , cf. [19]. We have the following result:

Proposition 7.1.

-Gyl for d =1,

(7.2) GhEO=1 ¢ \&\*/ ds, ford>1,
ly|=1

where Cy =2cx A7! [T 2™ sinzdz > 0 and f\y\:1 ds, = 2r?21r-1(4).

The proof is given at the end of this section. In the above result and in the
following, dS, will denote the surface area measure of the unit sphere |y| = 1.
Expression (7.2) is the “Fourier symbol” of the fractional Laplace operator in our
periodic setting. When A € (0, 1), the integral ©, = fooo z™ A sinz dx is a generalized
Fresnel integral [29] with value

Oy =T(1 - \)sin (@) .

When A = 1, © is a Dirichlet integral [24] and has value 7. For A € (1,2), the

integral ©, has to be evaluated numerically since explicit formulas are not available.

Remark 7.2. By Proposition 7.1 there is a positive constant such that
[ e a0 un () do =~ (€l lac
A €I<N
where right-hand side is a fractional Sobolev semi-norm [4]
D MA@ = fun ()7 2n)-
[EI<N

Simple energy estimates can then be used to show that the solutions of (7.1) be-
long to H*/?(A), which is more regularity than what can be expected for general
solutions of the pure Burgers’ equation (u = 0).
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@ 5 s 1 B B B3 5 s

() A=06 (d) A=0.1

FIGURE 2. Solutions of system (7.3) with N = 256, 7" = 0.5, and
en = 0. The piecewise constant initial datum is ug(x) = sgn(r—=x).

We now use the SVV method (3.1) to work out some approximate solutions of
the fractional Burgers’ equation (7.1) with d = 1. Hence f(u) = u?/2 and p = 7
in (3.1). We multiply both sides of (3.1) by e~%® and integrate over (0,27) to
obtain the following system of ODEs

(7.3)
d ; R
&ﬁé(t) + % Z (1) tig(t) + Cx €[ e () + en Loy <ie)<n €]* Qe (t) e (t) = 0,
Ipl,lal <N
p+q=¢

where the Fourier coefficients Qg satisfy the assumptions listed in Section 3 and are
chosen as in [30] (they vary continuously between zero and one). In our simulations
we have used a fourth order Runge-Kutta solver for (7.3).

The results of our numerical simulations can be found in Figure 1 and 2. The
results in Figure 1 confirm the convergence of our SVV approximation (7.3) for all
all values of A € (0,2). In Figure 2 we have solved the (7.3) with ex = 0 (no spectral
vanishing viscosity). For A > 1, convergence continues to hold, while for A\ < 1,
convergence fails and spurious Gibbs oscillations appear. This is consistent with the
theoretical results for fractional conservation laws [2, 18]: These equations admit
smooth solutions for A > 1 (the strong diffusion case), while shock discontinuities
may appear for A < 1 (the weak diffusion case).

Proof of Proposition 7.1. Let us prove the case d = 1 first. By Euler’s formula,
€'%* = cos(£2) + isin(£z), we find that

/ e — 1 — itz dy = / cos(€z) — 1 ds 4+ z/ sin(€z) — &z &,
i<t 2 <1 [T i<t 2P
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Taylor expansions show that these integrals are finite. In fact, the sin-integral is
zero since the its integrand is odd. Integration by parts then leads to

/' cos(€z) — 1 Qs — 2/1 cos(§z) — 1 &
|z]<1 0

‘Z‘l-k/\ 21+

‘1 3 ! sin(€z)

2
= —ﬁ(cos(fz) — 1) 0 b\ o Z>‘ dz
2 2 i
= _X(COS(O 1) — /\6 bmz(ﬁz) dz.

0

Now we consider the integral over |z| > r. Again the imaginary part (the sine part)
is zero, and a computation like the one we performed above reveals that

s -1 2 2§ [ sin(£2)
e CURL R

Note the + sign of the cosine-term! We add these two equations and find that
G (€) = — 252 / Tein(ez) o
0

A 2A

The integral fooo 27 sin(€2) dz is finite and positive for all A € (0,2) (cf. [16] for
details). Whenever £ > 0, we can use the change of variable £z — x to deduce that

/oo sin(fz) 4z — 1 /00 sin}\x dz
0 z o T

dz.

and thus
2(‘>\ sin x
G™ (&) = dz.
(©) |
When £ < 0, we use the relation sin(—fx) = —sin(&x) to obtain
- 2(:)\ sin
6O =221 [ a,

and the conclusion for d =1 follows.
When d > 1 we use polar coordinates x = ry for » > 0 and |y| = 1, and we find

that
F—1—4€-z / / cos(&-yr)—1 -1
drds,,
/|Z|<1 |2]d+A yl=1 T pdbx Yy

etz — cos(§-yr)
/\z\>1 ‘d+/\ /1| 1/ B drdSy
ly

Proceeding as in the d = 1 case for the r-integral with y fixed, we find that
2¢) N * sinz
O T A=k
A =1 oo
A *sinx
dSy/0 Y dx.

By symmetry, the value of the y-integral is the same for any £. Therefore,

/ ¢ dSy:/ ly -y dSy:/ ds,.
lyl=1 lyl=1 lyl=1

G

The proof for the case d > 1 is now complete. O

20,\ A f
e[|
A =1 | 1§

A
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8. EXTENSION TO ASYMMETRIC MEASURES 12

In this section we show how to modify the arguments of the previous sections
to obtain results for a large class of non-symmetric measures p including all the
Lévy measures used in finance. A careful look at the previous arguments shows
that symmetry of u is used for the sole purpose of having a sign of the fractional
term in the energy inequality (see (4.14)) in order to prove Theorems 4.1 and 4.2.
This fractional term is

(8.1) // L' uy] 02 uy dudt =
Dt

and it is non-positive when g is symmetric. In the general case the sign of the
fractional term (8.1) is unknown, but everything still works if we assume that

S e feo / g (1) 2 dt,

[EI<N

H= s + fn,

for ps, 1, satisfying (1.6) (i.e. we assume (1.5) and (1.6)). Note that in this case,
we may split the weights in (3.4) into their symmetric and non-symmetric parts,

GH () = G (§) + G (6).

where G*:=(&) is again real and non-positive, and by (1.6),

(8.2) |GH (&) = /H>06i5'271*i£-21\z|<1 dpn(z) SCn(1+|£\)~

The main result of this section is the following:

Theorem 8.1. (Convergence with rate) Let (A.1)-(A.9), (1.5) and (1.6) hold, ux
be the solution of the SVV method (3.1), and u be an entropy solution of (1.1).
Then,

[u(-,T) —un(-T)|lLra) < CVen-

To prove this result, we have to modify the arguments of the previous sections.
In view of the above discussion the key result to obtain is a version of Theorem 4.1
for measures p satisfying (1.5) and (1.6):

Theorem 8.2. Assume (A.1)-(A.7), (1.5), (1.6) hold, and let uy be the solution
of the SVV approzimation (3.1). Then there exists a constant By (proportional to
14+1I;_ Ky for s > 1 and to ||un||z~ for s =0, see Theorem 4.1) such that

s s s+3 s ] s s
exllOsun ()l 2a) + ex 21105 unllr2(pyy < Bs + 4ex |05un (-, 0)|| L2 (a)-

We prove this result at the end of this section. Now if we also assume that (A.8)
and (A.9) hold, then it easily follows that Theorem 4.2 still holds if we replace Bj
by B,. At this point the reader may easily check that all the other results also hold
if we everywhere replace By by B — and hence Theorem 8.1 follows.

Remark 8.3. A Lévy measure p defined by
dp = g(2) dma(2),
(see (1.4)) can be written as u = ps + p, where
dps = g(2) Ng(—z)dmy and  du, = [9(2) — g(2) A g(—2)]dmx.
Note that ps, pn > 0, s is symmetric, and that p,, satisfies the integrability con-

dition in (1.6) if g is locally Lipschitz: Let g,(z) = g(z) — ¢g(z) A g(—z) and note
that ga(0) = 0, hence g (2) = |92 (2) — ga(0)] < C|2] for |2] < 1.

We now show how to modify the proof of Theorem 4.1 to prove Theorem 8.2.
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Proof of Theorem 8.2. Once again we use the shorthand || - || instead of || - ||2(a),
and rewrite the SVV approximation (3.1) as in (4.9) and (4.10). Note that (5.1)
and (5.2) holds for general measures x, so we find that

/Aﬁ“[uN}uN de/AU‘[u

Hence, spatial integration of (4.10) against uy yields

1d
L + ex oun
d ) d
< enlunl]| S oj00RE *“NH S Byl — Py )]

Jik=1 Jj=1

and the conclusion in the case s = 0 follows exactly as in the first part of the proof

of Theorem 4.1.
Now let s > 0, and note that by (8.2) and Young’s inequality,

/A 2wy Lo fuy] dz= 3 (—i€)* G () g (1)

lEl<N

< 0 Cal1+gl) 1€ fae(t)?

[EISN

< 3 (0nr Dler+ E ) ePrar

[EI<N

If we take this into account and perform spatial integration of (4.9) against 92%uy
for some multi-index «, we find the following modified version of (4.11),

1d

[e} a N e o
5 10Nl = 37 Gr©Ie Plag(t) + = 195 run]?

[§lsN

< en||0zunl|

d
> 006 Ry + a;juNH

k=1

o Ja]—1 202 « 2
+ 100z un 1050 - P f (wn)ll + =10 un 7.

As in the proof of Theorem 4.1, we now use (3.8) and Young’s inequality to bound
the first and second term on the right hand side. The result is that

1d, .. o N
sqlosunl? = 3 G (©lePlae®)? + 102 0,un]?
[§I<N

1 202
< Cloguxl + ok Py fun)I* 4+ = 05 ]

Now we sum over all |a| = s to find that

1 d S s 6% EN S
salzunl? = 37 D G @I Plac)P + 5105 un?
lo|=s [€]<N

ds 202
< Cdun® + a\l@iPNf(uN)H2 + ?H@zuml?‘

Thanks to (4.1) and (4.2),

Ks s
183 Px f ()| < Ko |03un | + =37 105 un



PERIODIC FRACTIONAL CONSERVATION LAWS 21

and hence

S12
LjozunP = 3 3 G e Plact)P + (L - 2EKen) geny 2
Zdt 2 N2€N z

la|=s[§|<N

2C2 +2d°K2 s 2C2 + 3d°K?
< (C+ "T> 0zunl?* < ==———=0;

2
un||%,

where the last inequality holds for N big enough.
To conclude, we use (A.7) to obtain

slozanColP = Y0 3 G / ja(r) 2 a7 + X105 By

lal=s || <N
_ 202 +3d°K2
<1 UNI\L2<DT>+ H<9 un (-, 0)|%.

The proof is now complete since by induction on s,

103un132(ppy < C B ey Y.

APPENDIX A. PROOF OF THEOREM 2.2

Let us take ¢ = ¢(z,y,t,s), v = u(x,t) and v = v(y, s). We set k = v(y, s) in
the entropy inequality for u(x,t), and integrate over all (y,s) € Qr to obtain

I [ o) e
Dr DT
+ q(u(z,t),v(y, 5)) - Ot (2, y, 1, 5)
+n(u(z,t), v(y, ))L*”W( y,t,5)|(x)
+ 1’ (u(@, ), v(y, 8)) L7 [ul-, ) (@) Y(z, y, ¢, 5)
n(u(zx,t),v(y, ))*yu~ Oz 0(x,y,t,s) dedtdyds > 0.

In the entropy inequality for v(y, s), we set k = u(x,t) and integrate with respect
to (x,t) to find that

//DT //DT u(z,t),v(y, s)) Osip(x, Y, t, 5)

+ q(u(z,t),v(y, 5)) - Oy (x, y, 1, 5)

+n(u(z,t),v(y, s)) L[ (x, - T, )] (y)

=0 (u(z,t),v(y, 8)) L4 [v(, 8)](y) (2, 9,1, 5)
+n(u(z,t),v(y, s)) v, - Oyb(z,y,t,s) dydsdzdt > 0.

ul\zx,

In the following we need the R?%-operators
g = [ oty )~ o) i),
z|>r

ot aw) = [ ola = sy - 2) -~ oloy) dulo)

|z|>r
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With these definitions in mind, we add the two inequalities above and change the
order of integration to find that

//D //D u(z,t),v(y, s)) (O + 0s)¢(z,y, t, s)
+ q(u(z,t),v(y, 8)) - (O + Oy) (2, y,t,5)
+n(u(z,t),v(y, s)) L [U(,y,t, 8)](x)
+n(u(z,t),v(y, s)) L Y (x, - 1, )] (y)
+ 11 (u(z, ), 0(y, 8)) L7 [ul- 1) = v(-, 8)](@,9) Y@, y, 1, )
+n(u(z, t),v(y,8)) v, - (0x + Oy)Y(2,y,t,5) dw > 0.

Here and in the following we use the shorthand dw = dz dt dy ds. Note that

0 (u(w, ), 0(y, $)) L7 Tu(, 1) = v(, 8)](2,y) < L [(u(-, 1), v(, 5))](z, y).

Moreover, using the change of variables (z,y) — (v — z,y — 2),

//DT /DT d(,y,t,8) L7 [n(ul, ), v(, 8)))(2,y) dw
_/‘Z‘M//DT //DT n(u(z,t),v(y, s)) Y(z,y,t,s) dwdpu(z),

which by periodicity and the definition of £*#" equals to

/W /0 : / /0 : [ ). 0.9) vl = 2y = 2.t.5) dwdp(2)
- /|| //D ) //D (1) vl ) 1 8) o (2
- //D ) //D () (0, 5) £ 9], )

Therefore we have proved so far that

//DT//DT u(@, t),0(y, 5)) (0 + 05) (2, y, 1, )

(O + 0y (2,9, t, )
Lot WJ( ot 9)]( )
Lot ,5)](y)

Lk [ (» ot 9)](x,y)

Yy, (Oz + 0y)(w,y,t,s) dw > 0.

efinition of v, and defining

+n(u(z, 1), v(y,

We now send r — 0, remembering th
L6(, ()
B /\ P B2 = 9+ O 000 0) Lr ()
The result is

//DT//DT u(z,t),v(y, ) (0 + 9s)¥(2,y. ¢, 5)

q(u(z,t),v(y, s)) - (O + Oy) (2,9, t, 5)
+T](u( z, )77)( Y, ))5*”[¢('7',t78)]( z,y )deO

[¢]
(oW

(A1)
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To conclude, we show how to derive the L!-contraction (2.2) from this inequality
by choosing the test function v as

(A2) Y(z,y,t,5) = & (“TQJ) ws (t 3 5) o(t), p.8>0,

where ws(7) = 3 w(5) for a nonnegative w € C°(R) satisfying
w(—=7)=w(r), w(r)=0forall|r]>1, and /w(T) dr =1,
R

while @, (x) = wy(21) - - Wp(2xa) With w,(-) such that

@p(T) =D _wy(r +2k).

keZ

Note that @, is periodic in each coordinate direction. By a direct computation,

@+ 00t nts) =y (52 ) s (57 0
(Oz + Oy)ib(2,y,t,5) =0,
LW (st 8)](w,y) = 0.
Thus, with this test function ¢ at hand, inequality (A.1) becomes

(O Y EEeRIEs (55Y) s (552) ¢ au o

We then go to the limit as (p,d) — 0 to find that

(A4) // lu(z,t) —v(z, t)] ¢ (t) dzdt > 0.
Dr
To conclude the proof we now take ¢ = x,, for
t
(A5) Xﬂ(t) = / ((JJ#(T — tl) — w#(T — tz)) d’T7 0<ty <ty <T.
— 00

Loosely speaking, the function x,, is a smooth approximation of the indicator func-
tion 1, ;,) which is zero near t =0 and ¢t = T for u > 0 small. Since

Xu(t) = wu(t —t1) —wu(t = ta),

inequality (A.4) reduces to

// lu(z,t) —v(z, )| w,(t —t2) dtda < // [u(x,t) —v(z,t)|w,(t —t1) dtda.
T T
By the integrability of v and v and Fubini’s theorem, the function
B(t) = /A lu(z, t) — v(x, t)] dz € L'(0,T),
and we may write the above inequality as a convolution
D xwy,(ta) < D xwy(th).
By standard properties of convolutions, ® * w,(t) — ®(t) a.e. t as p — 0. Hence,

(=) (- t2) | pr gy < 1w — 0) (-, t1) | Lagay  for ace. t,ts € (0, T).

Finally, the theorem follows from renaming to and using part i) in Definition 2.1
to send t; — 0.
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APPENDIX B. PROOF OF THEOREM 2.4

The vanishing viscosity problem (2.3) has a unique classical solution u. for £ > 0,
see Remark 2.6. If we multiply (2.3) by n’(u.) for any smooth convex function 7, use
standard manipulations on the conservation law part combined with the inequalities

(0] = ) (2T + £ Tud ) < £2Da(w] + 0 ()£
0 (ue) Aue = An(ue) — e’ (ue)|0puc]* < An(ue),

we find, after integration against any nonnegative test function ¢, that u. satisfies
the (entropy) inequality

I} e B+ s ) Bu -+ e ) L3 1] 1 ) 7]
Dr
+n(ue, k)5, - Oup + en(ue, k) Ap dzdt > 0.

From this inequality we proceed as in the proof of the L!-contraction (Theorem
2.2). We take u = u(z,t), ue = u.(y, s), and find the inequalities

//DT //DT (z,1),uc(y, ) Opp(x, y,t, 5)

)
+ q(u(z,t), uc(y, s)) - Oub(w,y,t, 5)
n(u(@, ), ue(y, s)) LI (-, y,t, 8)](2)
+ ' (w(@, t),ue(y, s)) L [u (-, 1)](x) (2, y,t, 5)
+n(u(z,t), ucy, s)) v, - 0u(z,y,t,5) dw > 0.

//DT //};T n(u(z, ), uc(y, ) O (x, y, t, 5)

u(z,t), uc(y, s)) - Oyh(z,y.t,s)

+ q(ulz,t) )
+n(u(@, 1), uc(y, s)) LMY (@, - 1, 9)](y)
' s)

)V

and

=1 (w(@, 1), ue(y, s)) L [ue (-, 8)](y) ¥(2,y, ¢, 5)
+n(u(®,t), uc(y, s)) v, - Oyb(z, y,t, s) dw
+ en(u(m,t),ue(y, )) y¢(3fvy7t78) dw > 0.

As in the proof of Theorem 2.2, we add and manipulate these to get (see (A.1))

//DT //DT n(u(@,t), ue(y, 5)) (0: + 0s)ip(x, y, 1, 5)

+ q(u(:p, t)vue(y7 S)) . (aﬂv + ay)w(z: Y, t, 5)
n(u(xvt)qu(yv S))E*’”W('v ~,t,8)]($,y)
+en(u(z, t),uc(y, s)) Ay(z,y,t,s) dw > 0.

We now take the test function ¢ as in (A.2) and find that (see (A.3))

L, -t (552 (157) 00
= 6//DT //DT u(@, 1), ue(y, s)) Ay (z, y,t, ) dw.
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After an integration by parts, the right-hand side (R.H.S.) is bounded by

R.H.S. <e//D //D
3k ) /. 1By, )] By, 5)] o

€
< CT|UO|BV(A);:

Oylu(w,t) — ue(y, s |H6y1/1 z,y,t,5)|d

where the last inequality is a consequence of the estimate |u. (-, )| gy (a) < |uo|pv(a)
and (A.2).
To estimate the left hand side (L.H.S.) of (B.1), note that

= lue(y, s) — ulz, t)|¢' (t)
—luc(z,t) —u(@, t)|¢'(t) — uc(x, s) — ue(2, t)|[¢" ()| — |uc(y, s) — uc(z, s)||¢' (t)],
and that

//DT //DT fue(z, 8) = e, 1)| &, (%) ws (?) ¢/ (1)] dw =20
and
//DT //DT [uc(y, ) = e, )| &, (xz;y) ws (t 3 8) 6/ (8)] dw < CTluo| v p.

Hence we conclude after sending § — 0 that

- // [ue(z,t) — u(z, )| ¢ (t)dedt — Cp < L.H.S. (< R.H.S.).

The results then follows by setting p = /e and ¢ = x,, as in (A.5), and conclude
as in the proof of Theorem 2.2: Sending pu — 0, setting to = ¢, and using part i)
in Definition 2.1 to send ¢; — 0.
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CONTINUOUS DEPENDENCE ESTIMATES FOR NONLINEAR
FRACTIONAL CONVECTION-DIFFUSION EQUATIONS

NATHAEL ALIBAUD, SIMONE CIFANI, AND ESPEN R. JAKOBSEN

ABSTRACT. We develop a general framework for finding error estimates for
convection-diffusion equations with nonlocal, nonlinear, and possibly degener-
ate diffusion terms. The equations are nonlocal because they involve fractional
diffusion operators that are generators of pure jump Lévy processes (e.g. the
fractional Laplacian). As an application, we derive continuous dependence es-
timates on the nonlinearities and on the Lévy measure of the diffusion term.
Estimates of the rates of convergence for general nonlinear nonlocal vanishing
viscosity approximations of scalar conservation laws then follow as a corollary.
Our results both cover, and extend to new equations, a large part of the known
error estimates in the literature.

1. INTRODUCTION

This paper is concerned with the following Cauchy problem:
Opu(z,t) +div (f(u)) (z,t) = LA(u(, t)](z) in Q=R x (0,7T),
U(Z’, 0) = UO(‘T:)’ in Rd7

where u is the scalar unknown function, div denotes the divergence with respect to
(w.r.t.) z, and the operator £* is defined for all ¢ € C>*(R%) by

(12) L) = [ blet ) - o) -2 Doz du(o)
RI\{0}

where D¢ denotes the gradient of ¢ w.r.t. x and 1<y = 1 for [z2| < 1 and = 0

otherwise. Throughout the paper, the data (f, A, ug, 1) is assumed to satisfy the

following assumptions:

(1.3)  feWhe(R,R?) with f(0) =0,

(1.4) A€ W"®(R) is nondecreasing with A(0) = 0,

(1.5)  wp € L®(RY) N LY(RY) N BV (RY),

(1.1)

and

(1.6)  u is a nonnegative Radon measure on R?\ {0} satisfying

/ |2> A 1dpu(z) < 400,
RA\{0}
where we use the notation a A b = min{a, b}. The measure p is a Lévy measure.

Remark 1.1.

(1) Subtracting constants to f and A if necessary, there is no loss of generality
in assuming that f(0) = 0 and A(0) = 0.

2010 Mathematics Subject Classification. 35R09, 35K65, 35165, 35D30, 35B30.

Key words and phrases. Fractional/fractal conservation laws, nonlinear parabolic equations,
pure jump Lévy processes, continuous dependence estimates.
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(2) Our results also hold for locally Lipschitz-continuous nonlinearities f and A
since solutions will be bounded; see Remark 2.3 for more details.

(3) Assumption (1.6) and Taylor expansion reveals that £[¢] is well-defined
for e.g. bounded C? functions ¢:

@) < max Do+ 9] [ Gl + Aelm [ au)

|z]>1
where D?¢ is the Hessian of ¢. If in addition D?¢ is bounded on R?, then
so is LF[g].

<|z|<1

Under (1.6), £* is the generator of a pure jump Lévy process, and reversely,
any pure jump Lévy process has a generator of like £+ (see e.g. [6, 56]). This
class of diffusion processes contains e.g. the a-stable process whose generator is the
fractional Laplacian — (—A) % with a € (0,2). It can be defined for all ¢ € C°(RY)
via the Fourier transform as

(=2 o=F1(|"F9),
or in the form (1.2) with the following Lévy measure (see e.g. [6, 32]):

(1.7) du(z) = ‘Zld% (up to a positive multiplicative constant).

Many other Lévy processes/operators of practical interest can be found in e.g.
[6, 24]. Under assumption (1.4), £L/[A(-)] is an example of a nonlinear nonlocal
diffusion operator. For recent studies of this and similar type of operators, we refer
the reader to [8, 9, 15, 19, 27] and the references therein.

Equation (1.1) appears in many different contexts such as overdriven gas detona-
tions [22], mathematical finance [24], flow in porous media [27], radiation hydrody-
namics [53, 54], and anomalous diffusion in semiconductor growth [59]. Equations
of the form (1.1) constitute a large class of nonlinear degenerate parabolic integro-
differential equations (integro-PDEs). Let us give some representative examples.

When A =0 or =0, (1.1) is the well-known scalar conservation law (see e.g.
[25] and references therein):

(1.8) Ayu + divf(u) = 0.

When A(u) = w and L is the fractional Laplacian, (1.1) is the so-called frac-
tal/fractional conservation law:

(1.9) Ayu+ divf(u) = — (—A)2 u.

Equation (1.9) has been extensively studied since the nineties [1, 2, 3, 4, 5, 7,
10, 11, 12, 16, 17, 20, 21, 28, 29, 30, 31, 32, 35, 38, 39, 40, 41, 43, 46, 51, 52).
When A is nonlinear, (1.1) can be seen as a generalization of the following classical
convection-diffusion equation (possibly degenerate):

(1.10) Opu + divf(u) = AA(u);

see e.g. [13, 14, 18, 23, 42] for precise references on (1.10). Equations combining
non-linear local diffusion and more general Lévy diffusion,

(1.11) Opu + div f(u) = div(a(u)Vu) + L*[u],

have been considered in [43].

The case of nonlinear nonlocal diffusions has been studied in [27] in the setting
of nonlocal porous media equations, and in [19] where a general L> N L!-theory for
(1.1) is developed along with connections to Hamilton-Jacobi-Bellman equations
of stochastic control theory. Other interesting examples concern the class of non-
singular Lévy measures satisfying f]Rd\{O} dp(z) < 4o0. In that case, (1.1) can be
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seen as a generalization of Rosenau’s models [44, 45, 49, 50, 57, 58] and nonlinear
radiation hydrodynamics models [53] of the form

(1.12) O+ divf(u) = g x A(u) — A(u),

where * denotes the convolution product w.r.t. # and g € L'(R?) is nonnegative
with [p. g(z)dz = 1.

Most of the results on such nonlocal convection-diffusion equations concern Equa-
tion (1.9) whose diffusion is linear. It is known that shocks can occur in finite
time [4, 28, 44, 45, 46, 50, 57], that weak solutions can be nonunique [2], and that
the Cauchy problem is well-posed with the notion of entropy solutions in the sense
of Kruzhkov [1, 43, 49, 57]; see also [37] for the related topic of time fractional
derivatives. Entropy solutions theories can also be found in [53] for nonlinear but
non-singular nonlocal diffusions and in [43] for linear but more general singular
Lévy diffusions along with nonlinear local diffusions. Very recently, the entropy
solution theory has been extended in [19] to cover the full problem (1.1) for general
singular Lévy measures and nonlinear A.

The purpose of the present paper is to develop an abstract framework for find-
ing error estimates for entropy solutions of (1.1). As applications, we focus in this
paper on continuous dependence estimates and convergence rates for vanishing vis-
cosity approximations. We refer the reader to [13, 18, 23, 42, 48] and the references
therein for similar analysis on (1.10) and related local equations. As far as non-
local equations are concerned, continuous dependence estimates for fully nonlinear
integro-PDEs have already been derived in [36] in the context of viscosity solutions
of Bellman-Isaacs equations; see also [32, 34, 36] for error estimates on nonlocal
vanishing viscosity approximations.

To the best of our knowledge, the only continuous dependence estimate for non-
local conservation laws can be found in [43]; see also [1, 29, 32, 49, 57] for conver-
gence rates for vanishing viscosity approximations of Equations (1.9) and (1.12).
The general estimate in [43] is given for Equation (1.11) in the case of self-adjoint
Lévy operators. Inspired by the present paper, a formal discussion on possible ex-
tensions to nonlinear nonlocal diffusions is also given. On the technical level, [43]
employs so-called entropy defect measures while we do not.

To finish with the bibliography, let us also refer the reader to [20, 21, 26, 30, 53]
for the related topic of error estimates for numerical approximations.

Our main result is stated in Lemma 3.1, and it compares the entropy solution u
of (1.1) with a general function v. Our main application consists in comparing u
with the entropy solution v of

{atv +divg(v) = LY[B(v)],

(1.13) o(2,0) = vo,

where the data set (g, B, vg, v) is assumed to satisfy (1.3)—(1.6). We obtain explicit
continuous dependence estimates on the data stated in Theorems 3.3-3.4. Let
us recall that when B = 0 or v = 0, (1.13) is the pure scalar conservation law
in (1.8). Equation (1.1) can thus be seen as a nonlinear nonlocal vanishing viscosity
approximation of (1.8) if A or x vanishes. The rate of convergence is then obtained
as a consequence of Theorems 3.3-3.4, see Theorem 3.9.

It is natural to compare Theorems 3.3-3.4 and Theorem 3.9 with the known error
estimates for Equations (1.9) and (1.12). One can see that a quite important part of
them are particular cases of our general results. We discuss this point in Section 3
by giving precise examples. Let us mention that we also give a simple example of
Hamilton-Jacobi equations suggesting that Theorems 3.3-3.4 are in some sense the
“conservation laws’ versions” of the results in [36]; see Example 3.2.
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To finish, let us mention that in the case of fractional Laplacians of order o > 1,
Theorems 3.3-3.4 can be improved by taking advantage of the homogeneity of the
measures in (1.7). In order not to make this paper too long, this special case
(including o < 1) is investigated in a second paper [3].

The rest of this paper is organized as follows. In Section 2 we list the notation
used throughout the paper; we also recall the notion of entropy solution to (1.1).
In Section 3, we state and discuss our main results. Sections 4-5 are devoted to
the proofs of our main results; Section 4 states some preliminary results on the
nonlocal operator.

2. PRELIMINARIES

In this section we explain most of the notation used in the paper, and we give
the definition of entropy solutions of (1.1) along with a well-posedness result.

2.1. Notation. Throughout the paper d € N is a fixed dimension, 7" > 0 a time,
and (x,t) € Qr = R? x (0,T) the generic space-time variable. We let a A b :=
min{a,b}, aVb := max{a,b}, a™ := aV0, and a~ := (—a) V0, while - and |-| denote
the Euclidean inner product and norm of R™. For matrices A € R™*™ we use the
norm |A] = max{Aw:w € R™, Jw| <1}. Welet —F :={—w € R" :w € E}, and
denote the characteristic function of the set £ by 1g.

By C*° and C¢° we denote the spaces of infinitely differentiable functions and
infinitely differentiable functions with compact support. Moreover, for p € [1, 4+00],
P, Wk, Llloc, BV and D’ denote the Lebesgue and Sobolev spaces, the locally
integrable functions, the functions of bounded variation, and the Schwartz distri-
butions respectively. The symbols || - || and | - | are used to denote norms and
semi-norms respectively. The support of a function (or a distribution) w is denoted
by suppu. We let dyu, D,yu, and D2u denote the partial derivative in time, the
spatial gradient, and the spatial Hessian matrix of u = u(z, t) respectively. If there
is no confusion, we write D instead of D,.

The positive and negative parts and total variation of a Radon measure p are
denoted by p* and |u|. Its tensor product with the Lebesgue measure is denoted
by du(z) dw where z is the variable of © and w of the Lebesgue measure.

2.2. Entropy formulation and well-posedness. Let us recall the formal com-
putations leading to the entropy formulation of (1.1). First we split £* into 3
parts:

(2.1) L¥9](x) = Li]o)(x) + div (b ¢) (z) + L7 [](x)
for ¢ € C(RY), r > 0, and = € RY, where
(22) Ly)(x) = / Pz +2) — ¢(x) — 2+ D(x) 11,<1 du(z),

0<|z|<r

(2.3 o= [ )
z|>r

24)  £6)() = / o + 2) — b(x) du(z).

|z|>r
Consider then the Kruzhkov [47] entropies | - —k|, k € R, and entropy fluxes
(2.5) qr(u, k) = sgn (u— k) (f(u) = f(k)) € RY,
where we always use the following everywhere representative of the sign function:

+1  if £u >0,
2.6 =
o0 ww = {3
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By (1.4) it is readily seen that for all u,k € R,
(2.7) sgn (u — k) (A(u) — A(k)) = |A(u) — A(K)],
and we formally deduce from (2.1), (2.7), and the nonnegativity of p that

sgn (u — k) L*[A(u)]

< LA A(u) — A(K)]) + div (b |A(u) — A(K)]) + sgn (u — k) L7 [A(u)].

Let u be a solution of (1.1), and multiply (1.1) by sgn (v — k). Formal compu-
tations then reveals that
Oelu — k| +div (qr(u, k) = b [A(u) — A(K)])
< LY[|A(u) — A(R)[] + sgn (u — k) L7 [A(u)].

The entropy formulation in Definition 2.1 below consists in asking that u satisfies
this inequality for all entropy-flux pairs (i.e. for all £ € R) and all > 0. Roughly
speaking one can give a sense to sgn (v — k) L*"[A(u)] for bounded discontinuous u
thanks to (1.6). But since p may be singular at z = 0, see Remark 1.1 (3), the
other terms have to be interpreted in the sense of distributions: Multiply by test
functions ¢ and integrate by parts to move singular operators onto test functions.
For the nonlocal terms this can be done by change of variables: First take (z,z,t) —
(—z,z,1) to see (formally) that

¢div (b |A(u) — A(k)]) daedt = D¢ - b |A(u) — A(K)| dzdt,
Qr Qr
where p* is the Lévy measure (i.e. it satisfies (1.6)) defined by
(2.8) p*(B) := p(—B) for all Borelian B C R\ {0}.

In view of (2.2), we can take (z,2,t) = (—z,2 + z,t) to find that

¢ LY A(u) — A(k)[] dedt = / |A(u) — A(k)| £ [¢] dadt.
Qr T

This leads to the following definition introduced in [19].

Definition 2.1. (Entropy solutions) Assume (1.3)=(1.6). We say that a func-
tion u € L>=(Qr) N C ([0, T); L") is an entropy solution of (1.1) provided that for
all k € R, all v > 0, and all nonnegative ¢ € O (R,

(2.9) / |u—k|8t¢>+(qf(u7k)+bﬁ*|A(u)—A(k)\)-Dd)d:rdt

T

+ / |A(u) — A(K)| £ (8] + sgn (u — k) L5 [A(u)] 6 da dt
Qr

- / lu(z,T) — k| ¢(x,T) dz +/ |uo(z) — k| ¢(z,0)dx > 0.
Rd R4

Remark 2.1.

(1) Under assumptions (1.3)—(1.6), the entropy inequality (2.9) is well-defined
independently of the a.e. representative of u. To see this note that p* ob-
viously satisfies (1.6), and hence it easily follows that £ [¢] € C2°(RIH1).
Since sgn (u—k), g¢(u, k), and A(u) belong to L> by (2.6) and (1.3)-(1.4),
it is then clear that all terms in (2.9) are well-defined except possibly the
L*7-term. Here it may look like we are integrating Lebesgue measurable
functions w.r.t. a Radon measure p. However, the integrand does have the
right measurability by a classical approximation procedure, see Remark 5.1
in [19]. We therefore find that since A(u) belongs to C([0,T]; L), so does
also L*"[A(u)] and we are done.
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(2) Another way to understand the measurablitiy issue in (1), is simply to
consider that all the spaces L', BV, etc correspond to Borel measurable
functions. This does not change the statement of our L'-continuous depen-
dence estimates in the next section.

(3) In the definition of entropy solutions, it is possible to consider functions u
only defined for a.e. ¢ € [0, T] by taking test functions with compact support
in Q7 and adding an explicit initial condition, see e.g. [19].

(4) One can check that classical solutions are entropy solutions, thus justifying
the formal computations leading to Definition 2.1. Moreover entropy so-
lution are weak solutions and hence smooth entropy solutions are classical
solutions. We refer the reader to [19] for the proofs.

Here is a well-posedness result from [19].

Theorem 2.2. (Well-posedness) Assume (1.3)~(1.6). There exists a unique en-
tropy solution u of (1.1). This entropy solution belongs to L>(Q7)NC ([0,T]; L')N
L*>(0,T;BV) and

[ull (@) < lluollLoe (ray,
(2.10) llullcgo,m;eyy < lluoll o (rays
[ulLe<(0,1;8v) < [uo| By (ra)-

Moreover, if v is the entropy solution of (1.1) with v(0) = vy for another initial
data vy satisfying (1.5), then

(2.11) lu —vlleqor;zyy < lluo —vollpr(ray-

Remark 2.3. By the L*-estimate in (2.10), all the results of this paper also holds
for locally Lipschitz-continuous nonlinearities ( f, 4). Simply replace the data (f, A)
by (f, A)¢¥nr, where ¢y € C°(R) is such that ¢p = 1 in [-M, M] for M =
HUOHLN(RA)-

3. MAIN RESULTS

Our first main result is a Kuznetsov type of lemma that measures the distance
between the entropy solution u of (1.1) and an arbitrary function v.
Let €,0 > 0 and ¢%° € C>(Q%) be the test function

(31) ¢6’6('r7t7y73) = 95(1578) ée(xiy),
where 65(t) == % 0, (L) and 6.(z) := eidéd(%) are, respectively, time and space
approximate units with kernel 6,, with n =1 and n = d satisfying

(3.2) 6, € CX(R"), 6,>0, suppfy C {|z| <1}, and / B () da = 1.

We also let w, () be the modulus of continuity of u € C ([0, T]; L').

Lemma 3.1 (Kuznetsov type Lemma). Assume (1.3)—(1.6). Let u be the entropy
solution of (1.1) andv € L>=(Qr)NC ([0,T]; L*) withv(0) = vo. Then for allr > 0,
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e>0,and0<d<T,

(3.3)
[w(T) = v(T)] 1 (ma)
< luo — voll 1 (ray + € Cg luol gy ray + 2wu(d) V wy(0)

— // lo(z,t) — uly, s)| 8,0 (x,t,y,s) dw

Q%
[ (artwtant)uto. ) + 87 [A(0(a,1) = Aluly. 1) - Do (.8, du
+f , A0 0) = Aluly: )| £ 6t )]0

- //Q sgn (v(z, 1) — u(y, )) L [ACu(- 5))] (9) 6 (2, £,y 5) dw

2
T

[ el D)~ ulw.5)| 6w ) dedyds
]RdXQT

- // |’UO($) 7u(y75)‘¢6’6(l’707y7 S) dxdyds
RIXQr

where dw := dzdtdyds, and Cy :=2 [, 2|04 () da.
Remark 3.2.

(1) The error in time only depends on the moduli of continuity of u and v
at t = 0 and ¢t = T. Here we simply take the global-in-time moduli of
continuity w, () and w,(d), since this is sufficient in our settings.

(2) When A = 0 or g = 0 this lemma reduces to the well-known Kuznetsov
lemma [48] for multidimensional scalar conservation laws.

(3) Notice that the £ -term vanishes when 7 — 0, see Lemma 4.4.

(4) Lemma 3.1 has many applications. In this paper and in [3] we focus on con-
tinuous dependence results and error estimates for the vanishing viscosity
method. In a future paper, we will use the lemma to obtain error estimates
for numerical approximations of (1.1).

In this paper we apply Lemma 3.1 to compare the entropy solution w of (1.1)
with the entropy solution v of (1.13). This is our second main result, and we
present it in the two theorems below. The first focuses on the dependence on the
nonlinearities (with g = /) and the second one on the Lévy measure (with A = B).

Theorem 3.3. (Continuous dependence on the nonlinearities) Let u and v be the
entropy solutions of (1.1) and (1.13) respectively with data sets (f, A, ug,p) and
(g9, B,vo,v = ) satisfying (1.3)—(1.6). Then for all T,r > 0,

lu —vlleqorizyy < lluo — vollLi(ray + [uol By @ay T If" = ¢l Lo (R

+ |U0|Bv(Rd) \/CdT/ |22 dp(z) |47 — B/HL"O(R)
0<|z|<r

(3.4)
+ |UQ|BV(R4) T / zdu(z) ||A/ — B/HLOC(]R)
rAl<|z|<rv1
o7 /| o +2) w0l (=) 14— Bl ie
z|>r
where ¢qg = 4d

d+1"
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Theorem 3.4. (Continuous dependence on the Lévy measure) Let u and v be
the entropy solutions of (1.1) and (1.13) respectively with data sets (f, A, ug, 1)
and (g, B = A, vg,v) satisfying (1.3)~(1.6). Then for all T,r > 0,

[|u — U||O([0,T];L1) < luo — UOHLl(Rd) + |UO|BV(JRd) T Hf/ - g'HLw(R,Rd)

+luolavige) \/chnAwLoc(R) [ lrdu- i)
0<|z|<r

(3.5)
+ uo| pv(ray T | A" || Lo () / zd(p —v)(2)
rAl<|z|<rv1
FT A ey [ T+ 2) — woll o dls = vI(2),
|z|>r
where cg = (%21.

Remark 3.5. In the error estimates of Theorems 3.3 and 3.4, there are 3 terms
accounting for the dependence on the fractional diffusion term in (1.1): One term
accounts for the behaviour near the singularity of y at z = 0 (the integral over
0 < |z| < r), an other term accounts for the behaviour near inifinity (the integral
over |z| > r), and the last term (the integral over r A1 < |z| < r V1) is a drift term
that is only present for non-symmetric measures .

Remark 3.6. Since the initial data is BV N L', an application of Fubini’s theorem
shows that for any # > r > 0,

/|| luo(- + 2) *uouLl(Rd) du(z)

z|>r

< |U0|BV(]Rd)/ |z dp(z2) +2Hu0\|L1(Rd)/ dpu(z).
r<|z|<? |z|>7

From Theorems 3.3 and 3.4 we can easily find a general continuous dependence
estimate when both A and p are different from B and v, respectively. E.g. we can
take an intermediate solution w of w; + div f(w) = LF[B(w)] and w(0) = g, and
use the triangle inequality. Using this idea we can show that the following estimates
always have to hold:

Corollary 3.7. Let u and v be the entropy solutions of (1.1) and (1.13) respectively
with data sets (f, A,ug, p) and (g, B,vo,v) satisfying (1.3)—~(1.6). Then

lu —vlleqorizyy < lluo = vollLi(way + [uol By @ay T If" = ¢'ll Lo ra)

3.6 1
GO Lowivn (\/|A'B'||Lw<m+\/ [, )
R4\ {0}

where C' only depends on d and the data. Moreover, if in addition

/ |z| A1du(z) —|—/ [z Aldr(z) < 400,
RA\{0} RI\{0}

then we have the better estimate

lu —vllego,m;ety < lluo — vollLrway + luol gy @ey TIIf — ¢’ ll Lo (v R

3.7
(3.7) +CT <||A/_B/HLOO<R)—|—/ |z|/\1d|u—zx|(z)>,
RI\{0}

where C" only depends on the data.
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Outline of proof. To prove (3.6), we use Theorems 3.3 and 3.4 with » = 1 and
the triangle inequality. We also use estimates like |a — b < \/|a| + |b]/]a — b],
| —v| < Ju| + |v| ete. To prove (3.7), we also use Remark 3.6 and set » = 0 and
r=1. O

Remark 3.8.

(1) All these estimates hold for arbitrary Lévy measures u,v and even for
strongly degenerate diffusions where A, B may vanish on large sets. They
are consistent (at least for the |u—v| term) with general results for nonlocal
Hamilton-Jacobi-Bellman equations in [36]. When pu, v have the special
form (1.7) (with possibly different a’s), then it is possible to use the extra
symmetry and homogeneity properties to obtain better estimates, see [3].

(2) The optimal choice of the r,7 in Remark 3.6 depends on the behavior of
the Lévy measures at zero and infinity, see the discussion above and at the
end of this section for more details.

Let us now consider the nonlocal vanishing viscosity problem

{(’9tu€ + divf(uc) = e LHA(ue)),

(3.8) u(0) = uo,

i.e. problem (1.8) with a perturbation term e L/#[A(uf)]. When € > 0 tend to zero, u¢
is expected to converge toward the solution u of (1.8). As an immediate application
of Theorem 3.3 or 3.4, we have the following result:

Theorem 3.9 (Vanishing viscosity). Assume (1.3)—(1.6). Let u and u® be the
entropy solutions of (1.8) and (3.8) respectively. Then

\/ / IELTO

o {/T<|Z|Sf‘ IS ’[AKIzISer zd,u(z)) ’ /\z\>f d‘u(Z)} } ’

where C only depends on |Juo|| 1 (raynpv @e)y and [|A']| s ).

S
Nf=

— 1) < C min {d2T:
[lu u”C([O,T],Ll)_ TI>HT1£IO{ €

(3.9)

Outline of proof. Note that u can be seen as the entropy solution of (1.1) with A =0
and p as Lévy measure. Hence we can estimate ||u—u®||¢(jo,r);1) from Theorem 3.3.
The error coming from the difference of the derivatives of the nonlinearities is
equaled to ¢ [|A"|| Lo (r). Inequality (3.9) then follows from (3.4) and Remark 3.6. [

Corollary 3.10. Assume (1.3)—~(1.6). Let u and u® be the entropy solutions of (1.8)
and (3.8) respectively. Then

1 1
||1L — UEHC’([O,T];Ll) < C (T2 V T) €2,
where C only depends on d and the data. Moreover, if in addition

/ [2] A 1dp(z) < +oo,
R4\{0}

then we have the better estimate
lu —ulleqo,ryer) < CTe,
where C' depends on the data.
This corollary follows immediately from Theorem 3.9 or Corollary 3.7.

Remark 3.11.
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(1) Our estimates are just as good or better than the standard O(ez) estimate
for the classical vanishing viscosity method ((1.10) with A(u) = eu).

(2) Our estimates hold for arbitrary Lévy measures p and even for strongly
degenerate diffusions where A may vanish on a large set! This is consistent
with general results for nonlocal Hamilton-Jacobi-Bellman equations [36].

(3) If the solutions u are smoother, it is possible to obtain better estimates.
E.g. it is straight-forward to prove that the error estimate of Theorem 3.9
becomes O(€) if u also belongs to W21, Also if p1is as in (1.7), the additional
symmetry and homogeneity can be used to obtain better estimates which
can be proved to be optimal. See Example 3.3 below.

(4) Corollary 3.10 contains less information than Theorem 3.9 and is not strong
enough to get optimal results in all cases, e.g. in Example 3.3 with o > 1.

(5) The error estimates above trivially also holds for the more general vanishing
viscosity equation

{&ue +divf(u€) = LY[B(u)] + € LP[A(uc)],
u(0) = uo.

Further discussion. We now make a more precise comparison of the results above
with known estimates from the literature. We begin with continuous dependence
estimates and finish with convergence rates for vanishing viscosity approximations.

Let u and v denote the entropy solutions of (1.1) and (1.13), respectively. To
simplify, we take the same data sets (f, A,up) = (g, B,vg) and we only allow the
Lévy measures p and v to be different. We also let C' denote a constant only
depending on 7', d and the data.

Example 3.1. Let us consider Equation (1.9), i.e. A(u) = u. Let us also consider
the class of Lévy operators satisfying

S oy 1212 A 2] dpa(z) < +o0,
W=t

For such kind of equations, the following continuous dependence estimate on the

Lévy measure has been established in [43]:

lw = vllco,ryer <C/ 212 dlu —v|(z) + C 2] d|u = v|(2).
0<]z|<1 |z|>1
This estimate follows from Theorem 3.4 and Remark 3.6 by taking » = 1 and
P = 400 in (3.5).

Example 3.2. Consider the following one-dimensional Hamilton-Jacobi-Bellman
equation

Us + f( Us) = LH[U]
with initial data Up(z) := f y)dy. This particular equatlon is related to
the nonlocal conservatlon laW (1.8) 1ts solution U (z,t) f_ t) dy where u
solves (1.8), see [19]. It is also an example of an integro-PDE for wh1ch the general

theory of [36] applies, and this theory allows us to establish the following continuous
dependence estimate on the Lévy measure:

sup |[U-V|<C / [z]2 A 1d|p —v|(2),
R\{0}

Rx[0,T]

where V(z,t) := [*__w(y,t)dy. (This result is a version of Theorem 4.1 (in [36])
which follows from Theorem 3.1 by setting pg,...,ps,ps = 0 and p = [z] A1 in
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(A0)). Since

sup |U = V| < [lu—=vllcqor;Lr),
Rx[0,T]

this estimate also follows from (3.6) in Corollary 3.7 when (A, f,uo) = (B, g,v0).

Let us now compare Theorem 3.9 with known convergence rates. We keep the
same notation for u, u¢ and O(-) as in Theorem 3.9.

ol

Example 3.3. Let us consider the case where A(u®) = u® and LV = —(=A)2,
a € (0,2). Then the following optimal rates have been derived in [1, 29]:

@ (e%) if > 1,
(3.10) lu—u oy = O(e|ne|) ifa=1,

O (e) ifa < 1.

Let us explain how these results can be deduced from (3.9). First we use (1.7) to
explicitly compute the integrals in (3.9) and obtain

2—«a 7 d
||U—UE||C([0T];L1)—(9(IH1H {\/ET +6/ T+ef”‘}>.
b #>r>0 2—a« r T

We then deduce (3.10) by taking r = e> and # = 400 if a > 1, r = e and 7 = 1
ifa=1l,andr=0and 7 =1if a < 1.

Example 3.4. Let us consider the class of Lévy operators where du(z) = ¢g(z)dz
for 0 < g € L'(R?) such that [;, g(z)dz = 1. This corresponds to problem (1.12)
since we may write

LF[uf] = g#*u® —u® (*is the convolution in space).
The following optimal rate of convergence has been derived in [49, 57]:
Hu — UCHC([O,T];Ll) = 0(6)

This result also follows from (3.9) by taking 7 = r = 0.

4. AUXILIARY RESULTS CONCERNING L

Before proving our main results in the next section, we state an auxilliary lemma.

Lemma 4.1. Assume (1.6) and r > 0. Then for all p € C(R9),
1L (8] o ety S/ 2% dpa(2) [l w1 ety -
0<|z|<r

The proof easily follows from a Taylor expansion and Fubini’s theorem. In the
next result, we establish a Kato type inequality for £*"[A(u)].

Lemma 4.2. Assume (1.4) and (1.6). Then for allu € L*(R?), k € R, r > 0, and
all 0 < ¢ € C(RY),

/ sgn (u — k) L4 [A(w)] ddz < / A(u) — A(k)| £ 74 da.
Rd

Rd
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Proof. Note first that A(u) is L' by (1.4), and hence £*"[A(u)] is well-defined in L'
by Remark 3.6 with 7 = r. Easy computations then reveal that

gn (u— k) L4 [A(u)] ¢ da,

\

4 Jz|>r

d /\z|>r

{(A(u(x +2)) = A(k)) = (A(u(x)) ~ A(K)) } 6(x) du(z) da,
) / , (A +2) — 4B = |4(ul@) - AB)) olz) du(2)do by (2:)
L 1A+ 2) — AW 9 ) o

- / /| , [A@@) = AR) () du(z) d.

=:J

S— 5

sgn (u(x) — k) (A(ux + 2) = A(u(x)) ¢(x) du(2) da,
sgn (u

—k)

%\%\

Let us notice that all the integrands above are du(z) dz—integrable, thanks to (1.6)

and Fubini’s theorem®.

By the respective changes of variable (z,x) — (—z,2 + z) and (z,z) — (—=z,z),
we find that

1= [ o a0 - Awla ) de

J= / d /W 6(2) | Au(z)) — A(K)| dpr*(2) da-

Here the measure p* in (2.8) appears because of the relabelling of z. This measure
has the same properties as . Hence we can conclude that

/ sgn(u—Fk)LMT[A(uw)]pda < T—J = / |A(u) — A(k)| C“*’T[Qﬁ] dex,
Rd Rd
and the proposition follows. O

The next lemma is a consequence of the Kato inequality, and it plays a key role
in the doubling of variables arguments throughout this paper and in the uniqueness
proof of [1, 19].

Lemma 4.3. Assume (1.4) and (1.6), and let u,v € L>=(Qr) N C([0,T); L),
0 < e LYRYx (0,T)?), and r > 0. Then

// 8" (u(y, s) — v(,1))

(A, )]~ £ A 0)](@) v~ 3., ) dw <0
(where dw = dz dt dy ds).

1Recall that the measurability is immediate if the reader only consider Borel measurable rep-
resentants of u as suggested in the first item of Remark 2.1.
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Proof. Note that
sen (u(y, s) — v(@, ) (A(uly + 2,5) = Alu(y, 5)))
—sgn (u(y, 5) — (1) (AW + 2,1) — A(v(a, 1))
= sgn (u(y,s) —v(z,t
A (Alwly + 2.9) = Az + 2,0) ) = (Aluly. ) = Alv(z,1))) }
< Ay + 2,8)) = AWl +2,0)| — [Auly, s)) = A@(z, )]

where these functions are both defined. By an integration w.r.t. 1,5, du(z), we
find that for all (¢,s) € (0,T)? and a.e. (r,y) € R%,

sen (u(y5) = oo 0) (£ [AGuC D] (0) — £ (Al 0)](2)
= / A+ 2,.9) = Al + 2 0)] = 1A@(:9) = Al D) duz).

)
) -

After another integration, this time w.r.t. ¥)(x — y, ¢, s) dw, we then get that

// sen (u(y, 5) — v(@, 1)) (L7 [Au(,9)](y) = L7 TAW(, )](@)) ¥ duw
//Qz /\|>T u(y + 2,)) = A + 2,1)| ¥(x — v, t, 5) du(z) dw

_//Q2 /\|> |A(u(y,s)) — A(v(z, )] Y(z —y,t,s) du(z) dw,
— T4

Note that I and J are finite since ||A(u)|lc(o, 121y < A || Lo [ulleo,m:nry (A is
Lipschitz-continuous and 0 at 0) and by Fubini (note the convolution integrals in
x and y),

10 = (1 lleqrien + 14O etorn ) Wlssons | due)

z|>r

We then change variables (z,z,t,y,s) — (2,2 — z,t,y — z,s) in I,

I= //QT /Iz\>r |[A(u(y, s)) — A(v(z, )] ¥(z — 2z — (y — 2), ¢, s) du(z) dw,

to find that I 4+ J = 0 and the proof is complete. O

Lemma 4.4. Under the assumptions of Lemma 3.1,

I= // A0, 0) = Au(0,8)] 2716 .1, 9)(0) < / RO

where Ce > 0 does not depend on r > 0.

Proof. Easy computations show that
[’ﬁ* [Qse’é(m’ L, S)](y)
=05(t — s) / Oc(x —y—2) = Oc(x —y) + 2 DO(x — y) 1. 1<1 du*(2)
<|z|<r
=0s5(t —s) / Oc(x —y+2) —Oc(x—y) — 2 DO(x — y) 1}, 1<1 du(2)
<|z|<r

= 05(t — 5) L0 (x — ),
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and by Fubini (there are again convolution integrals in I1),

I< //2 |A(u(y, s)) — A(v(z, 1)) 0s(t — 5) |LL10)(x — )| dw
< (”A(u)HLl(QT) + HA('U)HLl(QT)) 105 L2101 1 e
< T| Az (HUHC([O,T];Ll) + HUHC([O,T];U)) 165 £210.] | 1 g

By classical properties of approximate units and Lemma 4.1,

105 L5 O]l ey = 106]] 2 @y I1£5 (0]l 22 (ray
——

=1

1
< SB[ lePdute),
0<|z|<r

and the proof is complete since 6, € C>°(R?) in (3.1) does not depend on r > 0.
(]

5. PROOFS OF THE MAIN RESULTS

The proofs of this section use the so-called doubling of variables technique of
Kruzhkov [47] (see also [1, 19] for nonlocal equations) along with ideas from [48].
It consists in considering u as a function of the new variables (y, s) and using the
approximate units ¢ in (3.1) as test functions. For brevity, we do not specify
anymore the variables of u = u(y, s), v = v(z, t) and ¢° = ¢°(z,t,y, s) when the
context is clear; recall also that dz dtdy ds is denoted by dw.

5.1. Proof of Lemma 3.1. Let (x,t) € Qr be fixed and u = u(y, s), k = v(x, 1),
and ¢(y, ) := ¢ (x,t,y, s). The entropy inequality for u (see (2.9)) then takes the
form

L =106+ (ar ) 41400 ~ A@)) - Dy dy s
+f 1A — AW £t 5)(0) dds

+ [ s (0= 0) 47 TAG( )] (0) 67 dy s

— [ a0 T) = oG] 6t )y

/ luo(y) — v(z t)|¢€6(;v t,y,0)dy > 0.

We integrate this inequality w.r.t. (x,t) € Qr, noting that ¢y in (2.5) is symmetric,
and that 9,¢°° = —0;¢%° and D,¢° = —D,¢*° by (3.1). Consequently we find
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that
ILi+---+15

== [ st (a4~ A ) D
n // % |Au) — A(v)| L8 [6% (2,1, -, 5)](y) dw
(5.1) + //Q sgn (u —v) L7 [A(u(-, 5)))(y) ¢°° dw

2
T

_ //Q » lu(y, T) — v, )| 6 (2, £, 9, T) dz dt dy
TX

+/ ‘Uo(y) _v(x7t)‘¢é‘5(x7t7yao) dﬂ?dtdy > 0.
Qr xR4

Note that the terms in the inequality above are well-defined since they are all
essentially of the form of convolution integrals of L!'-functions. See Lemma 4.1,
Remark 3.6, and the discussions in the proofs of Lemmas 4.3 and 4.4 for more
details.

A classical computation from [48] reveals that

I+ 15 — // lu(y, s) — v(z, T)| ¢ (x, T, y,s) dz dy ds
RIXQr

(5.2) + //RdeT lu(y, s) — vo(z)| 6 (2,0,y,s) dzr dy ds

< —[Ju(T) = v(T)| 1 ey + lluo — voll £ (ma)
+ € Cqluol gy ey + 2wy (0) V wy(6),

where Cj is as in Lemma 3.1. Lemma 3.1 now follows from (5.1) and the above
estimates on I, and I5.

5.2. Proof of Theorem 3.3. The proof uses the Kuznetsov lemma, and morally
speaking it amounts to doubling the variables and subtracting the u(z,t) and v(y, s)
equations, multiplying by sgn (v — v) and a test function ¢ and integrating, and
then applying both new and classical tricks to arrive at an L'-estimate of u — v.
We expect to see terms involving

sgn (u — v) (L’“”"[A(u)] — LT [B(v)]),
and naively we can write this as (£/" is linear!)
sgn (u—v)LPT[(A — B)(u)] + sgn (u — v) L7 [B(u) — B(v)].

These terms are estimated by Kato type inequalities (see Lemmas 4.2 and 4.3),
the first term should give the dependence on A — B while the second term is a
non-positive term that also appears in the uniqueness proof. The problem with this
approach is that we can not apply Kato for the first term because A — B then have
to be monotone!

There are different ways to overcome this monotonicity problem, and we have
chosen to adapt ideas from [36] — a paper on continuous dependence estimates

for fully non-linear HJB-type of equations via viscosity solution techniques. We
consider the region where A’ > B’ and its complementary. Let F. be sets satisfying:

FE+ CR are Borel sets;
(5.3) UtE* =R and Ny By = 0;
R\ supp(A’' — B")T C E,.
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For all u € R, we define
(5.4) e

These functions satisfy the following properties:

Lemma 5.1. Under the assumptions of Theorem 3.3,

(1) A:A++A_ (mdB:B++B_;

(ii) Ay, By, Cy satisfy (1.4), in particular, they are monotone;
(il) > 4 [Ce(w)lrro,r;Bv) < A" = Bl ) [ulrr0,7;8v)
(iv) for all z € R9\ {0},

Do NC(u( +2,)) = Ce(Wlir@r) < I1A = Bl llul + 2,-) = ullzr @)
+

The proofs of (i) and (ii) are immediate, whereas (iii) and (iv) follow from stan-
dart arguments for Lipschitz-continuous and BV-functions (see e.g. [13, 33, 55]);
the details are left to the reader.

In the proof below, A* — B* will be the monotone functions replacing the non-
monotone function A — B of the formal argument above.

Proof of Theorem 3.3. Let us divide the proof into several steps.

1. We argue as in the beginning of the proof of Lemma 3.1 changing the roles of u
and v. We fix (y,s) and take k = u(y,s) and ¢<° = ¢°(x,t,y,s) in the entropy
inequality for v = v(z,t) to find that

//QZT o= 96" + (gy(0,0) + |B(v) = B@)| b ) - Do duw
v [, 130 = B2 6 )w)

o [ st £ Bt )6

L e T = a6 T g

+ // (@) — uy, 5)] 67 (2, 0,5, 5) de dyds > 0.
RIXQr
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Then we add this inequality and inequality (3.3) in Lemma 3.1,

[w(T) = v(T)]| L1 (ra)
< luo — vollpr(ray + € Cg luol gy ray + 2wu(d) V wy(0)

// 5 — q5) (v, u) - Dyo®° dw

// (W) £ [6° (g, 1, )] () duo

=1
(5.5) // (W) £ (6 (x, 1, -, 8)](3y) dw
=
// |B(v (w)| = |A(v) — A(u)|) B Dot dw
=,

+ [ sentw =) (27BN - L7 Al )] w) ¢ du,

T

=:1y
where 7, > 0,0 < < T, and Cj > 0 only depends on the kernel 64 from (3.2).

2. It is standard to estimate I; (cf. e.g. [25, 48]), and I + I} can be estimated by
Lemma 4.4,

(5.6) 5 < fuoly@es) T If" = 9l @ Ry
(5.7) BB<C [ P,
0<|z|<r

where C. does not depend on r > 0. Now we focus on I3 and I,.

3. Cutting w.r.t. Fy. We split I3 and I, into four new terms using the sets E.,
see (5.3)—(5.4). By Lemma 5.1 (i), I can be written as

el Il , 380 (0 =) (LB 0)](e) = L7 Ax(ul ))()) 67 du

By Lemma 5.1 (ii), we can apply twice Lemma 4.3 with B, and A_ instead of A,
followed by the definitions of Cy, see (5.4), to show that

1 [ s —w e (Bt ) - A6 )0 du
[ s (o0 0 [B ) — A (0t 0)] )67
- s 0 )£ ) )
+ // s (0 =) L7 [0 (0( )] (2) 67 du

T
(5.8) = If+1I.

Note that it is crucial to have u in the first term and v in the second — otherwise
we will not be able to apply the Kato inequality later on!



18 N. ALIBAUD, S. CIFANI, AND E. R. JAKOBSEN

We now consider I3. By (2.7), Lemma 5.1 (i)(ii), the formula D, ¢%° = —D, ¢,
and the definitions D, = D, and D_ = D,, it follows that

(1B@) - Bw)| - |A@v) - A@w)]) D, 6"
= sgn (u—v) { (Au) = B(w)) = (A(v) = B(v)) } Dy’
=3 sgn(u—v) { + (Ay(u) — By (w) F (Ax(v) — By (v)) } D¢t
+
=Y [Cs(u) = Cx(v)| D¢’
+
We can then rewrite I3 as

(5.9) Iy = |Cx(u) — C(v)| b - Dy dw.
3 Zi://T +(1 +\v + w

+
=15

4. Cutting w.r.t. z. We decompose L*" into two new terms using a new cutting
parameter r1 > r. Let pp = py + -~ for

H1 = Hocizi<py

and note that by (2.4), £*" = L7 4 L1 Then

I = //Q sgn (u — v) LM [Cy (u(-, 9))] (y) ¢ dw

2
T

(510) Y =

5

+ [ sentu o) e CLut ) 0 du.
Q7

Since C satisfies (1.4) by Lemma 5.1 (ii) and gy clearly satisfies (1.6), we can

apply the Kato type inequality in Lemma 4.2 (with k¥ = v(z,¢) and A = C4) to

show that

=] senus) - vle.0) 07 Cou5)) ) 677 dy dsdod

<[] 1kl 8) = ol )] 25716 -, 9)(0) dy ds o,
T T
Adding I3 in the form (5.9) then gives
(5.11)
1< 10 = Coo)l (B Do + L5767 ot 5)])
Q%
Now easy computations show that
Dy¢™® = —05(t—s) DO(w—y), L'7[¢7 (2,1, 5)](y) = O5(t —5) LT[0 (x ).
Hence by adding and subtracting z - DO, (z — y), we get that
DY - Dy + LT[0 (8, 5)](y)

:95(t75)/<‘ - Oc(x —y+2)—0(x—y) — 2z DO (x —y)du(z)
(5.12) -
- 05(t — 5) DALz — ) - (—b¢*+/ B zdu(z)) ,

=sgn (r1—1) frlA(IV7~)<|z\gr1v1 zdp(z)
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where the last equality comes from (2.3) and the change of variable z — —z. We
insert (5.12) into (5.11) and combine the resulting inequality with (5.10),

If+1If <

A 1040 = C4(0)

'95(t—8)/<‘ - Oc(x—y+2)—0(r—y) — 2 Dl.(v —y)du(z) dw

(5.13) + //Q , [C+) = 40

<05t —8) DO(z —y) -sgn(ry — 1) zdp(z) dw

[1A(1VT)<|Z|§T1V1
+ //Q sgn (u — v) L7 [C (u(-, 5))](y) 6 du

2
T
= J+ 5+ J5
Similar arguments show that we can bound I3 + I, (see (5.8)-(5.9)) as follows,

Iy +17 <

A 10~

-95(t—s)/<‘ - O(x—y—2)—0(x—y)+ 2 DO (x—y)du(z)dw

oy I ,10-0) =0

<05t —s) DO(x —y) -sgn(rp — 1) zdu(z) dw

‘/TlA(l\/r)<|z|§rlv1
+ //Q sgn (v — u) LHTC_ (v(-, 1)) (x) ¢9° dw

2
T

Sfo% sgn (v—u) L#71[C_ (u(-,s))](y) ¢¢% dw by Lemma 4.3
= J +Jy +J5.
5. L' N BV -regularity. Tt remains to estimate J= for i = 1,...,3 in (5.13)(5.14).
For Jli and J2i, we use Fubini and integrate by parts to take advantage of the BV -

regularity of the entropy solution u. After some computations given in Appendix
(see Lemma A.1), we find that

1 _
1< g [ ADBds [ R an() Caw)lr iy,
€ JRrd r<|z|<ry

<[ 2 dpu(2)| 102 ()11 0w,
rA(IVr)<|z|<riV1
and hence
1 _
S+ <o [ IDBide [ Pdut) Y ICH @y
+ € JRrd r<|z|<ry +

+ 2dp(2)| Y 1C+ (W)L omimv)-

+

/7‘1/\(1Vr)<\z|§'r1\/1
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By Lemma 5.1 (iii) and a priori estimates for u, cf. (2.10), we see that

1 ~
S+ <o [ 1DBalde [doorevy [ P du) 14 - Blloe
+ € Jrd N—— T<‘Z|§7‘1

S\HO\BV(W)T

/ 2du(2)
rA(1Vr)<|z|<riV1

Let us now estimate J3 in (5.13). Easy computations (see the proofs of Lem-
mas 4.3-4.4) show that

I3 < 1106 Ocll oy 1197 [C ()] 122 (@)
Let us recall that ||6s 0| 11 (ra+1) = [|05]| 11 ®) |10l 22 (re) = 1, and then

®)-

(5.15) + [ulp10,7:Bv)
—_—

S‘UO‘BV(]Rd) T

/ o IO 2:9) = e Dy ().

Since C (u) € L*NC([0,T]; LY), (z,5) = [|Co(u(-+2,5)) = Cy(u(-,9)) || 1 (gay is a
continuous function, hence Borel and dpu(z) ds-measurable. Thus, we may change
the order of the integration to find

s < /| O +2) = O )

We get a similar estimates for J; and find by Lemma 5.1 (iii)—(iv) and (2.10) that

Sk < / S C (u(- + 2, )) — Ca ()l 22 @ry dal2),
+ |

[>r

(5.16) < / )l ) 1A~ B e
z >7”1

<T ||“0('+Z)*uo||L1(Md)

The last inequality (under the bracket) comes from (2.11) applied to the solu-
tion u(- + z,-) of (1.1) with initial data ug(- + 2).

6. Conclusion. By (5.8)—(5.9) and (5.13)—(5.14), Is+14 < >, Z?Zl JE. Therefore
we may estimate (5.5) by (5.6)—(5.7) and (5.15)—(5.16). For all r; > r > 0, € > 0,
and T > 0 > 0, we find that

[w(T) = o(T)|| 1 (e

< luo — vollpr ey + [uol pvway T If" — 9l Loo (v R

+eCylunlpyen +20u(O) Ve @)+ C. [ P du(a)
0<|z|<r
1 _
(5.17) +2*/ |D9d|d$\U0|BV(Rd)T/ 1212 du(2) [| A" = B’ oo (e
€ JRrd r<|z|<r

+ [uol gy ray T A" = B'[| Lo (rey

/ zdp(z)

riA(1Vr)<|z|<riVv1

T [ ol +2) = wollosgany 4l2) 14 = Bl
|z|>r

where C. > 0 does not depend on r > 0.

To finish, we first pass to the limit as 7 — 0 in (5.17). By the dominated
convergence theorem, the result is equivalent to setting 7 = 0 in each term, and in
particular the term C, f0<‘z‘<r |2|2 dpu(2) vanishes. Secondly, we pass to the limit
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as 0 — 0 to get rid of the term 2w, () V w,(9). Finally, we optimize the remaining
terms w.r.t. € > 0 by using the formula min.~q (ea—|— %) = 2vab (for a,b > 0).
This gives us the following continuous dependence estimate: For all r; > 0,

lu = vlleqorszy < lluo — voll L way + |uol By ey T llg" — f'll oo (v Ra)

1 ~
+2\/2 09_ / ‘Dedldz|u0‘2BV(Rd)T/ |Z|2 d'u(Z) ||A/7B/HLDQ<]R)
R4 0<|z|<ry

/ 2du(2)
riAl<|z|<r;V1

+T / ) vl ey 94 1A~ Bl o,
z|>ry

(5.18)

+ uol gy ey T |A" = B'|| Lo (r)

where 04 is an arbitrary approximate unit (3.2) and Cs = 2 [pa 2| 04(z) dz by
Lemma 3.1.

Let 04 = 0,, where {6, }nen is a sequence of kernels s.t. 6,, satisfies (3.2), 6,, —
wq~ 1< in L', and Jga | DO, | dz — wd*1|1‘.|<1|BV(Rd). Here wy is the volume of
the unit ball in R?. Note that the BV-semi-norm of the indicator function of the
unit ball is equaled to the surface area of the unit sphere, i.e. |1}/« ‘BV(RJ) = dwy.
Moreover, we have

1 d
/ |x|\0n(m)\dm—>—/ |z| dz = ——.
RY Wd Jjz|<1 d+1

The proof of (3.4) is then complete after passing to the limit as n — +oo in
(5.18). O

5.3. Proof of Theorem 3.4. We argue step by step as in the proof of Theorem 3.3.
This time, F+ are taken such as

Ey CR¥\ {0} are Borel sets;
(5.19) UL BT =R\ {0} and Ny By = 0;
(RY\ {0}) \'supp(u — v)¥ C Ex.

Let p4 and v4 denote the restrictions of p and v to F.. It is clear that

p=>3 4kt and v=3, v,
(5.20) (pr —vi) = (p—v)*,
pa, vy, and =+ (ue — vy) all satisfy (1.6).

Proof of Theorem 3.4.
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1. We apply Lemma 3.1 with A = B, but different Lévy measures p and v, along
with the entropy inequality for v to show that for all r;e > 0,0 < § < T

[w(T) = v(T)|| 1 (ra)
< luo — voll L1 (rey + € Cg [uo| v (ray + 2wu(5) V wy(4)

// —qf)(v,u) - Dy¢™° dw

// ()] £ 16y, 1, )] () du
(5.21) // (u)| L [ (x, t, -, 8)] (y) dw

T //ZT |A(v) — A(u)| (bﬁ* - bﬁ*) D6 dw

=:I3

+ [ sento ) (£ ACC @) - L7 A )]0) 077 do,

=:14

where C. > 0 does not depend on r > 0. Except for I3 and I, the other terms
were estimated in the proof of Theorem 3.3.

2. Cutting w.r.t. Ex. We use the notation introduced in (5.19). We apply
Lemma 4.3 twice with v and p_ instead of p, along with linearity of £ in
w, see (2.2), to see that

— sen (v —u Vi, o 2) — [reT ul s » w
=32 [, s (£ GG @) - £ At $)]0) 6 d
: // sen (v — ) (LA, 9))() — £ TAu( )] (9) ) 6 duw
+ [ s = (£ TAGC 0@~ £ A 9))(@) 6 du

://2 sgn (u —v) LT [A(u(-, 5))] (y) 5 dw

[ s o= 0 £ 0O A )] (@) 6 du
T
(5.22) =:If +1;.
Again, it is crucial to have u in 14+ and v in I in order to use Kato’s inequality
later on.

Let us now consider I5. By (2.3) and (2.8), b# and p* are linear w.r.t p. Easy
computations using (5.20) then leads to

(b~ b) - Do = Y b s p g
+
where Dy = D, and D_ = D,, and hence

Iy = Z// ()| bFHE=v" D¢ dw =: I + I3 .
T
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3. Cutting w.r.t. z. The computations of this step are similar to the ones in the
proof of Theorem 3.3. For the reader’s convenience, we estimate I; + I, , the terms
that was left to the reader in the preceding proof.

For any measure i we let fi; = ﬂ‘0<\z|§r1 and write ot = i1 + ﬂ|\2\>r1 for ry > 7.
Then

2 [ s w e 0 A ) @) 67 du

=:Ig

+ [ sento— 0L v A 1)) @) 670 du,

Recall that —(pu— — v_)1 is a positive Lévy measure by (5.20), so we can apply
Lemma 4.2 with —(u_ — v_); instead of p and k = u(y, s) to find that

ID < // [A(v) = Au)| L7170 [0 (- 1,y 8)] () dw

and

Iy +1I5 <

// |A(v) — A()| (b,f“‘*’”*)* Dyt 4 LTI [ge0(t gy, s)](fv)) dw.

Easy computations then leads to

L= ge0 (Lt y, )] ()

:ega—s)/q _ Aa—y =)~ Ae ) A )2,

and we can rewrite the nonlocal operator as follows,

by W) Dt LT[0y, )] ()

=0s5(t —s) /<| - O(x—y—2)—0(x—y)+2z DO (x—y)dv_ —p_)(2)

—05(t — 5) DO (z —y) - (—br_(“_”)* + /<| - zd(v- — u)(z)) .

=sgn (r1=1) [ (1vr<fz)<r va 2 dv——n-)(2)

Compare this expression with (5.12) that appear when I and I, are considered.
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We add the different estimates and find that for all r; > r,
Iy + 1,

< [, 140~ 4@I0s -9

/<‘ < ée(x_y_Z)_ge(l'—y)+z~D§€(l'—y)d(y7_ui)(z)dw

// |A(u) — A(0)|5(¢ — ) DO.(x — )

-sgn (r] — 1)/ zd(v- — p_)(z)dw
riA(1Vr)<|z|<ri V1

+ // . sgn (v — u) L (pemr)m [A(v(-, 1)](x) ¢>E’5 dw

T

Sfo% sgn (v—u) £~ F="Y=)"1[A(u(-,s))](y) <% dw by Lemma 4.3
=J +Jy +J5.
Similar arguments also lead to

I +1f

//2 (u) — A@w)[65(t — 5)

./<| B Oc(x —y+2)—0c(x—y) —z- DO(x —y) d(py — v4)(2) dw

// |A(u) — A(0)|05(t — 3) DB(z — )

sga(r — 1) / 2d(us — ) (z) du
riA(1Vr)<|z|<ri vl
[ sen (o) 200 Al )] () 67 du
2
T
= J +J+J5

4. L'N BV -regularity. We estimate J (i = 1,...,3). By (A.1) of Lemma A.1 and
(2.10), it follows that

1 ~
S <o [ IDBdde ooy TIA e [ 1ePa Y s~ va) ).
I € JRd T

r<|z|<ry

=] by (5.20)
Note now that »_ (114 — v+) = p — v, and hence

Zji // A(v)|05(t — s) DO (x — y)
-sgn (rp — 1) / zd(p —v)(2) dw.
riA(IVr)<|z|<riVv1
An other application of (A.2) of Lemma A.1 and (2.10), can be used to see that

S JE < Juol sy T 14 e e / 2d(p - v)(2)|-
I riA(1Vr)<|z|<riV1
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Finally,

SOE ST A ey /| ot 2) ol = i),
T z|>ry

5. Conclusion. The rest of the proof is the same as for Theorem 3.3; i.e. we use
the estimates on Jii to estimate I3 + I, < Z?:l >4 Jii in (5.21) and pass to limit
and/or optimizes w.r.t. the parameters r,€,d > 0. The proof is complete. O

APPENDIX A. TECHNICAL COMPUTATIONS

Lemma A.l. Assume (1.4) and (1.6). Let u,v € L*(Qr) N C([0,T]; L') N
L>(0,T;BV), ¢<® be as in Lemma 3.1, and r1 >r > 0. Then

’ A , 1A0.0) = Al 5)

(A1) - 95(tfs)/<| - O(x—y+2)—0(x—y)Fz Dl(x—y)du(z)dw

1 _
<o [ DAdds [ P ) AWy
2e R4 r<|z|<ri

and

‘ A , A0.0) ~ A )

(A.2) < Os(t —8)DO(x —y) -sgn(rp — 1) zdp(z) dw

/rl/\(l\/'r)<|z|§r1\/1
<|/ 2 du(2)] 1)l 0 1,
riA(1Vr)<|z|<riV1

Proof. We start by proving (A.1) in the + case. Similar arguments give the proof
also in the — case. From Taylor’s formula with integral remainder,

1
O(z—y+2)—0(r—y)—z-DO.(x—7y) :/ (1-7)D*0(x —y+72) 2z 2dr.
0

Let I denote the integral in the left-hand side of (A.1). By Fubini’s theorem,

(A.3) 1://(0’”2 /r<|z\9~1 /01 O5(t —s) (1 —7)

. /Rd /Rd |[A(v(z, 1) — A(u(y, s))| D?0(x —y 4+ 72) 2 - zdy de dr du(z) dtds.

=
For any k € R, it is classical that n,(A(u(-, s))) = |k — A(u(-, s))| € BV with
[ Dni(A(u(-, s))| < [DA(u(, ),

as composition of a Lipschitz-continuous function with a BV-function; see e.g. [13,
33, 55]. Integration by parts w.r.t. y (for fixed z,z,t, s), then leads to

Il =

L] Pia =+ 72) 22 aDnagay (Al ) 0) da.

<l [ [ 100 =y 2) DA ) )
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Let us notice that by the definition of 8, (just below (3.1)), we have

_ 1 ~
/ D6, ()| do = 1 / |Déy|da.
R4 € JRrd
Hence, we change the order of integration (using Fubini) to see that
. - 17 5
< el A vy | 1000 do < o2 JAD v eore [ 1DFalda,

and then from (A.3) that

]_ ~
<’ / |Dd|de
€ Rd

. //(O,T)2 /KMS“ /01 O5(t —5) (1 = 1) |21* |A(u(s))| py () A7 dpu(2) dt ds.

Let us recall that the integrand above is drdu(z)dt ds-measurable since s —
[u(s)| gy (ray is lower semi-continuous. By Fubini we then integrate first w.r.t. ¢

and use that fOT 0s(t — s)dt <1 to see that

1 ~ 1 T
I < = / \D0d|d;c/ (1-71) dT/ \Z\Qdu(z)/ [A(u(s))| By (ra) ds,
€ JRrd 0 r<|z|<ry 0

and the proof of (A.1) is complete.
We prove (A.2) by similar arguments. Define
(A.4) q(v,u) == |v —u|sgn (r — 1)/ zdu(z),

riA(Vr)<|z|<riV1

and note that it is Lipschitz-continuous. Again we denote by I the integral of the
left-hand side of (A.2). By Fubini’s theorem,

(A.5)
I= //(O’T)2 O5(t — s) /Rd y DO.(x —y) - q(A(v(x,t), A(uly, s))) dy da dtds.

=:J
For fixed (z,t, s), ¢(A(v(z,t),-) is Lipschitz-continuous and A(u(-, s)) is BV; hence,
the composition g(A(v(z,t)), A(u(-,s))) is in BV (R?, R?) with

|divyg(A(v(z, 1)), A(u(, 5))) < [DA(u(; 8))] [ qull Lo @ ra),

where [|qy|| L (r,ze) denotes the Lipschitz constant of ¢ w.r.t. its second variable.
We thus may integrate by parts in y to see that

< lalimm [ [ fde =) aDAGC )0 do

Changing the order of integration, we find that

J < JA(u(s)| v @) llqull Lo (r 1),
and hence by (A.5) and integrating first w.r.t. ¢, we get that

T
(A.6) 111 < gull e oz /0 A ()] v gy ds.

The proof of (A.2) is now complete since by (A.4),

zdp(2)

HQuHLw(R,Rd) = /
riA(1Vr)<|z|<ri vl
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A NUMERICAL METHOD FOR NONLINEAR
FRACTIONAL CONVECTION-DIFFUSION EQUATIONS

SIMONE CIFANI AND ESPEN R. JAKOBSEN

ABSTRACT. We introduce and analyze a numerical method for a class of non-
linear nonlocal partial differential equations given by the combination of mul-
tidimensional scalar conservation laws with generalized (possibly degenerate)
diffusion operators which are generators of pure jump Lévy processes. Our
numerical method is general and converges toward the relevant entropy solu-
tion for any Lipschitz nonlinearity and any measure underlying the diffusion
operator which satisfies minimal integrability assumptions. The main advan-
tage of the method is that it allows for a complete error analysis whenever
the measure underlying the diffusion operator is explicitly chosen. As an il-
lustrative example we work out the case of fractional measures like the ones
underlying the fractional Laplace operator. For the very first time our error
analysis produces a rate of convergence which also stretches to cover the strong
diffusion setting like the case A € [1,2) for the fractional Laplacian.

1. INTRODUCTION

In this paper we introduce and analyze a numerical method for partial integro-
differential equations of the form

(1.1) { u+divf(u) = LM[A(u)], (2,t) € Qr,

u(xvo):uo(m)v zERdv
where Qp represents the space/time strip R? x (0,7) and the nonlocal operator
LH[-] is a generator of pure jump Lévy processes [14],

(12)  L¥e())(x) = / ‘ Pz +2) = ¢(x) — 2 Vo(2) 115 <1(2) dp(2)
z|>0
for some smooth bounded function ¢ with bounded second derivatives. Here as in
the rest of the paper the shorthand 1(-) stands for the indicator function.
Throughout the whole paper the data set (f, A, p, ug) is assumed to satisfy the

following assumptions

(A1) f=(f1,..., fa) € WH(R;RY) with f(0) =0,

(A.2) A€ W (R), A(-) non-decreasing with A(0) = 0,

(A.3) p >0 is a Radon measure such that f‘z|>0 |22 A1 dp(z) < oo,

(A.4) uy € LR N LY(RY) N BV (RY).
The measure pu is a Lévy measure. Here, as in what follows, we use the shorthand
notation a A b for min(a, b) - equivalently, we will also use a V b for max(a, b).
In recent years, partial integro-differential equations of the form (1.1) have been
at the center of a very active field of research. A thorough description of the math-
ematical background for such equations, relevant bibliography, and applications to

Key words and phrases. Fractional/fractal conservation laws, degenerate convection-diffusion
equations, entropy solutions, numerical method/scheme, convergence rate.

This research was supported by the Research Council of Norway (NFR) through the project
?Integro-PDEs: numerical methods, analysis, and applications to finance”.
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2 S. CIFANI AND E. R. JAKOBSEN

several disciplines of interest can be found in [1, 2, 6]. Whenever the Lévy measure
p underlying the nonlocal diffusion operator £#[-] is chosen as

(1.3) u(z) = ‘Zrﬁ, cx > 0and X € (0,2),

that is to say whenever the operator £#[-] is chosen as the fractional Laplacian
—(—=A)M?2, these equations are also referred to as fractional convection-diffusion
equations. Let us stress the fact that the class of all measures of the form (A.4)
does include asymmetric measures. To give just one non-symmetric example, let
us mention the measures used in the well-known CGMY model from mathematical
finance, where d =1, A € (0,2), (C,G, M) > 0 and

C —G|z|

\ze\ﬁ for z > 0,
w(z) = C oMl

W for z < 0.

We refer the reader to [9, 15] for more details on the CGMY model.

Remark 1.1. In the whole paper we will refer to the family of all Lévy (non neces-
sarily simmetric) measures p such that

C
(1.4) u(z) < \Zlﬁ’ cx>0and A € (0,2),

as fractional measures. Such a name is non-standard and, since the nonlocal oper-
ators (1.1) associated to such measures are generators of a-stable Lévy processes
[14], a more precise (but longer) name would be «a-stable like Lévy measures.

In this paper we introduce a new numerical method for (1.1), and prove conver-
gence toward the relevant entropy solution under assumptions (A.1)—(A.4). Apart
from its ability to capture the whole family of equations of the form (1.1), the main
advantage of our numerical method is that it allows for a complete error analysis.
For example, as we will show in Section 7.1, whenever the measure p is chosen as
in (1.4), our error analysis stretches to cover all powers A € (0,2). Previous at-
tempts found in the literature were only able to either treat less general equations
or not going further than the weak diffusion setting like the case A € (0,1) for the
fractional Laplacian [7].

This work is a part of a project started by the authors in [2]; therein the au-
thors have derived a new general Kuznetsov type of lemma for equations of the form
(1.1). Such a lemma is used in [2] to produce a rate of convergence for a generalized
vanishing viscosity method plus continuous dependence estimates on the nonlinear-
ities and on the measure underlying the Lévy operator. The new Kuznetsov type
of lemma will be used herein to produce a rate of convergence for our numerical
method. In a following paper, such lemma will be used to produce optimal con-
tinuous dependence estimate for fractional convection-diffusion equations [3]. Such
works generalize to nonlocal equations of the form (1.1) the results derived for clas-
sical convection-diffusion equations in [5]. Let us also mention a recent work on
the speed of convergence of a difference method for classical convection-diffusion
equations [12], and a recent study on quadrature schemes for Bellman equations
[4].

This paper is organized as follows. In Section 2 we recall the entropy formulation
for (1.1) as introduced in [6]. In Section 3 we recall the Kuznetsov type of lemma
derived in [2]. In Section 4 we introduce the numerical method without convection,
f =0 - this has been done to simplify the exposition, leaving the generalization to
the case f # 0 to Section 7.3. In Section 5 we point out some relevant features of
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the numerical method which will be useful in the following sections. In Section 6 we
establish existence, uniqueness, and a priori estimates for the numerical method’s
solutions. In Section 7 we establish a general framework for deriving error estimates.
In Section 7.1 we use the general framework to establish a rate of convergence for
fractional type of equations, i.e. p as in (1.4). Finally, in Section 7.3 we extend
the results proved so far to all convection-diffusion equations of the form (1.1) with

f#0.

2. ENTROPY FORMULATION

Let us now briefly recall the entropy formulation for equations of the form (1.1)
introduced by the authors in [6]. Let us introduce the shorthand notations n(u, k) =
|lu—Ek|, n'(u, k) = sgn (u—k), and q;(u, k) = 0’ (u, k) (fi(u)— fi(k)) with 1 =1,...,d.
Moreover, let us rewrite the nonlocal operator £#[¢] as LH[d] + L1 [p] + " -V,
where

Lo()](x) = / d(x+2) = o) — 2 Vo(x)1: <1 dp(2),

0<|z|<r

£476())(z) = / o(z + 2) — $(x) du2),

|z|>r
W= _/ alpcr dpz),  1=1,....d
|z|>r

We also use the notation p* where p*(B) = u(—B) for all Borel sets B 5 {0}. Let
us recall that

/@(w)ﬁ“[w(-)}(w) de= | 9(@) L [p()](2) dz
R4 Rd

for all smooth bounded functions ¢, 1) with bounded second derivatives - cf. [2, 6].
According to [6], entropy solutions of (1.1) can be defined as follows:

Definition 2.1. (Entropy solutions) A function u € L=(Qr) N L=(0,T; L' (R%))
is an entropy solution of the initial value problem (1.1) provided that, for all k € R,
all v > 0, and all non-negative test functions p € C°(R? x [0,T7]),

[ k) 9o+ (atusk) 9% ) - T+ A (w), Ak £2 e

T

(2.1) +n'(u, k) L [A(u)] ¢ dodt
- / n(u(z, T), k) p(z, T) d + / n(uo(z), k) p(, 0) da > 0.
R4 R4

Let us conclude this section by noting that 4/"" = 0 for all [ = 1,...,d whenever
the Lévy measure p chosen is symmetric - that is to say, p* = p. It is also worth
recalling that the entropy formulation in Definition 2.1 is well-posed:

Theorem 2.1. (Well-posedness) There exists a unique entropy solution
u € L>®(Qr) N C(0,T; L' (RY) N L>(0,T; BV(RY))
of the initial value problem (1.1). Moreover,
ull (@) < lluollLoe ray,

llullcgo,r;nr ey < lluollnr(rays
[u] Lo (0,7;Bv (R4)) < |0l BV (RY)-

Proof. Cf. [6]. O
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3. A KUZNETSOV TYPE OF LEMMA

For the reader’s convenience we now recall the new Kuznetsov type of lemma
established in [2]. Let us call p“%(z,y,t,5) = Q(z — y) ws(t — ) with €, > 0,
where ws(7) = $ w (§) with w(-) such that

weCPR), 0<w<l1, w(r)=0forall|r|>1, and /w(T)dT:L
R

and Q. = we(zy) - - - we(zq). In the following we often denote with Cp a non-negative
constant whose value can depend on time and the BV-norm/L!-norm of the initial
datum ug(+). Furthermore, let us call
&)= sup |[Jv(-,t) —v(,8)llL1(may-
(3.1) |t—s|<5 =
t,s€[0,T]

Lemma 3.1. (Kuznetsov type of lemma) Let u be the entropy solution of (1.1)
and v be an arbitrary function such that v € L>(Qr)NL>®(0,T; L} (RY) N BV (R%))
and v(-,0) = vo(-). Then, for any e,r > 0 and 0 < § < T, we have that (here as
throughout the whole paper the shorthand dw stands for dz dtdyds)

(3.2)
(-, T) = o(-, )l g1 rey < lluo — vollpr ey + C (€ + Es(u) V E5(v))

_//QT//T”(”(“»’J%U(% 5)) Opp™ (2,9, 5) dw
- ) A ). 00005) Vi a1 5)

+ //QT //QT n(A(z, b)), Aluly, $)) L2 [0 (z, -, 1, )] (y) dw

- //QT // (vl 1),uly, 5) £TTAWC )] @) 0 (2, y,t,5) dw
_//T//Tn(A(U(%t))yA(u(y,s)))ry“*ﬂ“.vmwe,é(x7y7t75) dw
- //T /Rd n(v(x, T),u(y, s) ¢ (x,T,y,s) dovdyds

: //QT /R n(vo(2), u(y, 5)) 9°°(2,0,y,5) dzdyds

Proof. Cf. [2]. The result for the case 4 =0 (or A = 0), i.e. the multidimensional
scalar conservation law case, has been originally derived by Kuznetsov in [13]. O

In the following sections we will give our exposition for f = 0. The results so
derived will be generalized to the case f # 0 later in Section 7.3.

4. DERIVATION OF THE NUMERICAL METHOD

Let us introduce the uniform space/time grids z, = o« Ax and t,, = n At, where
acZand R, = 24 + Az (0,1)? whilen =0,...,N and NAt = T.

4.1. Discretization of the nonlocal operator. For the time being let us fix a
time s € (0,7) and let u = u(x) be a smooth solution of the initial value problem
(1.1) at time ¢t = s. Let us also consider a differentiable function A(-) (otherwise
no smooth solutions of (1.1) would exist). We approximate the nonlocal operator

CHA®())(x) = / Alu(z + 2)) — A(u(@)) — 2 - VAu(@)) 1< (2) du(2)

|2]>0
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as follows.

i) We replace the solution u = u(x) with a piecewise constant interpolant
U =U(x), where

0(1}) = Z U[j ].RB(ZE).

BeZ?

Let us note that, with this notation at hand, we can write

AU(@)) = ) A(Up) 1r, ().

BezZ?

it) We cut off the singularity by using the discretization parameter Az. More
precisely, we replace domain of integration {|z| > 0} in (1.2) with {|z| >
22} (cf. also the discussion in Remark 7.5).

1) We replace the gradient V = (@%1, ey 8%4) with the finite difference op-
erator

(we will precisely define the notation DY, in a short while).

Proceeding as described in i)-74i), we now replace the nonlocal operator LF¥[A(u(-))](+)
with the nonlocal operator L*[A(U(-))](+),

(4.2)
LHATO)))() = / A(U(x +2)) = A(U(x)) = 2 - Dag A(U(2)) <1 dp(2).

A
[z]>5*

Note that, opposite to L#[-] where the singularity needs to be integrated, the oper-

ator £V[] is well-defined for merely bounded piecewise constant functions U (-).
Next, in order to use the nonlocal operator (4.2) for numerical approximations,

let us discretize it: we take the average value of (4.2) on each cell R, and write

R 1 . _
(13) LA = 50 [ LT do.
Ro
Moreover, let us write the finite difference operator DlAI in (4.1),1=1,...,d, as

blAZU(IE) = Z DlUﬁ ].Rﬂ(l‘)
pezd

where D is either a forward (D) or a backward (D ™) difference (we will define
this precisely in a short while). With this notation at hand, let us now manipulate
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the right-hand side of (4.3) to obtain

N / FHAT () (@) de

/ /W (U +2)) = A(U()) dp(z) d
_Z’w’z / ZDl Uﬁ 1Rﬁ( z) dz
aﬂezd

= /R /|\>ﬁ AU(z + 2)) — A(U(z)) dp(z) dz

n, 5 / Z A UB D[].Rﬂ( )d

Ra gega
- B;Zd </R /|Z>A; Lry (2 +2) = 1r, (2) dp(z) dw) A(Ug)
Ga,p
+ Z <Z,-YH’ 2 / DllR@( )dI) A(Uﬁ)
BEZ4 =
Go.8

We now call G§ = G 5 + G and, for each Az > 0 and (a, 8) € Z¢ x Z4,

Gap = / / 1g,(z + 2) — 1, (x) du(z) dz,
Ro \z|>%

d
Gt =3 / D)1p,(z) da,
=1 Ra

where we have precisely choosen D;1pr, as

(4.4)

1gp. —1 Az
DflRE = 7R”+Z Rs if ”y” 2 >0,
(4.5) Dilg, = D]1g, = 1
Dy 1R, = W otherwise.
f x

Here, as in what follows, we have denoted with e; the d-dimensional vector with
[-component 1 and 0 otherwise. To sum up, we have shown that

LHAU)) = A%d/R LMAU()))(x) dz

1 «
= 1 D G§AWp).

pezd

(4.6)

Relation (4.6) lies at the core of our analysis and will be very much used in the rest
of the paper.
Remark 4.1.

e Note how the difference operator D} in (4.5) changes direction depending
on the sing of the term

Az
2

v = */ 2l p51<1 dp(2).
|2|> 42

This property is fundamental and is needed in the proof of Lemma 5.1.
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e Note that G, g is a full matrix while G*8 has non-zero entries only on the
main diagonal and sub/super-diagonals. Furthermore, note that G*# = 0
whenever the measure p is symmetric.

4.2. Definition of the numerical method. In this paper we study both the
implicit numerical method

(4.7) Untt = unr + At EA”(A(U”“))Q
and the explicit one
(4.8) Ut = UN + At LF(A(U™)) o
where, as derived in the previous pages, the discrete operator ﬁ”(')@ takes the form
AL n 1 « n
(4.9) LAAU™))a = Ard Z G35 A(Ug)
BEL

with G§ = Ga g+ G*F as in (4.4).
In the rest of the paper we require the following CFL condition to be fulfilled
for both the implicit method (4.7) and the explicit one (4.8),

At At 1
4.10 4dLa —/ 22 du(z +—/ du(z) | < =.
( ) (sz %qz\gl =) Az |z|>1 2

Moreover, we choose the initial condition for both methods as, for all o € Z¢,

1
0 _
U, = o /Rauo(x) dz.

Finally, let us extend the solutions of the implicit method (4.7) to each point (x, t)
on the space/time strip Q7 by using the piecewise constant space/time interpolation
(4.11) a(z,t) = UMY for all (z,t) € Ry X (tn, tnyi1]-

On the other side, let us use the following space/time interpolation for the explicit
method (4.8)

(4.12) u(x,t) = U} forall (z,t) € Ry X [tn, tni1)-

Remark 4.2. Let us note that, whenever the Lévy measure 4 is chosen as in (1.4),
the CFL condition (4.10) reduces to

At At 1

where A € (0,2) and

c=4dL, </|<1 |z|2du(z)+/|>1du(z)> .

5. PROPERTIES OF THE NUMERICAL METHOD

5.1. Properties of the discrete nonlocal operator. We will now point out a
few properties enjoyed by the weights G5 in (4.4) which will be used in what follows.

Lemma 5.1. For all 8 € Z2, we have that
o B —
Y- Y a-o
a€Z? (VA

Furthermore, Gg <0, G§ > 0 whenever a # 3, and GP = Gfi‘; for all o, B € Z°
andl=1,...,d.
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Proof. See Appendix A.

Remark 5.2.

Thanks to the results established in Lemma 5.1 we can now prove the following

e To visualize the symmetry shared by the weights G in (4.4), let us restrict
ourselves to the one dimensional case d = 1: loosely speaking, Lemma 5.1
says that the matrix G can be built by translating a vector each time by
one position. Furthermore, note that G3 is symmetric whenever the Lévy

measure /[ is.
Let us split both G 3 and G*P as

Gaﬁ:GTB+Ga[3,Ta
Gaﬁ Gaﬁfr’_'_Gaﬂ

where r > 0 ,
Glp= / / 1g,(z +2) — 1g,(x) du(z) d,
Ra J 42 <|2|<r
Gapr= / /H 1g,(z +2) — 1g,(v) du(z) d,
Ro J|z|>r

and
GPT = Z’Yl“r s D?TIRB(;U) dz,
G2t =3t [ D 10, )
1=1 Ra
Here, for all { = 1,...,d, we have introduced the shorthand notation

Aar
,.le = —/ le\z|§1 d,u(z)
A <|zl<r

Finally, let us call

GQ’T = Gg,ﬂ + Gaﬂﬂ“7
Gor = Gapr+GP7.

a,T

The reader can easily check that, for any » > 0, all the properties listed in
Lemma 5.1 for the weights G2 are also true for the weights G27 and Gft,r.

useful discrete Kato type of inequality for the discrete nonlocal operator (4.9).

Lemma 5.3. (Discrete Kato inequality) Let {ta,Va } o czq be two bounded sequences.
Then,

sgn(u Z Gg(A Z G5 |Aug) — A(vg)

Bezd Bezd
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Proof. The proof is an immediate consequence of the fact that G > 0 whenever
o # [, while sgn(u)A(u) = |A(u)|. Thus,

sen(ua —va) > G3(A A(vp))

pezd
= G5 [A(ua) = A(va)| +sgn(ua —va) D GFA( A(vg))
BFa
< G |A(ua) = A(wa)| + D GEA(ug) — Alvg)|
BFa
= > G5 |A(ug) — A(vg)] -

BeL?

O

5.2. Cell entropy inequalities. We now prove discrete cell-entropy inequalities
for both methods (4.7) and (4.8).
Theorem 5.4. (Cell-entropy inequalities)

o Let @ be a solution of the implicit method (4.7). Then, for all v > 0,

(UL k) < n(UML ) + A Y GE n(AUST), A(k))
pezd
+At7] Un+1 Z Gar n+1).

Bezd

(5.1)

e Let u be a solution of the explicit method (4.8). Then, for all r > 0,

(UL k) < (UL k) + At Y G5 n(AUR), A(k))

Bezd

+ A (UL R) > GE LA

Bezd

Remark 5.5. The main difference between the implicit method (4.7) and the ex-
plicit one (4.8) is already evident in the cell-entropy inequalities (5.1) and (5.2).
Indeed, in the cell-entropy inequality generated by the implicit method the sing
term 7/ (UL, k) is aligned in time with the associated nonlocal discrete operator
> peza Gg . A(Ug "+1) This is however not true for the cell-entropy inequality gen-
erated by the exphc1t method. Such a difference is at the root of of the discrepancy
between the two methods’ convergence rates as we will see in Section 7.1.

In the following remark, we only briefly sketch how to prove convergence for
both methods (4.7) and (4.8) starting from the cell-entropy inequalities (5.1) and
(5.2). We will not go into details here since this result is an immediate consequence
of the framework for error estimates which we will establish in Section 7.

Remark 5.6. The cell entropy inequalities (5.1) and (5.2) allow to establish con-
vergence for both methods (4.7) and (4.8) in a standard fashion: multiply both
sides of either (5.1) or (5.2) by a piecewise constant approximation @ = ¢% of the
test function ¢ € C°(R? x [0,T]), sum over all & and n, and move the respective
operators onto @ by either summations by parts (for the local operators) or change
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of variables (for the nonlocal one). All this will return the follow inequality

// (a, k) Darp + n(A(a), A(k)) (ﬁﬁf* (@] + DAm@ . ’Y”*"T>
_ /Rd 7’](1_1(.%', T), k) (/_?(37, T) dx + / 77(“0(1'), k) @(1.7 0) dz >0

Rd
for the implicit method (4.7) and

[} #t. Dae+ ), ) (£¢* G+ Dass- v)
(5.4) +n'(a(-, t+ At), k) LT[A(T)] ¢ dx dt
_ Adn(ﬁ(x,T),k)@(x,T) dm+/ n(uo (), k) 3(x,0) dz > 0

R4

for the explicit method (4.8). At this point one could proceed as done, for example,
n [6] to show that both inequalities (5.3) and (5.4) reduce to the original entropy
inequality (2.1) as the discretization gets finer.

Proof of Theorem 5.4 for the implicit method (4.7). First, let us note that, for all
k € R,

UMV E SUDVE+ At L ooy (U2 LEAU™ ),
UMY AR > UD ANk + At iy (UZHY) LHAUT ) .

Remember the shorthand n(u, k) = |u — k| and 7' (u, k) = sgn (v — k). With this
notation at hand the two inequalities above can be subtracted to yield

(5.5) (U k) < (U2 k) + Aty (UL k) L4(AU™))q.

Next, for any r > 0, we split the weights Gg into G’Z’T and Gg ,» - cf. Remark 5.2.
Moreover, we remember that A(-) is non-decreasing. Then,

W (U ) (AULT) = Ak) = n(AUZ ™), Ak))

and, thanks to Lemma 5.3,

(5.6)
F UL S Gy AUt
Bezd
= (U k) DD GET (AU — A(k)) since Y G5 =
Bezd Bezd
< D GETn(AUET, AW)).
Bezd
Thus, expression (5.5) returns the cell entropy inequality (5.2) via (5.6). O

Proof of Theorem 7.1 for the explicit method (4.8). Thanks to monotonicity we ob-
tain the following inequalities: for all r > 0,

UpP'VESUIVE+ ALY Gy AULV k)
Bezd

+ At 1, +OO) Z Gar o
Bezd

(5.7)
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and

U N> U Nk + ALY GETAUL A k)

d
(5.8) per )
AL oo (USTY) D G, AUR).
Bezd

Note that, since n(A(U), A(k)) = A(U V k) — A(U A k), inequalities (5.7) and (5.8)
can be subtracted to yield the cell entropy inequality (5.2). O

6. A PRIORI ESTIMATES AND COMPACTNESS

6.1. Regularity in space. We prove the following result:

Lemma 6.1. (Regularity in space) Let @ be a solution of the implicit method (4.7)
or the explicit method (4.8). Then, for all t > 0,

(6.1) la(, Ol ey < lluollprmay,
(6.2) la( )l e ey < lluollzoe may,
(6.3) [a(-,t)| By ey < |uol By (ra)-

Proof of Lemma 6.1 for the implicit method (4.7). For brevity let us rename u, =
Ut and h, = U, and rewrite method (4.7) as

At .
(6.4) o = 7 > G§ Alup) = ha-
pezd

Moreover, let us introduce the operator

At o
pezd

(6.5) Tolu] = ug — € | uq

where € is such that

6.6) e {1 +4dLa <%) (/A;“Sl 122 dpu(2) +/|Z|>1du(z)>} <1,

(6.7) 3(1—¢€) < 1.

We can readily check that system (6.6)—(6.7) admits a solution. Indeed, while (6.7)
implies that € > %, inequality (6.6) implies that

—1
e<ql+4dLy (ig) / |2|% du(z) +/ dp(z) <1,
Az Az <|z|<1 [z]>1
where
-1

At 2
1+4dL (—) / z|2d z+/ du(z > -
{ A\ A2 < M<\Z|§1‘ " dulz) |z]>1 uz) 3

2

thanks to the CFL condition (4.10).

First, let us show that the operator (6.5) is monotone; that is to say, Ty[u] >
Ty [v] for all « € Z® whenever u > v. To see this note that, since G‘g > 0 whenever
« # (- cf. Lemma 5.1,

OusTalu] >0 for all 8 # a,



12 S. CIFANI AND E. R. JAKOBSEN

while, since A(+) non-decreasing and G < 0,

Ou.Talu] =1 -+ ZN G2 A (ug)
eLjg At o
>1—e+ A Gg.

Moreover (cf. (A.1) and (A.2)),

/ / ro (T +2) —1du(z) do — Az~ IZ‘M’
‘ ‘>AT
Az
—Axd/ N du(z) dz — Az?1 Z ‘fyl“ 2
|z]>5* =1

Thus,
Ou, Tolu] > 1 L At/ du(z) —eL At i‘yﬂv%
(TP Y Z1l—€—€lig —€LA— 1 )
ERES Az =
where
/ dp(z) < / +/ dp(z)
|z]> 42 SE<|z<1 Jz>1
<ol P [ e
< — z|7du(z w(z
Az? Az c)z|<1 |z|>1
and
d
“’ g 21| dpu(z)
; Z/AT<\Z\§1
<df o ldute)
AT <|z|<1
2d
< P,
AT <|z|<1
Therefore,

Ou, Talu) >1—ec—4edLy (%) (/ |z|2d,u(z)+/ du(z))
T Ar <z|<1 |z|>1

which is positive due to our choice of € in (6.6).
Thanks to the monotonicity of the operator (6.5) we can now use Banach’s fixed
point theorem. To this end, let us take the difference

At At
(6.8) Tofu] — Tolv] = (1 =€) (uq — Z G5 (A A(vg)),
pezd
and assume that u > v. Thus, since T'[-] is monotone and A(-) is non-decreasing,
e At
I Tofu] = Tafel] = (1= ©) |ua = val + 55 D G§1A(ug) = Avp)]
pezd
which, thanks to Fubini’s theorem and the fact that 3 ;. G§ = 0, returns that

Z Talu] = To[v]l < (1—¢) Z [ua — val-

a€Zd a€Zd

(6.9)
<1 by (6.6)
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To treat the case v and v general we now use the triangle inequality to control
the difference

D Talu] = Taloll € D [Talu) = Tafu v o]
acZd acZd
+Z|T [uV o] — [u/\v|+Z\T [u Av] — Ty v]].
a€cZd aczd

Note that, thanks to what has just been proven in (6.9) for the case u > v,

S Talu] = Tafu Vol < (1 =€) Y fua — (uVv)al,

a€Zd acZd
Z\T [uVo] = TouAv]] < (1—¢) Z|u\/v) —(uAv)al,
acZd aezd

Z|T [v] = TaluAv]| < (1—¢€) Z|va7 (u A V)l

a€eZd aeZd

Thus, we obtain that

Z\T [u] = To[v]] <3(1—¢) Z|u\/v — (WA

a€Zd aczd
=3(1—€) > |ua—val
<1 by (6.7) “€Z*

At this point an application of Banach’s fixed point theorem returns the existence
of a unique solution of (6.4): there must be a (unique) @ such that

T,lu] = tg for all a € 24
or, equivalently,
_ At v A
Uy — Txd G;} A(U[;) - ha =0.
BeZ

Let us now prove (6.1) and (6.3). To this end, let us multiply both sides of (6.4)
by sgn(uq), and use Lemma 5.3 to get

|ual — Z G5 [Aup)| < |hal,
pezd
which, thanks to Fubini’s theorem and the fact that } ;4 G§ = 0, implies that
(6.10) D lwal < Y7 Jhal.
a€Z? a€eZ?

Next, let us use the fact that G2 = Ggf:) forall ¢, € Z% and l = 1,...,d, to
rewrite the difference

At [e3 a—e
Uqy — Ug—e; — E Z Gﬂ A(U’B) — GB g A(ug) = ha — hafel

pezd
into
(6.11) Ug — Uy — Z a5 ( Alug—e)) = ho — ha—e,.-
T geze

Thanks to Lemma 5.3, if we now multiply both sides of (6.11) by sgn(ua — ta—e,)
and sum over all a € Z%, we end up with

Z ‘ua —’U,a,51| S Z ‘ha - hafcl‘

a€Zd a€Zd
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which returns (6.3) (the total variation in several dimensions is given by the sum
of the total variation along each dimension, cf. [11, Appendix A] for details).

To conclude, it remains to prove (6.2). First, let us note that sup,cza ua < 00
thanks to (6.10). Next, let us assume that ay, is a sequence such that limy_, o Ua, =
SUP,czd Ua- Then, by going to the limit & — oo on both sides of (6.4),

At
(6.12)  sup uy < klim Uor ~ Ad G3* Aug) | = hm ha, < sup hg.
agZd o0 x Bezd aeZd

The first inequality in (6.12) has to do with the fact that, since } 5 5. G§ =0,

Z Ga’“ Z G Aluay))

BeLL BeZ
and thus
. uk
kli)n;o Z Gy — A(ua,))
Bezd
(6.13) .
_ _ <0.
ﬁ%d kILH;oG leH;o(A(uﬁ) Alug,)) | <0

<0

Note that here we have used Lebesgue’s dominated convergence theorem to take
the limit inside the sum. This is justified since ) 5.4 |GG| < 0o for each Az > 0.
Let us also note that limy_, Gg’“ is always greater or equal to zero with the only
exception

lim GO"‘ Gg <0.

k—o0

However, in such a situation

lim (A(ug) — A(uq,) =0,

k—oo

and inequality (6.13) is trivial. Proceeding similarly to what done in (6.12) one
derives the inequality for the infimum, thus

inf he < inf uy < sup uy < sup hg.
aczd aczd a€Zd A=A

O

Proof of Theorem 6.1 for the explicit method (4.8). The statement is a consequence
of the fact that the explicit method (4.8) is both conservative and monotone.

Conservative: Let us sum both sides of (4.8) over all @ € Z? to get

Surt =Y ur o S Y Gy AW

a€eZd a€eZd aczd Bezd
1
=D Ui+ia 2 Allp) | G5 =) Ul
a€Z? Bezd a€Z? a€Zd

—_———
=0, cf. Lemma 5.1

Monotone: We proceed as done in the proof of Lemma 6.1 for the implicit method
(4.7). Let us rename the right-hand side of (4.8) as

At .
To [u] = Uo + m Z Gﬁ A(uﬁ)

Bez?
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First, note that, since G > 0 whenever a # j - cf. Lemma 5.1,
OuyTo[u] >0 for all 8 # a,

while, since A(+) non-decreasing and G% < 0,
At
[“)uaTa[u] =1+ m GaA (Ua)
Ly At

Azd

21—4dLA(£;>(/;<Z<Jd%mw)+/gxduwa

2

which is positive thanks to the CFL condition (4.10). O

> 1+ Ge

6.2. Regularity in time. We prove the following result:

Lemma 6.2. (Regularity in time) Let @ be a solution of the implicit method (4.7)
or the explicit method (4.8). Then, for all s,t > 0

|s —t| + At if |z) A1 du(z) < oo,
|z|>0

Vs =t + At zf/ |2> A1 du(z) < oo.
|z|>0

Proof of Lemma 6.2. The proof is the same for both the implicit method (4.7) and
the explicit one (4.8). Let us consider the explicit method and write

[a(-; ) = a(, D) ey <

(6.14) Aty |untt —un| <At Y| GEAUR)| .

a€Zd a€Zd |BeZd
Note that, thanks to (4.6),

Do | GRAWUS)

a€Zd |Bezd

: /]Rd />A AT+ 2)) = AT@)] +]z - DAT @) jej<r diz)

(6.15) <2La <|U|BV(W> [N LC R ey du(Z))
e <|al<

|z|>1
4L, [, = _
<A (1Wlovs [ P IO [ due)).
x Ar <|z|<1 |z|>1

Therefore, thanks to Lemma 6.1,
Ax® N Uptt — Uy

acZ?

4L AL
<205 (wlsvn [ P + uollims [ daGe)
€z Az <|z|<1 |z|>1

which is O(V/At) thanks to the CFL condition (4.10).
Finally, let us note that whenever the measure y is such that f‘z‘>0 [2] A1 du(z)

(6.16)

is finite, inequality (6.15) guarantees that
Azt Y |untt — U] < eAt.

a€Zd



16 S. CIFANI AND E. R. JAKOBSEN

O

Let us now point out that the time regularity proved in Lemma 6.2 can be further
refined for fractional measures (1.4).

Lemma 6.3. (Refined time regularity for fractional measures) Let ox(-) be the
following modulus of continuity

T A<,
(6.17) ox(t)=¢ TlnT A=1,
T A> 1.

Let @ be a solution of the implicit method (4.7) or the explicit one (4.8) with measure
w oas in (1.4). Then, for all s,t >0

[a(-, 5) = a(, )| 1 ray < oal]s — £ + At).
Proof of Lemma 6.3. As shown in the proof of Lemma 6.2 - cf. (6.16),

@y tnr) = (s tn)ll L2 ey

<20, <|uogv<w) [ du) + ol | du(Z)) .
%<\z\§1 |z|>1
Now, since

" o(1) if A € (0,1),

/A § Izldu(z)s/M < Wdz: O(|lnAz|) if =1,
e Et O(AZY) if A e (1,2),

2

the conclusion follows thanks to the CFL condition (4.13): for example, for A > 1
At = O(Az*), and thus O(At Az'=2) = O(Az) = O(At%). O

6.3. Compactness. The a priori space/time estimates in Lemma 6.1 and 6.2 along
with Kolmogorov’s compactness theorem - cf. e.g. [11, Theorem 3.8] - yield con-
vergence (up to a subsequence) toward a limit u for both methods (4.7) and (4.8).
Furthermore, the limit u inherits all such a priori estimates. In short, we have the
following result:

Theorem 6.4. (Compactness) Let @ be a solution of the implicit method (4.7) or
the explicit one (4.8). Then, the sequence {i : Az > 0} converges in C([0, T]; L' (R))
as Az — 0 (up to a subsequence) toward a limit u such that

u € L®(Qr) N C([0,T); LY(RY)) N L>=(0, T; BV (RY)).

7. FRAMEWORK FOR ERROR ESTIMATES

We now choose v in Lemma 3.1 as the numerical solution @ of either the implicit
method (4.7) or the explicit method (4.8) to prove the following result (whose proof
will be given in a following subsection):

Theorem 7.1. (Framework for error estimates) Let u be the entropy solution of
(1.1). Then,

(i) if @ is the solution of the implicit method (4.7) we have that, for all € > 0
0<d<Tand &% <r<1,

(7.1) u(-, T) =l T)l[p1 ey < Cr (6 +&(u) v Es(m) + 17" + 15"5”),
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where
1

rr=2 [ P,
€ Jlz|<r

€ 0 r<|z|<1 [z]>1

(ii) if u is the solution of the explicit method (4.8) we have that, for all € > 0
O<6<Tand%<r§1,

(7.2)  Ju(T) = a(- T) g gae) < Cr ( - E5(u) v Es(@) + I + 150 + 1)
where

5= a) [ dule)
[z|>r
Remark 7.2. Convergence for both methods (4.7) and (4.8) follows as a by-product
of Theorem 7.1, and existence of entropy solutions of the initial value problem (1.1)
is so established. Let us, for instance, look closer at the implicit method (4.7).

i) Case f|2|>0 [z] dp(z) < oo.
Convergence is immediate: just send r — 0 in (7.1) and choose € = vV Ax.
ii) Case [, |22 dp(z) < oo.

The right-hand side of (7.1) still vanishes as r,e — 0 whenever r = r(Ax)
and € = ¢(Ax) are suitably chosen by using the explicit form of the Lévy
measures 4 under study.
It is clear that such a convergence proof yields more than convergence itself: it
also produces an explicit rate of convergence. As an example, we will work out the
details for the case of fractional measures (1.3) in what follows.

7.1. Convergence rate for fractional measures. With the time regularity granted
by Lemma 6.3 and the framework developed in Theorem 7.1 we can now prove the

following result:
Theorem 7.3. (Convergence rate for fractional measures) Let ol () and oZ%(-)
be the moduli of continuity

T2 A e (0,1),
(7.3) oM7)y =< r2log(r) A=1,
= A€ (1,2),
and
2 Ae (0,2],
4—3X\
re(21)
4 EX — T 4 3 )
(7.4) A=Y Hlog(r) A=t
T Xe(1,2).

Let u be the unique entropy solution of the initial value problem (1.1) with measure
w as in (1.4). Then, for all X € (0,2),

CrotM(Az) for the implicit method (4.7),
u(T) —a(, T) 22 ey <
Cr o™X (Ax) for the explicit method (4.8).
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0.5 1

convergence rate
o o
w B
: -
Cd
-
. .

It
N
T
,

I

0.1r ~ 1

FIGURE 1. The implicit method convergence rate (7.3) (solid) and
the explicit method one (7.4) (dashed) as X varies in (0, 2).

Remark 7.4. Given that we are using the same CFL condition (4.13) for both
methods, it is not surprising to see that the convergence rate for the implicit method
(4.7) is higher than the rate for the explicit one (4.8). We have included a snapshot
of both rates (7.3) and (7.4) as A varies in (0,2) in FIGURE 1.

Proof of Theorem 7.3. Let us first give the proof for the implicit method (4.7).
First of all, let us note that in the present setting

2
/ |2|? du(z) < / | ||2;i|+/\ dz <O (r**) forall A € (0,2)
z |z|<r |Z

while
o(1) if A e (0,1),

|| .
/ B |z| du(z) < / BT dz=10(Inr]) ifr=1,
rells rels O(r'=) if e (1,2).

Therefore, whenever fractional measures are considered, expression (7.1) takes the
form (here as in the rest of the proof we use the CFL condition (4.13) and replace
the time step At with its respective space step min{Axz, Az*})

u(-, T) — a(, T)| L1 (ray

CT 64’(54’7“267A

€

(7.5)

IN

Crle+d|nd[+Z+|lnr| (Aj+A§’”)) if A =1,

Ople+ 6% + 72 41 (AEZ+A5“)> if A € (1,2).

The conclusion follows by choosing r = Az for all A € (0,2), e = § = VAzx for
A € (0,1], while e = Az*7 and § = Az? for \ € (1,2).
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On the other hand, for the explicit method (4.8) the right-hand side of (7.5)
must be augmented by the error stemming from the term I3 in (7.2),

I3 = a)\(At)/ dp(z) .
|z|>r
O(r=>)
In this setting, expression (7.2) takes the form

[u(-, T) =l T)l[ L1 re)

-

Crle+rs+

€ €

+(M+A(Sa:)+ég> if A€ (0,1),

IN

T

Cr(e+d|é+ = + Iy ({Z+A;)+M<M>'> if A= 1,

€

Cples sty 41 (A;”JFA(?A)JF?S) if A € (1,2).

The conclusion follows by choosing € = 6 = vV Ax for A € (0,1] and € = Az*7 and
§ = Az?, while r = Az for A € (0, %], r = Azi for A € (%,1]7 and r = vV Az for
A e (1,2). O

Remark 7.5. One could wonder if it is possible to gain speed of convergence by
redefining our numerical method in such a way to cut-off the singularity at different
speeds depending on the A € (0,2) under consideration. In other words, one could
think that instead of

Gog= [ [ n(+2)—1n, ) dute) o
o/ |z|>52
it would be better to use something like
Gop= [ [ Anylota) - 1n, ) dule)de
Ro J|z|>pa(Ax)

and choose the function py(+) in order to maximize the expression

2—X\ A
eto4+ 2 2 6( ) 4 AN Aw) (%"-%).
——
=A =B

(7.6)

However, this leads to nowhere, and the best results are achieved by choosing
pa(Az) = & - that is to say, a speed independent of the chosen A € (0,2). To see
this, note that the speed of convergence gained by squeezing the error term due to
the singularity (the term A in (7.6)) results in a loss of speed of convergence in the

error term due to the nonlocal nature of the operator (1.2) (the term B in (7.6)).

Remark 7.6.

i) The authors have implemented the explicit method (4.8) with measure p as
in (1.3) for different nonlinear functions A(-), different initial conditions wug(-), and
(most importantly) different A € (0,2), but have found no significant variations in
the (numerical) rate of convergence, which seems to be at least one-half and, need-
less to say, at best one (independently of the A chosen). This fact openly contrasts
with the authors’ view that the convergence rates established in Theorem 7.3 are
optimal, but does not refute it: that could still be some pathological A(-) and wug(-)
for which the numerical rates in Theorem 7.3 are actually fulfilled. However, it
his in the authors’ opinion that the connection between the nonlocal method (4.8)
and the one implemented (which must be necessarily bounded, i.e. confined to a
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bounded subset of the space/time strip Qr) is far from trivial. The authors think
that, by reducing the nonlocal method (4.8) to a local one for numerical imple-
mentation, spurious diffusion (which improves speed of convergence) is artificially
introduced.

i1) The solution of the local method we have implemented is fundamentally dif-
ferent from the original entropy solution of the nonlocal initial value problem (1.1).
In theory, the original entropy solution of (1.1) should be retrieved by progressively
increasing the size of our local numerical grid. This is like saying that there are
two errors here that must be taken into account: a local error due to convergence
toward an intermediate solution on a bounded domain, and a nonlocal error due to
convergence toward the original entropy solution of (1.1) as the domain’s volume
increases. Following this explanation, the convergence rates in our experiments are
incomplete: indeed, we do believe it is the additional nonlocal error that causes the
global speed of convergence to decrease to the levels established in Theorem (7.3).

7.2. Proof of Theorem 7.1.

Proof of Theorem 7.1 for the implicit method (4.7). Let us use integration by parts
on each interval (¢,,t,+1) to rewrite (we refer the reader to [7] for the complete
computation)

// // ,5)) 9y (,y, 1, s) + initial and final terms
Qr T

//Q (w(U?“, o0, 9) =07 ) ) [ &t )

T n=0 jezd Ra
Next, let us introduce the piecewise constant function g% = @5’5(90, y,t,s) which,
for each (y, s) € Qr, is built from the values ¢7,
pr = b / OO (2,1, tn, s) da
« Axd Ru i y YNy )

using the space/time interpolation (4.11). With the function 3% at hand we can
plug the cell entropy inequality (5.1) into (7.7), and use (3.2) to obtain that

" ﬁi( )HLl(Rd) < Cr(Az+ e+ E(u) VEs(v))
// T// _mAGu(, 1), Aluly, $)) L (9 (, -, t,9))(y) dw
Hy
//T//T Ala(z, 1), Au(y, ))) L1167 (9., 9)) (@) dw
+ // i // T77/(“(%75)7U(y,8))£Z’T[A(u(-,t))}(g;) (7 — %) (z, 1, 1, 5) dw
Hs

//T//T A(a(z, 1)), Alu(y, $)) " " - (DF° — V,0=°) (2, y,t, 5) dw

Hy
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Here let us stress the fact that the discrete operator Dy is always applied onto the

a-variable (the variable sitting inside the piecewise constant numerical solution ).

To complete the proof we need to estimate each integral H; (i =1,...,4) in (7.8).
Estimate of Hy. First, let us prove that

|Hi| < Cr || 4| Lo r) |uo| v (e \806’6|BV(W)/ |22 dp(z)

[z]<r

< Cr HA/HLOO(]R) ‘UO|BV(IR'1) 671/ |Z|2d/L(Z).
<r

[z|<

(7.9)

Indeed, using Taylor’s formula with integral remainder and integration by parts
(we refer the reader to the detailed computation in [2], Lemma B.1),

|y < //Q ) //Q ) /MST / - (;|ay,,n<A<u<x,t>>,A<u<y,s))))

d
ws(t —s) Z\ﬁylﬁe(wfy+7'z)\ |2|? dr dp(z) dw
i=1

=02; Qe (x—y+72)|

T d
<Ly (/O Z [u(-, 8)| BV (r?) dyds)
=1
d
02, ()| dzz dt 24
(/Z (@) da >/|z|<r'z' u(2)

which returns (7.9) thanks to the fact that the entropy solution w of (1.1) is of
bounded variation.

Estimate of Ho. Next, let us show that an identical estimate can be produced
for Hy. To see this, let @Z‘;‘S be a mollification in the a-variable of g%, and note
that

185° (st 8) By ey < 1070 (50t 8) Brray < 19,0t 8) By @ay = O (671),

where the first inequality holds for all p small enough - cf. [16, Theorem 5.3.1] -
while the second one is obvious. Let us call

Hj ://QT//TU(A(ﬂ(:r,t))vA(U(yzs)))ﬁif* [25° (o, t,9))(x) dw.

First, let us point out that lim, ,q H5 = Hs. To see this, let us note that, since we
are integrating away from the singularity, we can move the limit o — 0 inside the
integral sing (by Lebesgue’s dominated convergence), and use the pointwise con-
vergence of @Z"S(~,y, t,s) to g“°(-,y,t,s). Now, since @Z"S(-, y,t,s) is differentiable,
we can repeat the argument used for Hy, and obtain that, for all o > 0

8] < Cr |4 e oy ol v ey o5 mveesy [ JoPduta)

Sr<|z|<r

(7.10) < Or || A || L= wy [uo] By () Isoé’[sIBv(Rd)/ 22 dpu(2)

A <[zl <r

< O 1A | =g ol 3y oy [ _ Paute),

Therefore, in the limit o — 0 inequality (7.10) reduces to

(7.11) |Ha| < Cr || A Los w) 10| v (re) 6_1/ 2% du(2).

[z|<r
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Estimate of Hs. We now prove that

Ar Az
|H3| < Cr HA,”L”(R) <? + T)

(|UOBV(Rd)/ |z dp(z) + HUOHLI(W)/ du(z)) .
r<|z|<1 |z]>1

To this end, let us note that, as shown in [7] in the one-dimensional case, for each
(z,t) € Qr the following inequality holds

A At
@13 et ot dyds <0 (i . 7)

To see this note that

(7.12)

@676('@’3/7757175) = Qe(x - y) wé(tn - 5) - we(:pl - yl) o 'we(xd - yd) wé(tn - 8)7

where w,(-) : R — R is the stepwise constant approximation of w(-) : R — R built
using the values

. 1 Ti41
wi = N /qc we(z) dex.

Note that (let us drop the e for sake of brevity)

/\w —w(x |dm—2/zl+l —w(x)| dz

AQCZ/‘“ / v) dy - w(z)| dz

i+1 $z+1
= Ar %/ / Sl
< Az Z |w|BV(1'7,¢1‘1,+1) :
€L

=|wlBv(r)

I 16t~ ot )] dyds
:// |Qc(z — y) ws(tn — s) — Qe(@ — y) ws(t — )| dyds

(here t,, is such that ¢ € (ty,tn+1)),

Now, since

(7.14)

d
T A By R Rk

=0(Az e 1)

and
(7.16) /0 lws (b — 5) — wa(t — 5)| ds = O(AL6™),

splitting the integral on the right-hand side of (7.14) into (7.15) and (7.16) via
triangle inequality returns (7.13). With inequality (7.13) at hand we can now see
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that, for all % <r<l1,
H; < // |£r[a(-, ) (@) // |69° (2, t,8) — 9 (2,y,t,5)| dyds | dadt
Qr Qr
<cLa (ﬁ + g) // / la(z + 2, t) — a(x,t)| du(z)de dt
e 90 rJr<izi<t

+ // / |a(x + 2, t) — u(z, t)] dp(z) dzde
Qr J|z[>1
which implies (7.12).

Estimate of Hy. Finally, we now prove that
Az At
(7.17) |Ha| < Or | A" Lo () (* + 7) / |z| dp(z).
¢ r<lz|<1

To this end, let us choose [ € (0,...,d) and write
(7.18

)
Hyp=of"" // ) // TT](A(ﬂ(ar,t))7A(u(y,s)))(ﬁz@e’é — 02, 0°) (,y, 1, 5) dw

i D> S HAQUD), Afuly.5)) / /R Dig ey t,9)

T qezd n=0

1
H4.l

e //Q S AW, A, ) / [ 2ty ts) dv.

T nezd n=0

H3,
Thanks to integration and summation by parts,
(7.19)

H, = - //Q S 3 Dun(AU2), Afuly.5)) / /R ) du

T qezd n=0

N-1 R
= —AtAz* // ) DY Din(AUY), A(u(y, $)) (e, Yy tnt1, $) dyds

aezZd n=0
while
(7.20)
N—-1
H2, = —Ax / S S Dun(AWUD), Auly, 5))
T (xEZd n=0

tn41
/ / . /@E"a(m, Tay, Ys by s) doy .. day_g dogyy ... dag dt dy ds.
tn

Let us point out how we have used summation by parts in (7.20): first we have
integrated the partial derivative 0,,¢%°(-,y,t,s) along the interval (zq,,Zq,,,) to
obtain the difference gpe"s(a:,xaHl,y,t, s) — ©“9(2, Ty, y,t,5); then we have used
summation by parts to move this difference onto n(A(U), A(u(y,s))). Note that
we now write ¢ (x, ¥q,, y, t, s) to stress that x; = x,, is fixed here while the other
variables

Tlyee s TI—1, Ll415 - - 5 Td
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still span what remains of R,. For sake of brevity, from now on we just write
dX; instead of day ...dxj—y dzgyy .. deg.
Now, by plugging both (7.19) and (7.20) into (7.18) we have that

Hiy =" / Zsz (UD), A(u(y, 5)))

a€Zd n=0

tnt1 R
(Am/ /.../gpe"’(x,xal,y,t,s) dX, dt — AtAz? @5"5(ma,y,tn+1,5) ) dyds
¢

v 7// Z ZAmDm (Us), Auly, s)))

T agzd n=0

tn41
(/ /---/gpe’é(z,ma“y,t,s) Xmdt—f/ Ty Y, tnt1,S) dm) dyds
tn

which, by adding and subtracting @6’5(xa, Y, tn, $), can be rewritten as

N-1
Hyg <A77 30 > Aw Din(A(UL), Alu(y, s)))

a€Zd n=0
tn41
/ (/ / / l’ l’alvy7t 3) Lp (xm% ny S ) Xm dt) dyds
T t
I
N-1 .
Y0 D0 Aw Din(AUR), Au(y, )
aczd n=0
At
// (F/ Lpe,é(xa,y, tna S) — @6,5(%% tn+1, S) dl‘) dy ds
T T JR,
I3

N-—1
ST N Aw Din(AUZ), Aluly, 5))

a€eZd n=0

tnt1
// (/ /.../@5,6(Iayy7tn75) Xm t**/ Ia7y7 ny S )dx) dde
T tn

I3

Next, we need to estimate I;, i = 1,2, 3. First, note that using the triangle inequal-
ity we can write

tn+1
I < // / / /\sos‘s Ty, Yyt 8) = 970 (Tas Yyt 8)| dXpdt dy ds
T Jt,
tnt1
/ / /// (T, Ty, Ys by 8) — 090 (T, Tay, Yy sy 5)| dyds dX; dt
tn

=I1,

tnt1
/ / /// (T, %0y, Yy tny 8) — 99 (T s Yyt 8)| dyds dX; dt,
tn

=I12
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At
[171’ _ // 55 x xal7y7t 8) (,9 (.T} xm,y,tn,s)\ dyds =0 (T)
T
Ax
112_// 55$$a17y7tn7 )7()0 (Z'O”y7 nyS ‘dde_O(T)
T
thanks to (7.15) and (7.16). Thus,

— AtA2?10 (At M) .

0

Second, let us look closer at I5. Note that we can use the triangle inequality to

write
I —it R — 0 dydsd
2 = |(10 (Ia,yatnvs) ¥ (I7yatn+175)| ydasdaxr
Qr

/ // 65 9Cmy7 ) (ara,y, n+l,S )| dyds dx
T

=l

At
A / // |§0€,6(7;aay’tn+17s) - 90575(1',2% n+17 )| dyd‘5 d.L’,
xT Ro JJQr

Iz 2

and so, proceeding for (151, 12,2) as done for (111,11 2), we obtain that
At Ax)
+=).

= At Az?!
t Az O<5

Finally, note that

1
1-3:/ //// 00 Ty U, s 5) X, dE dy ds
tn T
/ // (T Yy tny 8) dyds da
tny1
tn QT

=1

= AtAz? T — AtAz?!
=0

To sum up, we have so far proved that

At Az d*lN ! - n *r
mizac (G450 ) [aract Y S ar DA, Aluty. o)) | 2+

n=0 qe7d

where (cf. the definition of functions of bounded variation in [11] Appendix A)

N-1
AtAzN YN Aw Din(A(UZ), A(u(y, 5)))

n=0 aczd
S LaTla(tn)lpymey < LaT |uolpy (ra)-

Therefore, Hyy = O (5§ + &%) J<|z1<1 121 dpe(2) which proves (7.17). O

€
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Proof of Theorem 7.1 for the explicit method (4.8). Let us plug the cell entropy in-
equality (5.2) into (7.7) to obtain that

(7.21)
Ju(-,T )Hm@m < O (Az+e+Es(u) v Es(v))

//T//T ) Alu(y, ) L4 [0 (2, 1, 5)](y) dw
//T//T A(ue, 1)), A(u(y, $))) L [ (.1, 9))(2) dw

//QT // o (@, 4+ A, uly, ) LA O))() 87 () dw
//QT //QT Y, 8) L4 [Aa(, 1)) (x) 9 (2,1, 8) dw
+//QT//Tn(A(ﬂ(at)),A(u(y,s))) W (D@ — Voot (2, y,t, 5) dw

where the new term

//QT Il (a4 80, uly, ) £ (A1) ) 6wt ) du
//QT //Q 8)) LA [AG( 1)) (@) 0 (.1, ) duw

//QT//T ,8) LT [A(u( t = At)) = A(a(-, 1)](2) ¢ (2, y, b, s) dw

I

//QT // ) Y, 8)) LA, 1))(x) (90 — 0°0) (@, y, L, 5) dw

+ terms of order At.

The terms of order At here stems from the fact that, when moving the At¢-shift from
7' (a(-)) into the nonlocal operator £#"[A(wu(-))](-), we need to shift the domain of
integration accordingly from the interval (0,7') to (At¢, T + At). This produces two
additional error terms of the form

~/(O,At) o ' ./(T,T+At) o

which are clearly O(At) due to the boundedness of the integrand.
Next, the time regularity of @ is needed in order to estimate I,

I< //T AT At — AL)) — \//T (@1, ) dw

=0(1)

<204 </0 la(-,t — At) = (-, )| o1 ey dt) /|\> dp(2)

< O Eas(a) / du(2).

|z[>r

(check the notation Ea¢(w) at (3.1)). Clearly, all the remaining terms in (7.16) can
be estimated as done in the proof for the explicit method (4.8). O
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7.3. Generalization to convection-diffusion equations. The results estab-
lished in the previous sections can be extended to the case f # 0 in a standard
fashion by considering the numerical methods

(7.22) Urtt = U"+AtZD fworunr

a+ez) + At ‘é# <A(Un+1)>0u
=1

(7.23) Urtt = un + Atz Dy f(UR, UL )+ At LHAU™))a,
=1
where
(i) D; stands for the backward difference operator D; Uy = 2= (Us — Ua—c,),
where ¢; is the d-vector with [-component 1 and 0 otherwise;

(ii) fi is a consistent - i.e., f(u,u) = f(u) - Lipschitz continuous numerical flux
which is non-decreasing w.r.t. the first variable and non-increasing w.r.t. the
second one - examples of such fluxes are the well-known Lax-Friedrichs’ flux,
the Godunov’s flux, and the Engquist-Osher’s flux, cf. e.g. [§].

Since the convection term is treated explicitly in both methods (7.22) and (7.23),
the CFL condition (4.10) needs to be updated in this setting to

At At 5 1
oo () i (38) (] e ) <

where L is the Lipschitz constant of the numerical flux f . With the CFL condition
(7.24) at hand the a priori estimates in Section 6 continue to hold and compactness
can still be established via Kolmogorov’s theorem. Convergence toward the unique
entropy solution of (1.1) is also standard (we refer the reader to [11], Chapter 3,
for all the details here).

To conclude, let us point out how the statement of Theorem 7.1 changes in the
current setting (f # 0):
Theorem 7.7. The statement of Theorem 7.1 can be extended to cover both meth-
ods (7.22) and (7.23) if the error term IS®" therein is replaced by

(7.25) I = (ﬁ + %) (1+/r<z|Sl 2| dp(z) +/Z>1d,u(z)>,

The reader can easily check that the convergence rates in Section 7.1 are not
worsened by the new error term 5% in (7.25).

Corollary 7.8. The convergence rates in Theorem 7.3 are also valid for both meth-
ods (7.22) and (7.23).

Proof of Theorem 7.7. This has to do with the fact that in the proof of Theorem
7.1 expression (7.7) changes to (cf., the computations in [11, Example 3.14] for
more details)

(7.26)

// // ,8)) 8,0 (,y,t, s) + initial and final terms
QT T

+ q(a(z,t),u(y, s)) - Vo o(z,y,t, ) dw

// ( (U, uly, s)) *n(U;’M(yvs)))/ 0“2 (2, Y, b1, 5) Az
Qr aezd

a

tn+1
+Z ) —aUs_,, (y,S)))/ wf";(wa,yvt’é’)dt> dyds.
t

n
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Thus, since in the present setting the cell entropy inequalities also include a con-
vection term of the form

(UM k) < (U k) — AtZD;Ql(UZ, k) + remaining terms,
=1

Vk)—FUXNEU?

a+te;

where Q(U}, k) = F(UZ V k, UL,
(7.27)
lu(-,T) — 11( T)|£1(rey < remaining terms

// Z Z (ZDz q(Ug,u(y, s ))_/tn+1 0 (2, y,t,8)dt

Qr n=0 a€Z
At - n €,0
—@ZDZ QU uly8) | ¢ (@, tuyr, ) du | dyds
=1

. Az At
< remaining terms + Cp | — + 5
€

A k), we obtain that

(cf. again [11, Example 3.14] for the proof of this well-known estimate). O

APPENDIX A. PROOF OF LEMMA 5.1

Using Fubini’s theorem,

> Goa= [ [ tn @t - 1n,(0) dula) o
et me Jye> 4
/ / 1g, (4 2) dedu(z / / 1g,(z) drdu(z)
21> 42 Jre 21> 42 Jra
= Az </ dp(z) dz —/ dp(z) dx)
21> 4= 21> 5=

=0.

Moreover,

X 603 [ b
a€Zd
_Axd 1(271’ Z’Vl’ )

=0.

Therefore, Y cza G§ = Y aczd (Ga,g + G‘X’B) = 0. Next,

Z Gop = Z / / 1g,(x +2) — 1g,(z) du(z) dz

pezs pez >
/ / N Z 1g,(z +2) Z 1g,(z) du(z) d
21> %% gega Bezd

:/RQ /Z>A2w(1— 1) du(z) dx
~0
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and

/—\ o
QQ
@
+
Q
B
™
~—
\
(e}

Therefore, 35 54 G§ =3 5254 (G
Next, note that

(A1) Ggp = / / 1g,(z+2) — 1 du(z) do <0,
Rp J|z[> 47

while, thanks to the definition of the operator D' - cf. (4.5),

@ =S [ Do

(A.2)

_127” ¥ sgn( A3 ) / 1g,(z) dz
Rg
d e
Axdflz‘,ylvz
=1

Therefore, Gg =Ggp+ GB P < 0. Moreover, note that, whenever a # 3,
aﬁ_/ / 1g,(z +2z) du(z)dz > 0,
Z‘> Ax
while, thanks to the definition of the operator D) - cf. (4.5),

Ga,ﬁ {Axd 1Zl 1 ‘7% :

0 otherwise.

Therefore, G = Gap + G*P > 0 whenever a # S.

>0 ifa=p+e forsomel=1,...

7d5

Finally, to prove that G2 = GP*e for all a,feZand I =1,...,d we shift the

a+te;
variable x; accordingly: let us call y = x + ¢; and note that

ﬁ—/ / N 1g,(z +2) — 1g,(x) du(z) dz

/ / 1ry,., (y+2) = 1g,,., (y) du(z)dy

Rare, |>4z

/ L ey —eat2) = 1p,(y — ) du(2) dy
T

= Gﬁ+61,a+61 .

In a similar fashion we get G = GA+enate
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