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#### Abstract

We discuss numerical quadratures in one and two dimensions, which is followed by a discussion regarding the differentiation of general operators in Banach spaces. In addition, we discuss the standard and fractional Sobolev spaces $H^{s}(\mathbb{R})$, and prove several properties of these spaces.

We show that the operator splitting methods of the Godunov type and Strang type applied to the viscous Burgers' equation, $u_{t}=u_{x x}+u u_{x}$, and the Korteweg-de Vries (KdV) equation, $u_{t}=u_{x x x}+u u_{x}$, (and other equations), have the correct convergence rates in $H^{s}(\mathbb{R})$, for arbitrary integer $s \geq 1$. In the proofs we use the new framework originally introduced in [11].

We investigate the Godunov method and Strang method numerically for the viscous Burgers' equation and the KdV equation, and present different numerical methods for the subequations from the splitting. We numerically check the convergence rates for the split step size $\Delta t$, in addition with other aspects for the numerical methods. We find that the operator splitting methods work well numerically for the two equations. For the viscous Burgers' equation, we find that several combination of numerical solvers for the subequations work well on the test problems, while we for the KdV equation find only one combination of numerical solvers which works well on all test problems.
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## 1 Introduction

Throughout the last century, several new physical phenomena has been discovered, and to describe them mathematically it is possible to use partial differential equations. The theory of quantum mechanics and the motion of fluid substances are examples of such phenomena which has given arise to new equations; the Schrödinger ${ }^{1}$ and Navier ${ }^{2}$ Stokes ${ }^{3}$ equations, respectively. The complexity of the equations have increased due to an increase in the complexity of the phenomena which the equations are a model of. To be able to solve these new equations, new solving methods have been developed. The popularity and usability of these new solving methods have varied. The operator splitting method is a successful solving method, which have been widely studied for several years. The strategy behind the operator splitting approach is to "divide and conquer" the problem.

The idea behind the operator splitting approach is to split the partial differential equation into subequations, each which hopefully models different physical aspects, and solve each of these subequations for small time steps. To form a full solution, the solutions at each time step are concatenated in a special order, which hopefully yield the correct solution to the original equation. A beauty of the method is that the splitting of the full equation into subequations is easy to understand, even for non-mathematician.

From a modelling point of view, one wishes that a model of a physical phenomenon should involve some physical aspects like for instance convection or diffusion. These aspects give partial differential equations which contain terms that mathematically are different, and which often result in major challenges in the analysis of the model. By applying the operator splitting method to such problems, the different physical characteristics can be separated, so that each of the subequations describe these aspects mathematically. From a mathematical point of view, this is brilliant since the different terms are separated in different subequations, such that the mathematical behaviour is separated. In addition, it is (hopefully) possible to solve these subequations more easily than the full equation. For an introduction to the operator splitting technique from a mathematical view point, we recommend [12].

[^0]The main focus in this text is to apply the operator splitting method on two famous equations; the viscous Burgers' equation and the Korteweg-de Vries equation, and we will study the operator splitting method from an analytical and numerical point of view. Before we start with the mathematical treatment, we give a brief historical background for the two equations.

The viscous Burgers' equation is a nonlinear partial differential equation of second order, which has its origin in the famous Navier-Stokes equation. In 1939 Johannes Martinus Burgers ${ }^{4}$ simplified the Navier-Stokes equation, which resulted in what today is called the viscous Burgers' equation. The equation is built up by a nonlinear convection term and a linear diffusion term, which often is referred to as the viscosity effect.

The equation appears in fluid dynamics and in general engineering as a simplified model for turbulence, boundary layer behaviour, mass transport and wave propagation in acoustics. In the last decades the equation has also been used to model traffic flows. The equation is described in the following way,

$$
u_{t}+u u_{x}=\kappa u_{x x}
$$

where $\kappa \geq 0$ is the viscosity factor determing the amount of viscosity added to the solutions. The nonlinear term $u u_{x}$ transports the information, while the second order term $u_{x x}$ smooths the information. The sign in front of the nonlinear term identify the direction of the transport. The sign in front of $u_{x x}$ is important, since a negative sign results in an ill-posed problem.

The viscous Burgers' equation has been studied and applied for many decades, resulting in the existence of many analytical solutions, series approximations and numerical solutions for a wide range of boundary conditions. In that sense, the study of the equation is finished. For an example of a solution of the equation see Figure 1.1.

The Korteweg-de Vries (KdV) equation has a more interesting historical background. The history starts back in 1834, when the Scottish naval engineer John Scott Russel ${ }^{5}$ observed a boat which was drawn by two horses in a narrow channel. When the boat stopped he observed a sharp, but smoothed heap of water propagating along the water surface. He jumped on the horseback and followed the wave for several kilometers. This wave shape was new and so interesting that he started practical and theoretical investigations of the phenomenon he just had observed. Through his studies he found several properties of these waves. The wave is stable and can travel over large distances, compared to normal waves which tends to be smoothed out if they travel over long distances. Another interesting property is that two waves never will merge; one small wave is overtaken by a large one. Russel called the phenomenon "Wave of translation" - today such waves are called solitons or solitory waves.

[^1]

Figure 1.1: Solutions to the viscous Burgers' equation and the Korteweg-de Vries equation. In (a) observe how the initial wave is getting steeper and steeper as it travels to the right, but the wave never breaks. In (b) observe how the two solitons intersect without changing velocities or shape.

The first theoretical investigation of the soliton phenomen was done by Lord Rayleigh ${ }^{6}$ and Joseph Boussinesq ${ }^{7}$ in the 1870s. In a paper from 1895, Diederik Korteweg ${ }^{8}$ and Gustav de Vries ${ }^{9}$ investigated the solution phenomenon, and took the theory of solutions a step further. They found the partial differential equation, which the soliton phenomenon satisfies. The equation is given as

$$
u_{t}+u u_{x}+\kappa u_{x x x}=0
$$

and is named after the two authors. The coefficient $\kappa$ denote the sharpness of the solitons. A small $\kappa$ results in sharp solitons, while a large $\kappa$ result in smoother solitons. Since a steep soliton moves faster than a smoother soliton, $\kappa$ also in some sense identifies the velocity of the soliton. The paper by Korteweg and de Vries has become a milestone

[^2]in the theory of solitons, which was developed further in the 1960s. Nowadays, the KdV equaton is well-studied and several regularity results regarding the solutions are proven. It is used to model several different physical phenomena like waves in plasma and ionacoustic waves. We refer to [17] for an discussion of the KdV eqaution for different physical phenomena. An example of a solution is given in Figure 1.1.

The operator splitting method is an approximation method, and when the method is applied it yields some error which is dependent on the split step size and how the solutions of the subequations are concatenated. Therefore, to use this method in practice one needs to prove that the operator splitting solution converges to the exact solution of the full equation when the split step size tends to zero. The litterature contains several convergence proofs and techniques for different partial differential equations. In [13], a new general analytical approach which involves introducing a two dimensional approximation is used to prove convergence for the KdV equation. Recently, in [11] another analytical framework is introduced, which is used to prove convergence for a wide class of partial differential equations which has a so-called Burgers' nonlinearity. The class includes the viscous Burgers' and the KdV equations.

In this text we use the analytical approach presented in [11], to prove convergence rates for the splitting of Godunov ${ }^{10}$ and Strang ${ }^{11}$ types, which formally is introduced in Section 5 . To be ahead of the text, the Godunov splitting formally converges as $\mathcal{O}(\Delta t)$, while the Strang splitting converges as $\mathcal{O}\left((\Delta t)^{2}\right)$. In [11] the correct convergence rate for the Strang splitting is proven. We adopt this idea, and use the same technique to prove the correct convergence rate for the Godunov splitting as well.

The approach in [11] relies heavily on the differential theory of operators in Banach ${ }^{12}$ spaces and the error terms of one and two dimensional numerical quadratures, together with Sobolev ${ }^{13}$ space properties. Therefore, we start with a discussion of nu-

[^3]merical quadrature formulas, before we continue with a discussion including proofs of the necessary results from the differential theory. The Sobolev spaces are introduced and presented, and we give proofs of for instance the Banach-algebra property for the standard and fractional Sobolev spaces. Then, the operator splitting method is discussed in details, and we give proofs of the abovementioned convergence rates for the viscous Burgers' and KdV equations (and other equations). At the very end of this text, we present numerical experiments with the use of the operator splitting method.

## 2 Differentiation in Banach Spaces

In this section we consider the differentiability of general operators in Banach spaces, and we start by defining the Fréchet ${ }^{14}$ differential of an operator, which is followed up by a discussion of some results regarding the definition. At the end of this section we prove a variational of parameters formula.

Remark: The notation for differential theory in vector spaces gets quickly rather messy, and is not standardized in the literature. We adopt the notation in [3], and try to be consistent with this notation in the remainder of the text.

### 2.1 The Fréchet Differential

The Fréchet differential is the generalization in Banach spaces of the usual differential of a function in Euclidean ${ }^{15}$ spaces. The definition is as follows.

Definition 2.1. Let $X$ and $Y$ be Banach spaces, and let $V$ be an open subset in $X$, $V \subset X$. A mapping $T: V \rightarrow Y$ is Fréchet differentiable at a point $v$ in $V$ if there exists $A$ in $L(X, Y)$ such that

$$
\begin{equation*}
\lim _{\|h\|_{X} \rightarrow 0} \frac{\|T(v+h)-T(v)-A(h)\|_{Y}}{\|h\|_{X}}=0 \tag{2.1}
\end{equation*}
$$

$A$ is called the Fréchet differential of $T$ at a point $v$, and is denoted by

$$
A=d T(u) .
$$

$T$ is said to be Fréchet differentiable in $V$ if it is differentiable for all $v$ in $V$.
Introducing the "little-oh" notation, requirement (2.1) is the same as requiring

$$
\|T(v+h)-T(v)-A(h)\|_{Y}=o\left(\|h\|_{X}\right) .
$$

From the definition, we see that the differential of an operator is unique and linear. Moreover, if $A$ satisfies (2.1), then $A$ is continuous at $v$ if and only if $T$ is continuous at $v$. The generalization to Banach spaces of the chain rule in Euclidean spaces, is given in the following lemma.

Proposition 2.2. Let $X, Y$ and $Z$ be Banach spaces and let $T: V \rightarrow Y$ and $S: U \rightarrow Z$, where $T(V) \subset U, V$ and $U$ are open subsets of $X$ and $Y$, respectively. The composite map is defined as

$$
S \circ T: V \rightarrow Z, \quad(S \circ T)(v)=S(T(v)) .
$$

[^4]If $T$ is differentiable at $v$ in $V$ and $S$ is differentiable at $u=T(v)$ in $U$, then $S \circ T$ is differentiable at $v$ and

$$
d(S \circ T)(v) h=d S(v)[d T(u) h] .
$$

From the above proposition we see that the differential of $S \circ T$ at $v$ is the composition of the linear maps $d F(v)$ and $d G(F(u))$. We define the Fréchet derivative, as a mapping between Banach spaces.

Definition 2.3. Let $T: V \rightarrow Y$ be Fréchet differentiable in $V$. The mapping

$$
T^{\prime}: V \rightarrow L(X, Y), \quad T^{\prime}: v \rightarrow d T(v)
$$

is called the Fréchet derivative of $T$.
The higher order differentials will be defined in the same manner as the first order differential. Let $T$ be in $C^{1}(V, Y)$ and consider the derivative $T^{\prime}: V \rightarrow L(X, Y)$.

Definition 2.4. Let $X$ and $Y$ be Banach spaces and $V \subset X$. Let $T: V \rightarrow Y$ be continuous and consider $v$ in $V . T$ is twice Fréchet-differentiable at $v$ if $T^{\prime}$ is differentiable at $v$. The second differential of $T$ is defined as

$$
d^{2} T(v)=d F^{\prime}(v) .
$$

If $T$ is twice differentiable for all $v$ in $V, T$ is said to be twice differentiable in $V$.
From this definition, it is clear that $d^{2} T(v)$ is a continuous linear map from $X$ to $L(X, Y)$, more formally $d^{2} T(v)$ is in $L(X, L(X, Y))$. This mapping is a symmetric bilinear mapping on $X$, which is proven in [3, Ch. 1.]. The space $L(X, L(X, Y))$ is isometric isomorphic with $L_{2}(X, Y)$. In the following a value of $d^{2} T(v)$ at a pair $(g, h)$ will be denoted as

$$
d^{2} T(v)[g, h] .
$$

If $T$ is twice differentiable in $V$, then the second derivative, $T^{\prime \prime}$, is a mapping from $V \rightarrow L_{2}(X, Y)$.

The definition of the $(n+1)$-th derivate is done by induction. Let $T: V \rightarrow Y$ be $n$ times differentiable in $V$. Let the $n$-th differential at a point $v$ in $V$ be represented with a continuous $n$-linear mapping from $X \times X \times \ldots \times X \rightarrow Y$. As was the case for the second derivative, there is an isometric isomorphism between $L(X, \ldots, L(X, Y))$ and $L_{n}(X, Y)$. Let $T^{(n)}: V \rightarrow L_{n}(X, Y)$ denote the mapping

$$
F^{(n)}: v \rightarrow d^{n} T(v) .
$$

The $(n+1)$-th differential at $v$ is defined as the differential of $T^{(n)}$, namely

$$
d^{(n+1)} T(v)=d T^{(n)}(v) \in L_{n+1}(X, Y) .
$$

If $T$ is $n$ times differentiable in $V$ and the $n$th derivative is continuous from $V$ to $L_{n}(X, Y)$, then $T$ is in $C^{n}(V, Y)$. The value of the differential at a point $\left(h_{1}, \ldots, h_{n}\right)$ is denoted by

$$
d^{n} T(v)\left[h_{1}, \ldots, h_{n}\right] .
$$

If $h=h_{1}=\ldots=h_{n}, d^{n} T(v)[h]^{n}$ will be written for short. The mapping $\left(h_{1}, \ldots, h_{n}\right) \rightarrow$ $d^{n} T(v)\left[h_{1}, \ldots, h_{n}\right]$ is symmetric, if $T$ is $n$ times differentiable in $V$.

We illustrate the Fréchet derivative using two operators for which the derivative will be used later on. Let $A$ be an general operator in $L(X, Y)$ and define $B: X \rightarrow Y$ by $B(v)=v v_{x}$. Using Definition 2.1, the first derivative of $A$ is found as,

$$
\lim _{\|h\|_{X} \rightarrow 0} \frac{\|A(v+h)-A(v)-d A(v)[h]\|_{Y}}{\|h\|_{X}}=\lim _{\|h\|_{X} \rightarrow 0} \frac{\|A(h)-d A(v)[h]\|_{Y}}{\|h\|_{X}}=0
$$

where we have used the linearity of $A$. This yield

$$
\begin{equation*}
d A(v)[h]=A(h) \tag{2.2}
\end{equation*}
$$

Furthermore, for $B$ we get

$$
\begin{aligned}
\lim _{\|h\|_{X} \rightarrow 0} & \frac{\left\|(v+h)(v+h)_{x}-v v_{x}-d B(v)[h]\right\|_{Y}}{\|h\|_{X}} \\
& =\lim _{\|h\|_{X} \rightarrow 0} \frac{\left\|v h_{x}+h v_{x}+h h_{x}-d B(v)[h]\right\|_{Y}}{\|h\|_{X}}=0
\end{aligned}
$$

from which

$$
\begin{equation*}
d B(v)[h]=(v h)_{x}=v h_{x}+v_{x} h . \tag{2.3}
\end{equation*}
$$

The higher order derivatives are found similarly. For $A$ we get

$$
\begin{aligned}
\lim _{\|k\|_{X} \rightarrow 0} & \frac{\left\|d A(v+k)-d A(v)-d^{2} A(v)\right\|_{L(X, Y)}}{\|k\|_{X}} \\
& =\lim _{\|k\|_{X} \rightarrow 0} \sup _{\|h\|_{X}=1} \frac{\left\|d A(v+k)[h]-d A(v)[h]-d^{2} A(v)[h, k]\right\|_{Y}}{\|k\|_{X}} \\
& =\lim _{\|k\|_{X} \rightarrow 0} \sup _{\|h\|_{X}=1} \frac{\left\|A(h)-A(h)-d^{2} A(v)[h, k]\right\|_{Y}}{\|k\|_{X}}=0,
\end{aligned}
$$

which gives

$$
\begin{equation*}
d^{2} A(v)[h, k]=0 \tag{2.4}
\end{equation*}
$$

and all the higher derivatives is 0 . Furthermore, for $B$ we obtain

$$
\begin{aligned}
\lim _{\|k\|_{X} \rightarrow 0} & \sup _{\|h\|_{X}=1} \frac{\left\|d B(v+k)[h]-d B(v)[h]-d^{2} B(v)[h, k]\right\|_{Y}}{\|k\|_{X}} \\
& =\lim _{\|k\|_{X} \rightarrow 0} \sup _{\|h\|_{X}=1} \frac{\left\|(v h)_{x}+(k h)_{x}-(v h)_{x}-d^{2} B(v)[h, k]\right\|_{Y}}{\|k\|_{X}}=0
\end{aligned}
$$

which gives

$$
\begin{equation*}
d^{2} B(v)[h, k]=(h k)_{x}=h_{x} k+h k_{x} \tag{2.5}
\end{equation*}
$$

Since $d^{2} B(v)$ do not depend on $v$,

$$
d^{n} B(f)[g, h, k]=0
$$

for $n \geq 3$.
As a final remark, we note that all the vector spaces was assumed to be Banach spaces, but only the properties of a normed space was used in the definitions. Thus, the completeness assumptions on the vector spaces could have been leaved out. This would have given a slightly more general theory. However, the spaces we will look at in the remains of this text are Banach spaces.

### 2.2 A Variation of Parameters Formula

In the theory of linear partial differential equations, the Duhamel's principle ${ }^{16}$ is a solution method for nonhomogeneous initial value problems, which involves first solving a homogeneous version of the initial value problem, from which the solution is integrated to yield a solution of the nonhomogeneous initial value problem. In [5, Ch. 2.3.] the Duhamel's principle is introduced and used to solve the nonhomogeneous heat equation over $\mathbb{R}^{n} \times(0, \infty)$. The Duhamel's principle has wide applicability to both linear ordinary differential equations and other partial differential equations. The idea behind the variation of parameters formulas, is to create a framework where formulas similar to the Duhamel's principle, can be utilized in a more general setting.

To emphasize the idea consider the two initial value problems

$$
\begin{equation*}
v_{t}=A(v),\left.\quad v\right|_{t=t_{0}}=v_{0} \tag{2.6}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{t}=A(u)+B(u),\left.\quad u\right|_{t=t_{0}}=u_{0} \tag{2.7}
\end{equation*}
$$

where $A$ and $B$ are some differential operators. Let $v\left(t ; t_{0}, v_{0}\right)$ and $u\left(t ; t_{0}, u_{0}\right)$ denote the solutions of (2.6) and (2.7) with initial data $\left(t_{0}, v_{0}\right)$ and $\left(t_{0}, u_{0}\right)$, respectively. The question is if we can write the solution of (2.7) using the solution of (2.6) in the following way,

$$
u\left(t ; t_{0}, u_{0}\right)=v\left(t ; t_{0}, u_{0}\right)+\int_{t_{0}}^{t} v\left(t ; s, B\left(u\left(s ; t_{0}, u_{0}\right)\right)\right) d s
$$

The above equation is an example of a variation of parameters formula.

[^5]To be more precise regarding $A$ and $B$, let $X$ and $Y$ be Hilbert ${ }^{17}$ spaces where $X$ is continuously imbedded in $Y$, and let $A: X \rightarrow Y$, and $B: X \rightarrow Y$. Furthermore, assume $A$ is in $L(X, Y)$ and $B$ is in $C^{1}(X, Y)$ and require $\|v\|_{Y} \leq\|v\|_{X}$ for all $v$ in $X$. At last, assume $v\left(t ; t_{0}, v_{0}\right)$ is $C^{1}\left(\left[t_{0}, T\right], Y(\right.$ or $\left.X)\right)$ for a fixed $T>t_{0}$ and for all $v_{0}$ in $X$ (or $\left.Y\right)$.

To prove the variation of parameters formula, we need the following lemma.
Lemma 2.5. The Fréchet derivatives of $v\left(t ;, t_{0}, v_{0}\right)$ satisfy: For $v_{0}$ and $w$ in $Y$

$$
\begin{equation*}
\frac{\partial}{\partial v_{0}} v\left(t ; t_{0}, v_{0}\right)[w]=v\left(t ; t_{0}, w\right) \tag{2.8}
\end{equation*}
$$

and for $v_{0}$ in $Y$,

$$
\begin{equation*}
\frac{\partial}{\partial t_{0}} v\left(t ; t_{0}, v_{0}\right)=-v\left(t ; t_{0}, A\left(v_{0}\right)\right) \tag{2.9}
\end{equation*}
$$

Proof. From Definition 2.1 we see that to prove (2.8) we have to show

$$
\lim _{\|w\|_{Y} \rightarrow 0} \frac{\left\|v\left(t ; t_{0}, v_{0}+w\right)-v\left(t ; t_{0}, v_{0}\right)-\frac{\partial}{\partial v_{0}} v\left(t ; t_{0}, v_{0}\right)[w]\right\|_{Y}}{\|w\|_{Y}}=0
$$

From the linearity with respect to the initial data, we have

$$
v\left(t ; t_{0}, v_{0}+w\right)=v\left(t ; t_{0}, v_{0}\right)+v\left(t ; t_{0}, w\right)
$$

which gives, by inserting into the above equation,

$$
\frac{\partial}{\partial v_{0}} v\left(t ; t_{0}, v_{0}\right)[w]=v\left(t ; t_{0}, w\right)
$$

and (2.8) is proven.
To prove (2.9), we define

$$
z(\tau)=v\left(t ; t_{0}+\tau, v_{0}\right)-v\left(t ; t_{0}, v_{0}\right)+\tau v\left(t ; t_{0}, A\left(v_{0}\right)\right)
$$

and we have to show $\|z\|_{Y}=o(\tau)$. The solution of (2.6) at $t=t_{0}+\alpha$ and $t=t_{0}$ is the same as long as the initial data is given at the same time, thus we have

$$
v\left(t+\alpha ; s+\alpha, v_{0}\right)=v\left(t ; s, v_{0}\right)
$$

Using this result gives

$$
z(\tau)=v\left(t-\tau ; t_{0}, v_{0}\right)-v\left(t ; t_{0}, v_{0}\right)+\tau v\left(t ; t_{0}, A\left(v_{0}\right)\right)
$$

[^6]Differentiation wrt. $\tau$ gives

$$
z_{\tau}(\tau)=-v_{t}\left(t-\tau ; t_{0}, v_{0}\right)+v\left(t ; t_{0}, A\left(v_{0}\right)\right)=-A\left(v\left(t-\tau ; t_{0}, v_{0}\right)\right)+v\left(t ; t_{0}, A\left(v_{0}\right)\right)
$$

where we have used (2.6). Thus,

$$
\begin{aligned}
\left\|z_{\tau}\right\|_{Y} & \leq\left\|A\left(v\left(t-\tau ; t_{0}, v_{0}\right)\right)\right\|_{Y}+\left\|v\left(t ; t_{0}, A\left(v_{0}\right)\right)\right\|_{Y} \\
& \leq\|A\|_{L(X, Y)}\left\|v\left(t-\tau ; t_{0}, v_{0}\right)\right\|_{X}+\left\|v\left(t ; t_{0}, A\left(v_{0}\right)\right)\right\|_{Y} \leq C_{1}+C_{2} \leq C
\end{aligned}
$$

where the second inequality follows from that $A$ is in $L(X, Y)$, and the third inequality follows from that $v\left(t ; t_{0}, v_{0}\right)$ is in $C^{1}\left(\left[t_{0}, T\right], Y\right)$. Since $z(0)=0$ we have

$$
z(\tau)=\int_{0}^{\tau} z_{\tau}(s) d s
$$

which results in

$$
\|z(\tau)\|_{Y} \leq \int_{0}^{\tau}\left\|z_{\tau}(s)\right\|_{Y} d s \leq C \tau
$$

from the estimate for $\left\|z_{\tau}\right\|_{Y}$. Hence, $\|z\|_{Y}=o(\tau)$ and (2.9) is proven.
Using this lemma, we can prove the variation of parameters formula.
Theorem 2.6 (Variation of parameters formula). Let $A$ be in $L(X, Y)$ and $B$ in $C^{1}(X, Y)$ and assume that (2.6) has a unique bounded solution $v\left(t ; t_{0}, v_{0}\right)$ in $C^{1}\left(\left[t_{0}, T\right] ; X\right)$ or $v\left(t ; t_{0}, v_{0}\right)$ in $C^{1}\left(\left[t_{0}, T\right] ; Y\right)$. Furthermore, assume (2.7) has a unique solution $u\left(t ; t_{0}, v_{0}\right)$ in $C^{1}\left(\left[t_{0}, T\right] ; X\right)$ for all $v_{0}$ in $X$. Then

$$
u\left(t ; t_{0}, u_{0}\right)=v\left(t ; t_{0}, u_{0}\right)+\int_{t_{0}}^{t} v\left(t ; s, B\left(u\left(s ; t_{0}, u_{0}\right)\right)\right) d s
$$

Proof. Differentiation of $v$ gives

$$
\begin{aligned}
\frac{d}{d s} v\left(t ; s, u\left(s ; t_{0}, u_{0}\right)\right)= & \frac{\partial}{\partial s} v\left(t ; s, u\left(s ; t_{0}, u_{0}\right)\right) \\
& +\frac{\partial}{\partial v_{0}} v\left(t ; s, u\left(s ; t_{0}, u_{0}\right)\right)\left[\frac{\partial}{\partial t} u\left(s ; t_{0}, u_{0}\right)\right]
\end{aligned}
$$

which by (2.8) and (2.9) are transformed to,

$$
\frac{d}{d s} v\left(t ; s, u\left(s ; t_{0}, u_{0}\right)\right)=-v\left(t ; s, A\left(u\left(s ; t_{0}, u_{0}\right)\right)\right)+v\left(t ; s, \frac{\partial}{\partial t} u\left(s ; t_{0}, u_{0}\right)\right)
$$

By using (2.7) and the linearity of the initial data, we obtain

$$
\begin{aligned}
\frac{d}{d s} v\left(t ; s, u\left(s ; t_{0}, u_{0}\right)\right)= & -v\left(t ; s, A\left(u\left(s ; t_{0}, u_{0}\right)\right)\right) \\
& +v\left(t ; s, A\left(u\left(s ; t_{0}, u_{0}\right)\right)+B\left(u\left(s ; t_{0}, u_{0}\right)\right)\right) \\
= & v\left(t ; s, B\left(u\left(s ; t_{0}, u_{0}\right)\right)\right)
\end{aligned}
$$

From (2.7) we have that $\left.v\left(t ; s, u\left(s ; t_{0}, u_{0}\right)\right)\right|_{s=t_{0}}=v\left(t ; t_{0}, u_{0}\right)$ and from (2.6) we get $\left.v\left(t ; s, u\left(s ; t_{0}, u_{0}\right)\right)\right|_{s=t}=u\left(t ; t_{0}, u_{0}\right)$. Hence,

$$
u\left(t ; t_{0}, u_{0}\right)-v\left(t ; t_{0}, u_{0}\right)=\int_{t_{0}}^{t} v\left(t ; s, B\left(u\left(s ; t_{0}, u_{0}\right)\right)\right) d s
$$

which proves the theorem.
The assumptions for both Lemma 2.5 and Theorem 2.6 are restrictive and leads to a result which is not as general as possible. In our defense, we do this simplification because the assumptions satisfy the operator splitting problem which is studied later on. However, in [19, Ch. 4.2] it is shown that Lemma 2.5 also is valid if $A$ is nonlinear, and Theorem 2.6 is extended to yield for Banach spaces. The proofs presented in [19, Ch. 4.2.] are much longer and more complicated as linearity of $A$ and uniqueness of the solution of (2.6) and (2.7) are not assumed to hold. This leads to an interesting discussion regarding the uniqueness problem, and the continuity and differentiability with respect to the initial data of the solutions of (2.7).

## 3 Numerical Integration

In numerics the evaluations of the definite integrals

$$
\int_{a}^{b} f(x) d x, \quad \text { and } \quad \int_{a}^{b} \int_{c}^{d} f(x, y) d y d x
$$

leads to the so-called quadrature formulas. The main focus in this section is the error term for one and two dimensional quadrature formulas, and we start with a treatment of the former. Due to Giuseppe Peano ${ }^{18}$ the error in the one dimensional case, is given in a very compact and elegant form, which we prove in the fascinating Peano kernel theorem. We use this theorem to find error formulas for two one dimensional quadrature formulas, and in addition we find a error formula for a two dimensional quadrature formula.

### 3.1 One Dimensional Quadratures

The quadrature formula yield an approximation to the integral, and can in general be given as

$$
\begin{equation*}
I(f)=\sum_{k=0}^{m_{0}} w_{k 0} f\left(x_{k 0}\right)+\sum_{k=0}^{m_{1}} w_{k 1} f^{\prime}\left(x_{k 1}\right)+\ldots+\sum_{k=0}^{m_{n}} w_{k n} f^{(n)}\left(x_{k n}\right) \tag{3.1}
\end{equation*}
$$

where $w_{k i}$ are the weights, $\left\{m_{i}\right\}_{i} \subset \mathbb{N},\left\{x_{k i}\right\}_{k, i} \subset[a, b]$ and $f$ is in $C^{n}[a, b]$. The error is given as

$$
\begin{equation*}
E(f)=I(f)-\int_{a}^{b} f(x) d x \tag{3.2}
\end{equation*}
$$

and tells us of how good (3.1) approximates the integral. Several different forms for (3.2) exist, and we focus on the elegant Peano kernel form, which we present below.

### 3.1.1 The Peano Kernel Theorem

The Peano kernel theorem relies on a priori knowledge of the involved quadrature rule. To be precise, we must know the degree of the polynomials which (3.1) integrates exactly. For (3.1), it is possible to find such degree $n$ using for instance a Taylor ${ }^{19}$ series expansion.

Assume $f$ is in $C^{n+1}([a, b])$ and that (3.1) integrates all $p$ in $\mathbb{P}_{n}$ exactly. Expanding $f$ in a Taylor series yield

$$
f(x)=\sum_{k=0}^{n} \frac{f^{(k)}(a)(x-a)^{k}}{k!}+\frac{1}{n!} \int_{a}^{x} f^{(n+1)}(t)(x-t)^{n} d t=p_{n}(x)+r_{n}(x)
$$

[^7]which is valid since $f$ is in $C^{n+1}([a, b])$. The error $E$ is a linear operator, thus $E(f)=$ $E\left(p_{n}+r_{n}\right)=E\left(p_{n}\right)+E\left(r_{n}\right)=E\left(r_{n}\right)$, where $E\left(p_{n}\right)=0$ because (3.1) integrates all $p$ in $\mathbb{P}_{n}$ exactly. Thus, by using (3.2),
\[

$$
\begin{aligned}
E(f)=E\left(r_{n}\right) & =I\left(r_{n}\right)-\int_{a}^{b} r_{n}(x) d x \\
& =I\left(r_{n}\right)-\frac{1}{n!} \int_{a}^{b} \int_{a}^{x} f^{(n+1)}(t)(x-t)^{n} d t d x \\
& =I\left(r_{n}\right)-\frac{1}{n!} \int_{a}^{b} \int_{a}^{b} f^{(n+1)}(t)(x-t)_{+}^{n} d t d x
\end{aligned}
$$
\]

where we have introduced

$$
(x-t)_{+}^{n}= \begin{cases}(x-t)^{n} & \text { if } x \geq t \\ 0 & \text { if } x<t\end{cases}
$$

Using (3.1) for $r_{n}$ gives

$$
\begin{align*}
E\left(r_{n}\right)= & I\left(\frac{1}{n!} \int_{a}^{b} f^{(n+1)}(t)(x-t)_{+}^{n} d t\right)-\frac{1}{n!} \int_{a}^{b} \int_{a}^{b} f^{(n+1)}(t)(x-t)_{+}^{n} d t d x \\
= & \frac{1}{n!} \sum_{k=0}^{m_{0}} w_{k 0} \int_{a}^{b} f^{(n+1)}(t)\left(x_{k 0}-t\right)_{+}^{n} d t \\
& +\frac{1}{n!} \sum_{k=0}^{m_{1}} w_{k 1} \frac{d}{d x}\left[\int_{a}^{b} f^{(n+1)}(t)\left(x_{k 1}-t\right)_{+}^{n} d t\right]  \tag{3.3}\\
& +\ldots+\frac{1}{n!} \sum_{k=0}^{m_{n}} w_{k n} \frac{d^{n}}{d x^{n}}\left[\int_{a}^{b} f^{(n+1)}(t)\left(x_{k n}-t\right)_{+}^{n} d t\right] \\
& -\frac{1}{n!} \int_{a}^{b} \int_{a}^{b} f^{(n+1)}(t)(x-t)_{+}^{n} d t d x .
\end{align*}
$$

The integration and differentiation in the sums have to be interchanged, to yield what we want. Thus, the following needs a proof,

$$
\begin{equation*}
\frac{d^{k}}{d x^{k}}\left[\int_{a}^{b} f^{(n+1)}(t)(x-t)_{+}^{n} d t\right]=\int_{a}^{b} f^{(n+1)}(t) \frac{d^{k}}{d x^{k}}\left[(x-t)_{+}^{n}\right] d t, \tag{3.4}
\end{equation*}
$$

for $1 \leq k \leq n$. For $k<n$ this follows immediately since $(x-t)_{+}^{n}$ is $n-1$ times continuously differentiable. In particular, for $k=n-1$ we get

$$
\frac{d^{n-1}}{d x^{n-1}}\left[\int_{a}^{b} f^{(n+1)}(t)(x-t)_{+}^{n} d t\right]=\int_{a}^{b} f^{(n+1)}(t) \frac{d^{n-1}}{d x^{n-1}}\left[(x-t)_{+}^{n}\right] d t,
$$

which by evaluating the differentiation on the right hand side leads to

$$
\begin{aligned}
\frac{d^{n-1}}{d x^{n-1}}\left[\int_{a}^{b} f^{(n+1)}(t)(x-t)_{+}^{n} d t\right] & =n!\int_{a}^{b} f^{(n+1)}(t)(x-t)_{+} d t \\
& =n!\int_{a}^{x} f^{(n+1)}(t)(x-t) d t
\end{aligned}
$$

The integral on the right hand side is differentiable as a function of $x$, because the integrand is jointly continuous in $x$ and $t$. Thus, by the fundamental theorem of calculus,

$$
\begin{aligned}
\frac{d}{d x}\left[\frac{d^{n-1}}{d x^{n-1}}\left[\int_{a}^{b} f^{(n+1)}(t)(x-t)_{+}^{n} d t\right]\right] & =n!f^{(n+1)}(x)(x-x)+n!\int_{a}^{x} f^{(n+1)}(t) d t \\
& =0+\int_{a}^{x} f^{(n+1)}(t) \frac{d^{n}}{d x^{n}}\left[(x-t)^{n}\right] d t \\
& =\int_{a}^{b} f^{(n+1)}(t) \frac{d^{n}}{d x^{n}}\left[(x-t)_{+}^{n}\right] d t .
\end{aligned}
$$

This proves that (3.4) holds for $k=n$. We return to (3.3), and interchange the two operators,

$$
\begin{aligned}
E\left(r_{n}\right)= & \frac{1}{n!} \sum_{k=0}^{m_{0}} w_{k 0} \int_{a}^{b} f^{(n+1)}(t)\left(x_{k 0}-t\right)_{+}^{n} d t \\
& +\frac{1}{n!} \sum_{k=0}^{m_{1}} w_{k 1} \int_{a}^{b} f^{(n+1)}(t) \frac{d}{d x}\left[\left(x_{k 1}-t\right)_{+}^{n}\right] d t \\
& +\ldots+\frac{1}{n!} \sum_{k=0}^{m_{n}} w_{k n} \int_{a}^{b} f^{(n+1)}(t) \frac{d^{n}}{d x^{n}}\left[\left(x_{k n}-t\right)_{+}^{n}\right] d t \\
& -\frac{1}{n!} \int_{a}^{b} \int_{a}^{b} f^{(n+1)}(t)(x-t)_{+}^{n} d t d x
\end{aligned}
$$

From the continuity of the integrand $f^{(n+1)}(t)(x-t)_{+}^{n}$, we interchange the integration order of the double integral,

$$
\frac{1}{n!} \int_{a}^{b} \int_{a}^{b} f^{(n+1)}(t)(x-t)_{+}^{n} d t d x=\frac{1}{n!} \int_{a}^{b} f^{(n+1)}(t) \int_{a}^{b}(x-t)_{+}^{n} d x d t
$$

Thus,

$$
\begin{aligned}
E\left(r_{n}\right) & =\frac{1}{n!} \int_{a}^{b} f^{(n+1)}(t)\left(\sum_{k=0}^{m_{0}} w_{k 0}\left(x_{k 0}-t\right)_{+}^{n}+\sum_{k=0}^{m_{1}} w_{k 1} \frac{d}{d x}\left[\left(x_{k 1}-t\right)_{+}^{n}\right]\right. \\
& \left.+\ldots+\sum_{k=0}^{m_{n}} w_{k n} \frac{d^{n}}{d x^{n}}\left[\left(x_{k n}-t\right)_{+}^{n}\right]\right) d t-\frac{1}{n!} \int_{a}^{b} f^{(n+1)}(t) \int_{a}^{b}(x-t)_{+}^{n} d x d t \\
& =\frac{1}{n!} \int_{a}^{b} f^{(n+1)}(t) E_{x}\left((x-t)_{+}^{n}\right) d t .
\end{aligned}
$$

Hence, the error of the one dimensional quadrature rule has a compact and elegant form. This is the essential of the classic Peano kernel theorem, which we have proven above.
Theorem 3.1 (Peano kernel theorem). If $f$ is in $C^{n+1}([a, b])$ and $I$ is a quadrature rule given in (3.1) that integrates all $p$ in $\mathbb{P}_{n}$ exactly, then

$$
E(f)=I(f)-\int_{a}^{b} f(x) d x=\frac{1}{n!} \int_{a}^{b} f^{(n+1)}(t) K(t) d t,
$$

where $K(t)=E_{x}\left((x-t)_{+}^{n}\right)$ is the Peano kernel.

(a) The rectangle rule

(b) The midpoint rule

Figure 3.1: The rectangle and midpoint rule for evaluating the definite integral $\int_{0}^{h} f(x) d x$. The rectangle rule (a) approximates the integral with a rectangle with height at one of the endpoints, while the midpoint rule (b) uses a rectangle with height in the middle of the interval.

### 3.1.2 The Rectangle Rule

The simplest quadrature rule in one dimension is the rectangle rule, which is given as

$$
\begin{equation*}
\int_{0}^{h} f(x) d x \approx f(0) \cdot h \tag{3.5}
\end{equation*}
$$

and the rule integrates all $f$ in $\mathbb{P}_{0}$ exactly. This rule is illustrated in Figure 3.1. The error is

$$
E(f)=h f(0)-\int_{0}^{h} f(x) d x
$$

and from Theorem 3.1 we get the Peano kernel for the rectangle rule, which is given as

$$
\begin{equation*}
K_{R}(t)=E_{x}\left((x-t)_{x}^{0}\right)=h(0-t)_{+}^{0}-\int_{0}^{h}(x-t)_{+}^{0} d x=-\int_{t}^{h} d x=t-h \tag{3.6}
\end{equation*}
$$

Thus the error for the rectangle rule can be written as

$$
E_{R}(f)=\int_{0}^{h} K_{R}(t) f^{\prime}(t) d t
$$

### 3.1.3 The Midpoint Rule

Another simple quadrature rule is the midpoint rule, which integrates all $f$ in $\mathbb{P}_{1}$ exactly. It is given as

$$
\begin{equation*}
\int_{0}^{h} f(x) d x \approx f(h / 2) \cdot h \tag{3.7}
\end{equation*}
$$

and is illustrated in Figure 3.1. Since (3.7) is exact for all $p$ in $\mathbb{P}_{1}$, it is possible to obtain two Peano kernels. Similarly as above, the first order Peano kernel is found as

$$
K_{M_{1}}(t)=E_{x}\left((x-t)_{+}^{0}\right)=h\left(\frac{h}{2}-t\right)_{+}^{0}-\int_{0}^{h}(x-t)_{+}^{0} d x=h-\int_{t}^{h} d x=t
$$

while the second order Peano kernel becomes

$$
\begin{align*}
K_{M_{2}}(t) & =E_{x}\left((x-t)_{+}^{1}\right)=h\left(\frac{h}{2}-t\right)_{+}-\int_{0}^{h}(x-t)_{+} d x \\
& =h\left(\frac{h}{2}-t\right)-\int_{t}^{h}(x-t) d x=h\left(\frac{h}{2}-t\right)-\frac{(h-t)^{2}}{2} \tag{3.8}
\end{align*}
$$

Hence, there exist two error formulas for the midpoint rule,

$$
\begin{aligned}
E_{M_{1}}(f) & =\int_{0}^{h} K_{M_{1}}(t) f^{\prime}(t) d t \\
E_{M_{2}}(f) & =\int_{0}^{h} K_{M_{2}}(t) f^{\prime \prime}(t) d t
\end{aligned}
$$

### 3.2 Two Dimensional Quadratures

We will now derive a two dimensional midpoint rule for the double integral

$$
\int_{0}^{h} \int_{0}^{x} f(x, y) d y d x
$$

where the integration domain is shown in Figure 3.2. The starting point is the two dimensional Taylor series expansion, which we briefly discuss. In one dimension, the Taylor series expansion for $F(x)$ in $C^{n+1}([0,1])$ is given as

$$
\begin{equation*}
F(1)=F(0)+F^{\prime}(0)+\frac{F^{\prime \prime}(0)}{2!}+\cdots+\frac{F^{(n)}(0)}{n!}+\frac{F^{(n+1)}(\xi)}{(n+1)!} \tag{3.9}
\end{equation*}
$$

for $\xi$ in $[0,1]$. Define the parametrization of $F$ as

$$
\begin{equation*}
F(t)=f(a+t h, b+t k) \tag{3.10}
\end{equation*}
$$

for some $f(x, y)$ and $t$ in $[0,1]$. We assume that $f(x, y)$ has continuous partial derivatives up to order $n+1$ at all points in an open set containing the line segment joining the points $(a, b)$ and $(a+h, b+k)$ in its domain. For simplicity, we will only derive the Taylor's formula for $n=1$ (see [1, Ch. 12.9.] for a discussion for general $n$ ). The derivatives of $F(t)$ is given as

$$
\begin{aligned}
F^{\prime}(t) & =h f_{x}(x+t h, y+t k)+k f_{y}(x+t h, y+t k) \\
F^{\prime \prime}(t) & =h^{2} f_{x x}(x+t h, y+t k)+2 k h f_{x y}(x+t h, y+t k)+k^{2} f_{y y}(x+t h, y+t k)
\end{aligned}
$$



Figure 3.2: The domain $T=\{(x, y): 0 \leq y \leq x \leq h\}$ for the integral $\int_{0}^{h} \int_{0}^{x} f(x, y) d y d x$.

Thus, by using (3.9) and (3.10), we obtain

$$
\begin{aligned}
F(1)=f(a+h, b+k)= & f(a, b)+h f_{x}(a+h, b+k)+k f_{y}(a+h, b+k) \\
+ & \frac{1}{2}\left(h^{2} f_{x x}(a+\xi h, b+\xi k)+2 k h f_{x y}(a+\xi h, b+\xi k)\right. \\
& \left.+k^{2} f_{y y}(a+\xi h, b+\xi k)\right)+\ldots,
\end{aligned}
$$

where the dots involves higher order derivatives on $f$ which not are of interests. Letting $h=x-a$ and $k=y-b$, we obtain the second order Taylor formula for $f(x, y)$,

$$
\begin{align*}
f(x, y)= & f(a, b)+(x-a) f_{x}(a, b)+(y-b) f_{y}(a, b) \\
+ & \frac{1}{2}\left(h^{2} f_{x x}(a+\xi(x-a), b+\xi(y-b))\right. \\
& +2 k h f_{x y}(a+\xi(x-a), b+\xi(y-b))  \tag{3.11}\\
& \left.+k^{2} f_{y y}(a+\xi(x-a), b+\xi(y-b))\right) .
\end{align*}
$$

Returning to the double integral, we obtain using (3.11),

$$
\begin{equation*}
\int_{0}^{h} \int_{0}^{x} f(x, y) d y d x=\int_{0}^{h} \int_{0}^{x} f(a, b) d y d x+R(f) \tag{3.12}
\end{equation*}
$$

where

$$
\begin{align*}
R(f)= & \int_{0}^{h} \int_{0}^{x}\left((x-a) f_{x}(a, b)+(y-b) f_{y}(a, b)\right) d y d x \\
& +\frac{1}{2} \int_{0}^{h} \int_{0}^{x}\left(h^{2} f_{x x}(a+\xi(x-a), b+\xi(y-b))\right. \\
& +2 k h f_{x y}(a+\xi(x-a), b+\xi(y-b))  \tag{3.13}\\
& \left.+k^{2} f_{y y}(a+\xi(x-a), b+\xi(y-b))\right) d y d x
\end{align*}
$$

The integral on the right-hand-side in (3.12) is just the area of integration domain times the function itself. Thus, an approximation for the double integral is given as

$$
\begin{equation*}
\int_{0}^{h} \int_{0}^{x} f(x, y) d y d x=\frac{h^{2}}{2} f(a, b)+R(f) \tag{3.14}
\end{equation*}
$$

and the error is given as

$$
E(f)=\int_{0}^{h} \int_{0}^{x} f(x, y) d y d x-\frac{h^{2}}{2} f(a, b)=R(f)
$$

which by (3.13) is bounded as

$$
\begin{aligned}
|E(f)| \leq & \max _{T}\left|f_{x}\right|\left|\int_{0}^{h} \int_{0}^{x}(x-a) d y d x\right|+\max _{T}\left|f_{y}\right|\left|\int_{0}^{h} \int_{0}^{x}(y-b) d y d x\right| \\
& +\frac{h^{2}}{2} \max _{T}\left|f_{x x}\right| \int_{0}^{h} \int_{0}^{x}(x-a)^{2} d y d x \\
& +2 k h \max _{T}\left|f_{x y}\right| \int_{0}^{h} \int_{0}^{x}(x-a)(y-b) d y d x \\
& +\frac{k^{2}}{2} \max _{T}\left|f_{y y}\right| \int_{0}^{h} \int_{0}^{x}(y-b)^{2} d y d x
\end{aligned}
$$

where $T=\{(x, y): 0 \leq y \leq x \leq h\}$ and is illustrated in Figure 3.2. By evaluating all of the above integrals, we get

$$
\begin{align*}
|E(f)| \leq & \max _{T}\left|\frac{\partial f}{\partial x}\right|\left|\frac{1}{3} h^{3}-\frac{a}{2} h^{2}\right|+\max _{T}\left|\frac{\partial f}{\partial y}\right|\left|\frac{1}{6} h^{3}-\frac{b}{2} h^{2}\right| \\
& +\frac{h^{2}}{2} \max _{T}\left|\frac{\partial^{2} f}{\partial x^{2}}\right|\left|\frac{1}{4} h^{4}-\frac{2 a}{3} h^{3}+\frac{a^{2}}{2} h^{2}\right| \\
& +k h \max _{T}\left|\frac{\partial^{2} f}{\partial x \partial y}\right|\left|\frac{1}{4} h^{4}-\frac{2 b}{3} h^{3}-\frac{a}{3} h^{3}+a b h^{2}\right|  \tag{3.15}\\
& +\frac{k^{2}}{2} \max _{T}\left|\frac{\partial^{2} f}{\partial y^{2}}\right|\left|\frac{1}{12} h^{4}-\frac{b}{3} h^{3}+\frac{b^{2}}{2} x^{2}\right|
\end{align*}
$$

which is the error bound for the two dimensional midpoint rule in (3.14). We let this formula end the discussion regarding numerical quadratures in two dimensions, and return to it in the analysis of the operator splitting method.

## 4 Sobolev Spaces

The Sobolev spaces possess many interesting properties and have wide applications in analysis and the theory of partial differential equations. These spaces has been a subject for extensive studies through the last century, which has resulted in several ways of defining these spaces. The most used way of defining the Sobolev spaces is with the use of distribution theory and the introduction of weak derivatives. A second way of defining the Sobolev spaces is by a development of monotone, absolutely continuous functions and functions of bounded variations in one variable. In [5, Ch. 5.] the author gives an introduction in the former case, while in [20] the author gives an introduction in the latter case.

We are interested in the Sobolev spaces which forms a Hilbert space. These spaces are denoted as $H^{s}(\mathbb{R})=W^{s, 2}(\mathbb{R})$, where $s$ is an integer. The inner product and norm are defined as

$$
\begin{equation*}
(u, v)_{H^{s}}=\sum_{j=0}^{s} \int_{\mathbb{R}} \partial_{x}^{j} u(x) \partial_{x}^{j} v(x) d x \quad \text { and } \quad\|u\|_{H^{s}}=\sqrt{(u, u)_{H^{s}}} \tag{4.1}
\end{equation*}
$$

We see that $H^{s}(\mathbb{R})$ contains all functions which has weak derivatives up to order $s$ in $L^{2}(\mathbb{R})$, and we remark that $H^{0}(\mathbb{R})=L^{2}(\mathbb{R})$. In the context of Fourier ${ }^{20}$ transforms, this is equivalent to require that

$$
\xi^{\alpha} \hat{u}(\xi) \in L^{2}(\mathbb{R})
$$

for all non-negative integer $\alpha \leq s$. From this requirement we see that it is possible to define $H^{s}(\mathbb{R})$ imposing suitable condition on the Fourier transform of $u$, instead of using condition on the weak derivatives of $u$. Doing so leads to the definition of the fractional Sobolev spaces, which are defined for all $s$ in $\mathbb{R}$.

In the estimation which follows the convergence analysis of the operator splitting method, we use heavily two important results regarding $H^{s}(\mathbb{R})$. The first result is the imbedding of $H^{s}(\mathbb{R})$ in $L^{\infty}(\mathbb{R})$ and a natural relation between the norms in the two spaces. The second result is the Banach algebra property of $H^{s}(\mathbb{R})$, which states that $H^{s}(\mathbb{R})$ forms an algebra over $\mathbb{R}$, and that the product inequality $\|u v\|_{H^{s}} \leq C_{s}\|u\|_{H^{s}}\|v\|_{H^{s}}$ for $u$ and $v$ in $H^{s}(\mathbb{R})$ is valid.

This section is divided as follows: First we prove the imbedding of $H^{s}(\mathbb{R})$ in $L^{\infty}(\mathbb{R})$ and the Banach algebra property using the definition based on the weak derivatives of the Sobolev spaces. We then introduce the fractional Sobolev spaces and discuss some results regarding these spaces. This discussion is followed up by proofs of the two abovementioned results.

[^8]
### 4.1 Standard Sobolev Spaces

Consider $H^{s}(\mathbb{R})$ defined when $s$ is a positive integer, with inner product and norm as in (4.1). From the definition, we observe that $H^{r}(\mathbb{R})$ is continously imbedded in $H^{s}(\mathbb{R})$ for $r>s$, which results in that the respective norms are comparable in the following way

$$
\|u\|_{H^{s}} \leq C\|u\|_{H^{r}}
$$

for $u$ in $H^{r}(\mathbb{R})$. We first show that $H^{s}(\mathbb{R})$ is imbedded in $L^{\infty}(\mathbb{R})$ for $s \geq 1$.
Lemma 4.1. If $u$ is in $H^{s}(\mathbb{R})$ for $s \geq 1$, then $u$ is in $L^{\infty}(\mathbb{R})$. Moreover,

$$
\|u\|_{L^{\infty}} \leq \frac{1}{\sqrt{2}}\|u\|_{H^{1}} \leq C_{s}\|u\|_{H^{s}},
$$

where $C_{s}$ depends only on $s$.
Proof. The proof uses the Cauchy ${ }^{21}$-Schwarz $^{22}$ inequality, $\|u v\|_{L^{1}} \leq\|u\|_{L^{2}}\|v\|_{L^{2}}$, and the Young's ${ }^{23}$ inequality, $a b \leq a^{2} / 2+b^{2} / 2$.

Let $u$ be in $H^{1}(\mathbb{R})$. Then we get, using the above inequalities and the triangle inequality,

$$
\begin{aligned}
\left|u(y)^{2}\right| & =\left|\int_{-\infty}^{y} \frac{1}{2} \partial_{x}\left(u(x)^{2}\right) d x-\int_{y}^{\infty} \frac{1}{2} \partial_{x}\left(u(x)^{2}\right) d x\right| \\
& =\left|\int_{-\infty}^{y} u(x) u^{\prime}(x) d x-\int_{y}^{\infty} u(x) u^{\prime}(x) d x\right| \\
& \leq \int_{-\infty}^{y}\left|u(x) u^{\prime}(x)\right| d x+\int_{y}^{\infty}\left|u(x) u^{\prime}(x)\right| d x \\
& =\int_{-\infty}^{\infty}\left|u(x) u^{\prime}(x)\right| d x \leq\|u\|_{L^{2}}\left\|u^{\prime}\right\|_{L^{2}} \leq \frac{1}{2}\left(\|u\|_{L^{2}}^{2}+\left\|u^{\prime}\right\|_{L^{2}}^{2}\right)=\frac{1}{2}\|u\|_{H^{1}}^{2} .
\end{aligned}
$$

By taking the supremum and the square root, we get

$$
\|u\|_{L^{\infty}} \leq \frac{1}{\sqrt{2}}\|u\|_{H^{1}} .
$$

The last inequality follows from the definition of the Sobolev norm, by adding the $L^{2}$ norm of the (weak) derivatives up to order $s$.

[^9]A Banach algebra is a Banach space $X$ which is an algebra, and which satisfy

$$
\|x y\| \leq C\|x\|\|y\| \quad \text { for all } x, y \in X
$$

where $C$ is a constant not dependent on the involved norms. To check that $H^{s}(\mathbb{R})$ satisfy the algebra properties is straightforward, and we omit these details. The proof of the inequality relies on the imbedding of $H^{s}(\mathbb{R})$ in $L^{\infty}(\mathbb{R})$.

Lemma 4.2. The space $H^{s}(\mathbb{R})$ is a Banach algebra for $s \geq 1$. In particular, if $u, v$ are in $H^{s}(\mathbb{R})$ for $s \geq 1$, then

$$
\|u v\|_{H^{s}} \leq C_{s}\|u\|_{H^{s}}\|v\|_{H^{s}},
$$

where $C_{s}$ depends only on $s$.
Proof. Since the Sobolev norm is a sum of (weak) derivatives of $u$ and $v$, it is sufficient to show that for all $r \leq s$

$$
\left\|\partial_{x}^{r}(u v)\right\|_{L^{2}} \leq C_{s}\|u\|_{H^{s}}\|v\|_{H^{s}}
$$

Consider $\partial_{x}^{r}(u v)$ and expand it using Leibniz ${ }^{\prime 24}$ rule

$$
\partial_{x}^{r}(u v)=\sum_{j=0}^{r}\binom{r}{j} \partial_{x}^{j} u \partial_{x}^{r-j} v .
$$

By the triangle inequality it is sufficient to look at one term in the above sum. Moreover, we need to be careful in the estimation of the term, since when we vary $j$ and $s$ we get different orders of the derivatives on $u$ and $v$, which is not necessarily bounded in $H^{s}(\mathbb{R})$. However, we get for $r<s$ and $0 \leq j \leq r$

$$
\begin{aligned}
\left\|\partial_{x}^{j} u \partial_{x}^{r-j} v\right\|_{L^{2}}^{2} & =\int_{-\infty}^{\infty}\left(\partial_{x}^{j} u\right)^{2}\left(\partial_{x}^{r-j} v\right)^{2} d x \leq\left\|\partial_{x}^{j} u\right\|_{L^{\infty}}^{2} \int_{-\infty}^{\infty}\left(\partial_{x}^{r-j} v\right)^{2} d x \\
& \leq C_{s}\|u\|_{H^{j+1}}^{2}\left\|\partial_{x}^{r-j} v\right\|_{L^{2}}^{2} \leq C_{s}\|u\|_{H^{s}}^{2}\|v\|_{H^{r-j}}^{2} \leq C_{s}\|u\|_{H^{s}}^{2}\|v\|_{H^{s}}^{2}
\end{aligned}
$$

since $j+1 \leq r+1 \leq s$ and $r-j \leq s$. For $r=s$ and $0 \leq j<r$ we get, using same technique as above,

$$
\left\|\partial_{x}^{j} u \partial_{x}^{s-j} v\right\|_{L^{2}}^{2} \leq C_{s}\|u\|_{H^{s}}^{2}\|v\|_{H^{s}}^{2}
$$

We are left with one case; when $r=s=j$,

$$
\left\|\partial_{x}^{s} u v\right\|_{L^{2}}^{2}=\int_{-\infty}^{\infty}\left(\partial_{x}^{s} u\right)^{2}(v)^{2} d x \leq\|v\|_{L^{\infty}}^{2}\left\|\partial_{x}^{s} u\right\|_{L^{2}}^{2} \leq C_{s}\|v\|_{H^{s}}^{2}\|u\|_{H^{s}}^{2} .
$$

[^10]By taking the square root of the above estimates, and summing up all the derivatives, we get

$$
\|u v\|_{H^{s}} \leq C_{s}\|u\|_{H^{s}}\|v\|_{H^{s}},
$$

and the lemma is proven.
The Banach algebra property can be extended to yield for all Sobolev spaces $W^{s, p}(\Omega)$, where $\Omega$ is a domain in $\mathbb{R}^{n}$, using the density of $C^{\infty}(\Omega)$ and the Sobolev imbedding theorems. See [2, Ch.4.] for a proof for this general case.

### 4.2 Fractional Sobolev Spaces

Before we introduce the fractional Sobolev spaces, we have to discuss some results regarding the Fourier transform and the convolution on $L^{1}(\mathbb{R})$ and $L^{2}(\mathbb{R})$. The Fourier transform is defined on $L^{1}(\mathbb{R})$ as

$$
\hat{u}(\xi)=(\mathscr{F} u)(\xi)=\int_{\mathbb{R}} e^{-2 \pi i \xi x} u(x) d x
$$

and the inverse Fourier transform is defined as

$$
\check{u}(\xi)=\left(\mathscr{F}^{-1} u\right)(\xi)=\int_{\mathbb{R}} e^{2 \pi i \xi x} u(x) d x .
$$

Furthermore, the convolution of $u$ and $v$ is defined as

$$
(u * v)(x)=\int_{\mathbb{R}} u(x-t) v(t) d t=\int_{\mathbb{R}} u(\tau) v(x-\tau) d \tau
$$

To extend the Fourier transform to yield for a function $v$ in $L^{2}(\mathbb{R})$ we consider the space of Schwartz ${ }^{25}$ functions $\mathscr{S}(\mathbb{R})$. The Schwartz space is defined as

$$
\mathscr{S}(\mathbb{R})=\left\{f \in C^{\infty}(\mathbb{R}) \mid \lim _{|x| \rightarrow \infty} x^{\alpha} \partial_{x}^{\beta} f(x) \rightarrow 0 \quad \forall \alpha, \beta \in \mathbb{N}\right\}
$$

From the definition we see that for a function in $\mathscr{S}(\mathbb{R})$, the function and all its derivatives decrease faster than an arbitrary polynomial when $|x|$ tends to infinity. In addition, $\mathscr{S}(\mathbb{R})$ is a vector space over the complex numbers and is invariant under the Fourier transform, and the convolution is a continuous operator from $\mathscr{S}(\mathbb{R}) \times \mathscr{S}(\mathbb{R})$ to $\mathscr{S}(\mathbb{R})$. A standard example of a function which is in $\mathscr{S}(\mathbb{R})$ is $f(x)=e^{-|x|^{2}}$.

The Schwartz space is dense in $L^{2}(\mathbb{R})$ (in fact in $L^{p}(\mathbb{R})$ for $1 \leq p<\infty$, see [26, Thm. 5.2.5.]), and the extension of the Fourier transform to $L^{2}(\mathbb{R})$ is done by a density argument for the transform on $\mathscr{S}(\mathbb{R})$. A useful result is that the Fourier transform interchange the convolution and multiplication on $L^{2}(\mathbb{R})$. To be more formal, we have

$$
\widehat{(u * v)}(\xi)=\hat{u}(\xi) \cdot \hat{v}(\xi) \quad \text { and } \quad \widehat{(u \cdot v)}(\xi)=(\hat{u} * \hat{v})(\xi)
$$

[^11]For a more detailed treatment of the Fourier transform and convolution see [7].
The fractional Sobolev space $\mathscr{H}^{s}(\mathbb{R})$ is defined as

$$
\mathscr{H}^{s}(\mathbb{R})=\left\{f \in \mathscr{S}^{\prime}(\mathbb{R}) \mid\left(1+|\xi|^{2}\right)^{s / 2} \hat{f}(\xi) \in L^{2}(\mathbb{R})\right\}
$$

for all $s$ in $\mathbb{R}$. We equip $\mathscr{H}^{s}(\mathbb{R})$ with the inner product

$$
\begin{equation*}
(u, v)_{\mathscr{H}^{s}}=\int_{\mathbb{R}}\left(1+|\xi|^{2}\right)^{s} \hat{u}(\xi) \overline{\hat{v}(\xi)} d \xi \tag{4.2}
\end{equation*}
$$

which in turn induce the norm

$$
\begin{equation*}
\|u\|_{\mathscr{\mathscr { H } ^ { s }}}=\left(\int_{\mathbb{R}}\left(1+|\xi|^{2}\right)^{s}|\hat{u}(\xi)|^{2} d \xi\right)^{\frac{1}{2}} \tag{4.3}
\end{equation*}
$$

The Schwartz space have a close connection with the fractional Sobolev space, which is given in the next theorem.

Theorem 4.3. The Schwartz space $\mathscr{S}(\mathbb{R})$ is dense in $\mathscr{H}^{s}(\mathbb{R})$.
Proof. To prove the theorem, we have to prove that $\mathscr{S}(\mathbb{R})$ is a subset in $\mathscr{H}^{s}(\mathbb{R})$, and that an arbitrary sequence in $\mathscr{S}(\mathbb{R})$ converges to a limit in $\mathscr{H}^{s}(\mathbb{R})$.

From the definition of $\mathscr{S}(\mathbb{R})$, it follows that $\mathscr{S}(\mathbb{R}) \subset \mathscr{H}^{s}(\mathbb{R})$ for all $s$ in $\mathbb{R}$. Let $u$ be in $\mathscr{H}^{s}(\mathbb{R})$, which gives that $\left(1+|\xi|^{2}\right)^{s / 2} \hat{u}(\xi)$ in $L^{2}(\mathbb{R})$ by definition. Since $\mathscr{S}(\mathbb{R})$ is dense in $L^{2}(\mathbb{R})$, there exists a sequence $\left\{\varphi_{j}\right\}_{j=0}^{\infty}$ in $\mathscr{S}(\mathbb{R})$ such that

$$
\varphi_{j}(\xi) \rightarrow\left(1+|\xi|^{2}\right)^{s / 2} \hat{u}(\xi), \quad \text { as } j \rightarrow \infty
$$

Since $\mathscr{S}(\mathbb{R})$ is invariant under multiplication by polynomials, is $\left(1+|\xi|^{2}\right)^{-s / 2} \varphi_{j}(\xi)$ in $\mathscr{S}(\mathbb{R})$ for all $j$. Thus, the functions

$$
\psi(x)_{j}=\left(\mathscr{F}^{-1}\left(\left(1+|\xi|^{2}\right)^{-s / 2} \varphi_{j}(\xi)\right)\right)(x) \in \mathscr{S}(\mathbb{R}) \text { for all } j,
$$

since $\mathscr{S}(\mathbb{R})$ is invariant under the Fourier transform. Furthermore, we get, using that $\mathscr{F}\left(\psi_{j}(x)\right)(\xi)=\left(1+|\xi|^{2}\right)^{-s / 2} \varphi_{j}(\xi)$,

$$
\begin{aligned}
\left\|u-\psi_{j}\right\|_{\mathscr{\mathscr { C }}} 2^{s} & =\int_{\mathbb{R}}\left(1+|\xi|^{2}\right)^{s}\left|\hat{u}(\xi)-\left(1+|\xi|^{2}\right)^{-s / 2} \varphi_{j}(\xi)\right|^{2} d \xi \\
& =\int_{\mathbb{R}}\left|\left(1+|\xi|^{2}\right)^{s / 2} \hat{u}(\xi)-\varphi_{j}(\xi)\right|^{2} d \xi \rightarrow 0 \quad \text { as } j \rightarrow \infty .
\end{aligned}
$$

Hence, since the sequence $\left\{\varphi_{j}\right\}_{j=0}^{\infty}$ was chosen arbitrarily in $\mathscr{S}(\mathbb{R})$, and the limit $u$ is in $\mathscr{H}^{s}(\mathbb{R})$, the Schwartz space $\mathscr{S}(\mathbb{R})$ is dense in $\mathscr{H}^{s}(\mathbb{R})$.

From the theorem an important property of $\mathscr{H}^{s}(\mathbb{R})$ follows. Since $\mathscr{S}(\mathbb{R})$ is dense, every function in $\mathscr{H}^{s}(\mathbb{R})$ can be approximated by a sequence in $\mathscr{S}(\mathbb{R})$. From the definition of $\mathscr{S}(\mathbb{R})$, every Schwartz function (and all its derivatives) decays to zero at infinity. Hence, every function in $\mathscr{H}^{s}(\mathbb{R})$ decays to zero at infinity. This observation is very important.

We want $\mathscr{H}^{s}(\mathbb{R})$ to be an extension of $H^{s}(\mathbb{R})$ to a larger class of spaces. We see immediately that $\mathscr{H}^{s}(\mathbb{R})$ includes a larger class of spaces since $s$ is allowed to be on the whole real line. If $\mathscr{H}^{s}(\mathbb{R})$ is an valid extension, $\mathscr{H}^{s}(\mathbb{R})$ have to coincide with $H^{s}(\mathbb{R})$ when $s$ is a non-negative integer. To prove this, we show that $\mathscr{H}^{s}(\mathbb{R})$ is complete, and thus forms a Hilbert space. Then we show that $\mathscr{H}^{s}(\mathbb{R})$ and $H^{s}(\mathbb{R})$ coincides when $s$ is a non-negative integer.
Theorem 4.4. $\mathscr{H}^{s}(\mathbb{R})$ is a Hilbert space with respect to the inner product in (4.2).
Proof. We must prove that every Cauchy sequence in $\mathscr{H}^{s}(\mathbb{R})$ converge to a limit in $\mathscr{H}^{s}(\mathbb{R})$. Let $\left\{u_{j}\right\}_{j=1}^{\infty}$ be a Cauchy sequence in $\mathscr{H}^{s}(\mathbb{R})$. By definition, we then have

$$
\left(1+|\xi|^{2}\right)^{s / 2} \hat{u}_{j}(\xi) \in L^{2}(\mathbb{R}) \quad \text { for all } j,
$$

and we have to find a limit in $\mathscr{H}^{s}(\mathbb{R})$ for the sequence. Since $L^{2}(\mathbb{R})$ is complete, the Cauchy sequence converges to a function $v$ in $L^{2}(\mathbb{R})$. We define

$$
w(\xi)=\left(1+|\xi|^{2}\right)^{-s / 2} v(\xi),
$$

and put $f(x)=\mathscr{F}^{-1}(w(\xi))(x)$, which implies $\hat{f}(\xi)=\left(1+|\xi|^{2}\right)^{-s / 2} v(\xi)$. Then, we obtain

$$
\|f\|_{\mathscr{H}^{s}}^{2}=\int_{\mathbb{R}}\left(1+|\xi|^{2}\right)^{s}|\hat{f}(\xi)|^{2} d \xi=\int_{\mathbb{R}}|v(\xi)|^{2} d \xi=\|v\|_{L^{2}}^{2}<\infty
$$

which proves that $f$ is in $\mathscr{H}^{s}(\mathbb{R})$. Thus,

$$
\begin{aligned}
\lim _{j \rightarrow \infty} & \left(\int_{\mathbb{R}}\left|\left(1+|\xi|^{2}\right)^{s / 2}\left(\hat{u}_{j}(\xi)-\hat{f}(\xi)\right)\right|^{2} d \xi\right)^{\frac{1}{2}} \\
& =\lim _{j \rightarrow \infty}\left(\int_{\mathbb{R}}\left|\left(1+|\xi|^{2}\right)^{s / 2} \hat{u}_{j}(\xi)-v(\xi)\right|^{2} d \xi\right)^{\frac{1}{2}}=0
\end{aligned}
$$

Hence, $\mathscr{H}^{s}(\mathbb{R})$ is a complete inner product space.
The next lemma proves that the two spaces coincides when $s$ is non-negative integer, thus $\mathscr{H}^{s}(\mathbb{R})$ is an extension of $H^{s}(\mathbb{R})$.
Lemma 4.5. If $s$ is a non-negative integer, then the two spaces $\mathscr{H}^{s}(\mathbb{R})$ and $H^{s}(\mathbb{R})$ coincides.

Proof. We have to check that if $u$ is in $\mathscr{H}^{s}(\mathbb{R})$ then $u$ also is in $H^{s}(\mathbb{R})$, and vice versa.
Let $u$ be in $\mathscr{H}^{s}(\mathbb{R})$, which implies $u$ is in $\mathscr{S}^{\prime}(\mathbb{R})$ by definition. Thus its Fourier transform exists and $\mathscr{F}\left(\partial_{x}^{\alpha} u(x)\right)=(i \xi)^{\alpha} \hat{u}(\xi)$ for all non-negative integers $\alpha$ and $\alpha \leq s$. Using the Plancherel ${ }^{26}-$ Parseval $^{27}$ equality, we get

$$
\int_{\mathbb{R}}\left|\partial_{x}^{\alpha} u(x)\right|^{2} d x=\int_{\mathbb{R}}\left|\xi^{\alpha} \hat{u}(\xi)\right|^{2} d \xi \leq \int_{\mathbb{R}}\left(1+|\xi|^{2}\right)^{s}|\hat{u}(\xi)|^{2} d \xi<\infty,
$$

[^12]where we have used the inequality $|x|^{\alpha} \leq\left(1+|x|^{2}\right)^{\alpha / 2} \leq\left(1+|x|^{2}\right)^{s / 2}$ for $\alpha \leq s$. This proves that all the weak derivatives of $u$ up to order $s$ are in $L^{2}(\mathbb{R})$. Hence, $\mathscr{H}^{s}(\mathbb{R}) \subseteq H^{s}(\mathbb{R})$.

Now, assume $u$ is in $H^{s}(\mathbb{R})$, which implies that $\partial_{x}^{\alpha} u$ is in $L^{2}(\mathbb{R})$ for all $\alpha \leq s$. Then we get,

$$
\begin{aligned}
\int_{\mathbb{R}}\left(1+|\xi|^{2}\right)^{s}|\hat{u}(\xi)|^{2} d \xi & =\int_{\mathbb{R}} \sum_{k=0}^{s}\binom{s}{k}|\xi|^{2 k}|\hat{u}(\xi)|^{2} d \xi \leq C_{s} \int_{\mathbb{R}}\left|\xi^{\alpha} \hat{u}(\xi)\right|^{2} d \xi \\
& \leq C_{s} \int_{\mathbb{R}}\left|\partial_{x}^{\alpha} u(x)\right|^{2} d x<\infty
\end{aligned}
$$

where we have used the binomial sum,

$$
\sum_{k=0}^{n}\binom{n}{k} a^{n-k} b^{k}=(a+b)^{n}
$$

This proves that $H^{s}(\mathbb{R}) \subseteq \mathscr{H}^{s}(\mathbb{R})$, and we have $H^{s}(\mathbb{R})=\mathscr{H}^{s}(\mathbb{R})$ when $s$ is a nonnegative integer.

To simplify the notation, we denote both $\mathscr{H}^{s}(\mathbb{R})$ and $H^{s}(\mathbb{R})$ with $H^{s}(\mathbb{R})$ for all $s$. It is possible to obtain the Sobolev imbedding theorems for $H^{s}(\mathbb{R})$ using the fractional definition of the spaces, but we leave these details out.

We now prove equal results for the fractional Sobolev spaces as the results in Lemmas 4.1 and 4.2. The lemma below states that if $s>1 / 2$ then $H^{s}(\mathbb{R})$ is imbedded in $L^{\infty}(\mathbb{R})$.

Lemma 4.6. If $u$ is in $H^{s}(\mathbb{R})$ for $s>1 / 2$, then $u$ is in $L^{\infty}(\mathbb{R})$. Moreover,

$$
\|u\|_{L^{\infty}} \leq C_{s}\|u\|_{H^{s}}
$$

where $C_{s}$ only depends on $s$.
Proof. Let $u$ be in $H^{s}(\mathbb{R})$. By the Fourier inversion formula, see [7], we get

$$
|u(x)| \leq \int_{\mathbb{R}}\left|e^{2 \pi i y x} \hat{u}(y)\right| d y=\|\hat{u}\|_{L^{1}}
$$

If we can prove that $\hat{u}$ is in $L^{1}(\mathbb{R})$ we are done. Using the Cauchy-Schwarz inequality, we obtain

$$
\begin{aligned}
\|\hat{u}\|_{L^{1}} & =\int_{\mathbb{R}}|\hat{u}(y)| d y=\int_{\mathbb{R}}\left(1+|y|^{2}\right)^{s / 2}\left(1+|y|^{2}\right)^{-s / 2}|\hat{u}(y)| d y \\
& \leq\left(\int_{\mathbb{R}}\left(1+|y|^{2}\right)^{-s} d y\right)^{\frac{1}{2}}\left(\int_{\mathbb{R}}\left(1+|y|^{2}\right)^{s}|\hat{u}(y)|^{2} d y\right)^{\frac{1}{2}} \\
& =\left(\int_{\mathbb{R}}\left(1+|y|^{2}\right)^{-s} d y\right)^{\frac{1}{2}}\|u\|_{H^{s}}
\end{aligned}
$$

The integral on the right-hand-side above is finite for $s>1 / 2$. Hence $|u(x)| \leq C_{s}\|u\|_{H^{s}}$ where

$$
C_{s}=\left(\int_{\mathbb{R}}\left(1+|y|^{2}\right)^{-s} d y\right)^{\frac{1}{2}}
$$

By taking the supremum, we get $\|u\|_{L^{\infty}} \leq C_{s}\|u\|_{H^{s}}$.
We now prove the Banach algebra property when $s$ is in $\mathbb{R}$, and we use the ideas introduced in [6]. For $u$ and $v$ in $H^{s}(\mathbb{R})$, we get using (4.3),

$$
\|u v\|_{H^{s}}^{2}=\int_{\mathbb{R}}\left(1+|x|^{2}\right)^{s}|\widehat{u v}(x)|^{2} d x=\int_{\mathbb{R}}\left(1+|x|^{2}\right)^{s}|(\hat{u} * \hat{v})(x)|^{2} d x
$$

where we have used that the Fourier transform on $L^{2}(\mathbb{R})$ interchanges convolution and multiplication. For notational easiness we define the weight function $w_{s}(x)=(1+$ $\left.|x|^{2}\right)^{s / 2}$, such that

$$
\begin{equation*}
\|u v\|_{H^{s}}^{2}=\left\|(\hat{u} * \hat{v}) w_{s}\right\|_{L^{2}}^{2}=\int_{\mathbb{R}} w_{s}^{2}(x)|(\hat{u} * \hat{v})(x)|^{2} d x \tag{4.4}
\end{equation*}
$$

To obtain the desirable results, we need to investigate the integrand in the above norm carefully. We start with the following lemma, which shows that $w_{s}$ is subadditive.

Lemma 4.7. For $s \geq 0$ the weight function $w_{s}(x)$ satisfies

$$
w_{s}(x+y) \leq C_{s}\left(w_{s}(x)+w_{s}(y)\right)
$$

where $C_{s}$ is only dependent on $s$.
Proof. The weight function $w_{s}$ is convex for $s \geq 0$, which implies that $w_{s}$ satisfies

$$
w_{s}(t x+(1-t) y) \leq t w_{s}(x)+(1-t) w_{s}(y)
$$

for any $t$ in $[0,1]$ and $x, y$ in $\mathbb{R}$. Using this property we get

$$
\begin{aligned}
w_{s}(x+y) & =\left(1+|x+y|^{2}\right)^{s / 2} \leq\left(4+4\left|\frac{x}{2}+\frac{y}{2}\right|^{2}\right)^{s / 2} \\
& =2^{s}\left(1+\left|\frac{x}{2}+\frac{y}{2}\right|^{2}\right)^{s / 2}=2^{s} w_{s}\left(\frac{x}{2}+\frac{y}{2}\right) \\
& \leq 2^{s-1}\left(w_{s}(x)+w_{s}(y)\right)=C_{s}\left(w_{s}(x)+w_{s}(y)\right)
\end{aligned}
$$

Consider the integrand in (4.4), and observe that

$$
\left|w_{s}(x)(\hat{u} * \hat{v})(x)\right|=\left|w_{s}(x) \int_{\mathbb{R}} \hat{u}(y) \hat{v}(x-y) d y\right| \leq \int_{\mathbb{R}} w_{s}(x)|\hat{u}(y)||\hat{v}(x-y)| d y .
$$

With the substitution $z=x-y$ and Lemma 4.7, we get

$$
\begin{align*}
\left|w_{s}(x)(\hat{u} * \hat{v})(x)\right| \leq & C_{s}\left(\int_{\mathbb{R}} w_{s}(z)|\hat{u}(x-z)||\hat{v}(z)| d z\right. \\
& \left.+\int_{\mathbb{R}} w_{s}(y)|\hat{u}(x-z)||\hat{v}(z)| d z\right) \\
= & C_{s}\left(\int_{\mathbb{R}} w_{s}(x-y)|\hat{u}(y)||\hat{v}(x-y)| d y\right.  \tag{4.5}\\
& \left.+\int_{\mathbb{R}} w_{s}(x-z)|\hat{u}(x-z)||\hat{v}(z)| d z\right) \\
= & C_{s}\left(|\hat{u}| *|\hat{v}| w_{s}+|\hat{u}| w *|\hat{v}|\right)(x) .
\end{align*}
$$

Thus, by using the convolution inequality $\|u * v\|_{L^{2}} \leq\|u\|_{L^{1}}\|v\|_{L^{2}}$ and (4.5), we obtain

$$
\begin{aligned}
\|u v\|_{H^{s}}^{2} & =\left\|(\hat{u} * \hat{v}) w_{s}\right\|_{L^{2}} \leq C_{s}\left(\|\hat{u}\|_{L^{1}}\left\|\hat{v} w_{s}\right\|_{L^{2}}+\left\|\hat{u} w_{s}\right\|_{L^{2}}\|\hat{v}\|_{L^{1}}\right) \\
& =C_{s}\left(\|\hat{u}\|_{L^{1}}\|v\|_{H^{s}}+\|u\|_{H^{s}}\|\hat{v}\|_{L^{1}}\right)
\end{aligned}
$$

From the proof of Lemma 4.6 we recall that the inequality $\|\hat{u}\|_{L^{1}} \leq C_{s}\|u\|_{H^{s}}$ is valid for $s>1 / 2$. Hence

$$
\|u v\|_{H^{s}} \leq C_{s}\|u\|_{H^{s}}\|v\|_{H^{s}} \quad \text { for } s>1 / 2
$$

and we have proven the Banach algebra property for the fractional Sobolev space. We summarize this results in the following lemma.

Lemma 4.8. $H^{s}(\mathbb{R})$ is a Banach algebra for $s>1 / 2$. In particular, for $u, v$ in $H^{s}(\mathbb{R})$ we have

$$
\|u v\|_{H^{s}} \leq C_{s}\|u\|_{H^{s}}\|v\|_{H^{s}}
$$

where $C_{s}$ depends only on $s$.
As a final remark, we mention that the results in Lemmas 4.1, 4.2, 4.6 and 4.8 also are valid for the multidimensional case, but the results becomes dependent on the space dimension $n$ as well. The proof are somewhat similar, but one needs to be a bit more tedious and delicate in getting the desirable inequalites.

## 5 Operator Splitting

The operator splitting method is an approximation method, which involves splitting the different terms in a partial differential equation into subequations, solving the subequations for small time steps $\Delta t$, and concatenate the solutions at the end of each time step. Dependent on how the solutions of the subequations are concatenated give different splitting methods. In this section we consider two operator splitting methods: the Godunov and Strang splitting methods. When forming the operator splitting solution, we make in general some error, which is dependent on $\Delta t$. What is of great interest is how fast the error converges. Formally, the Godunov splitting converges as $\mathcal{O}(\Delta t)$, while the Strang splitting converges as $\mathcal{O}\left((\Delta t)^{2}\right)$.

This section as a whole is devoted to analytical prove the above converge rates for the two splitting methods, using a new framework recently introduced in [11]. In [11], the correct convergence rate for the Strang splitting in Sobolev spaces is proven, for a large class of partial differential equations. We follow this outline, and in addition we adopt the ideas from the framework to prove the correct convergence rates for the Godunov splitting, as well.

This section is divided as follows: We begin with a general formulation of the operator splitting method for an abstract differential equation, before we give a sketch of the new framework. A statement of the class of partial differential equations which we discuss then follows. This is followed up by two sections which discuss and prove some results for the corresponding subequations from the splitting approach. Then we prove the correct convergence rate for the Godunov splitting, before we prove the correct convergence rate for the Strang splitting. At the end, a few comments are given.

### 5.1 General Formulation

Assume the time $T>0$ is fixed and consider a general partial differential equation

$$
\begin{equation*}
u_{t}=C(u), \quad t \in[0, T],\left.\quad u\right|_{t=0}=u_{0}, \tag{5.1}
\end{equation*}
$$

where $C(u)$ is a differential operator (typically in the spatial variable) between some normed spaces, say $X$, and assume $u_{0}$ and the solution $u(t)$ are in $X$. We assume that the Taylor series expansion is valid for $u(t)$, which results in

$$
u(t)=u(0)+t u_{t}(0)+\mathcal{O}\left(t^{2}\right) .
$$

If we replace the second term in the above series with (5.1) we get

$$
u(t)=u_{0}+t C\left(u_{0}\right)+\mathcal{O}\left(t^{2}\right) .
$$

Furthermore, assume $C(u)$ can be written as a sum of more elementary operators, say

$$
C(u)=A(u)+B(u),
$$

which yield

$$
u(t)=u_{0}+t\left(A\left(u_{0}\right)+B\left(u_{0}\right)\right)+\mathcal{O}\left(t^{2}\right) .
$$

The operator splitting method is built up as follows: Fix a positive and small time step $\Delta t$, and discretize the time with $n$ steps such that $t_{n} \leq n \Delta t$. Instead of solving equation (5.1) directly, we solve the two subequations

$$
v_{t}=A(v) \quad \text { and } \quad w_{t}=B(w)
$$

for each time step, and concatenate the solutions. The simplest form for an operator splitting solution of (5.1) is formed solving the first subequation using the solution from the second subequation as initial data when solving at each time step. Writing out this procedure gives,

$$
\begin{equation*}
u_{n+1}=\Pi^{\Delta t}\left(u_{n}\right)=\Phi_{A}^{\Delta t}\left(\Phi_{B}^{\Delta t}\left(u_{n}\right)\right)=\Phi_{A}^{\Delta t} \circ \Phi_{B}^{\Delta t}\left(u_{n}\right)=\left[\Phi_{A}^{\Delta t} \circ \Phi_{B}^{\Delta t}\right]^{n}\left(u_{0}\right) \tag{5.2}
\end{equation*}
$$

where $u_{n}$ is the operator splitting solution at time $t_{n}$, and $\Phi_{A}^{t}\left(v_{0}\right)$ and $\Phi_{B}^{t}\left(w_{0}\right)$ are the exact solution operators of the above subequations at time $t$ with initial data $v_{0}$ and $w_{0}$, respectively. This is the well-known Godunov splitting method.

Other and more sophisticated methods for forming an operator splitting solution of (5.1) are created by solving the two subequations for different split step sizes, and compose the solution operators in a more complicated way. The composition of the solution operators can potentially be done in several clever ways, each naturally resulting in different operator splitting formulas. However, by solving one of the subequations for half the step size composed with the solution of the other subequation for a full time step, we obtain the famous Strang splitting method, which is given as

$$
\begin{align*}
u_{n+1} & =\Psi^{\Delta t}\left(u_{n}\right)=\Phi_{A}^{\Delta t / 2}\left(\Phi_{B}^{\Delta t}\left(\Phi_{A}^{\Delta t / 2}\left(u_{n}\right)\right)\right) \\
& =\Phi_{A}^{\Delta t / 2} \circ \Phi_{B}^{\Delta t} \circ \Phi_{A}^{\Delta t / 2}\left(u_{n}\right)=\left[\Phi_{A}^{\Delta t / 2} \circ \Phi_{B}^{\Delta t} \circ \Phi_{A}^{\Delta t / 2}\right]^{n}\left(u_{0}\right) \tag{5.3}
\end{align*}
$$

We hope that both (5.2) and (5.3) converge towards the correct solution of (5.1), when the time step $\Delta t$ tends to 0 , that is

$$
u(t)=\lim _{\Delta t \rightarrow 0}\left[\Phi_{A}^{\Delta t} \circ \Phi_{B}^{\Delta t}\right]^{n}\left(u_{0}\right)=\lim _{\Delta t \rightarrow 0}\left[\Phi_{A}^{\Delta t / 2} \circ \Phi_{B}^{\Delta t} \circ \Phi_{A}^{\Delta t / 2}\right]^{n}\left(u_{0}\right)
$$

Taking this one step further, we hope that by forming the operator splitting solution with (5.3) instead of (5.2), we gain something. This "something" is the convergence rate for the error between $u(t)$ and $u_{n}$. Formally, the Godunov splitting (5.2), converges as

$$
\left\|u_{n}-u\left(t_{n}\right)\right\|_{X} \leq \mathcal{O}(\Delta t)
$$

while the Strang splitting (5.3), converges as

$$
\left\|u_{n}-u\left(t_{n}\right)\right\|_{X} \leq \mathcal{O}\left((\Delta t)^{2}\right)
$$

The major task in what follows is to prove the convergence rates for the two splitting methods in Sobolev spaces.


Figure 5.1: Schematic view of the global error estimation. $e_{i}$ is the local error at step $i$ and are symbolized with bold lines, $u_{i}$ is the approximate solution at $t_{i}$ and are symbolized with bold arrows, $E_{i}$ is the error at the end point. The solid lines are the exact solution. Observe how the local errors at each step is transported to the end point $t=T$. To obtain the global error all the "transported" local errors are added up.

### 5.2 Sketch of the Framework

The main idea of the framework in [11] is to use a standard argument from error estimation of numerical methods. We find an estimate of the local error, which is the error after performing one step with the operator splitting method, before we add up all the local errors from each step. This yield the global error, which is what we are after. The procedure is illustrated in Figure 5.1.

The keypoint in the new approach in [11] is to use error terms for numerical quadratures, in Peano kernel form using Theorem 3.1, to estimate the local errors in $H^{s}(\mathbb{R})$, where $H^{s}(\mathbb{R})$ is the Sobolev space introduced in Section 4 and $s$ is an arbitrary nonnegative integer. The local and global estimates are grounded on a well-posedness theory of the involved partial differential equations, which is presented below. In addition, a Taylor series expansion and a variation of parameters formula are used to obtain the local estimates. These foundations yield an estimation of the local error which is delicate and elegant, and which involve the abovementioned error forms in combination with differential calculus and estimation tools in $H^{s}(\mathbb{R})$.

The summation of the local errors is dependent on the regularity results for the two subequations (5.5) and (5.6). The framework as a whole will become clear in the sections which follows.

### 5.3 Statement of the Problem

With the general formulation in Section 5.1 in mind, we formulate the problem which we shall delve into. Consider the initial value problem

$$
\begin{equation*}
u_{t}=P\left(\partial_{x}\right) u+u u_{x},\left.\quad u\right|_{t=0}=u_{0} \tag{5.4}
\end{equation*}
$$

where $x$ is in $\mathbb{R}$ and $t$ is in the intervall $[0, T]$ for a fixed time $T>0$, and $P$ is a polynomial of degree $l$. We require that $u_{0}$ and $u(t)$ are in $H^{s}(\mathbb{R})$, where the order $s$ is specified in details later. Applying the operator splitting method to (5.4), and splitting it into two subequations gives

$$
\begin{equation*}
v_{t}=A(v)=P\left(\partial_{x}\right) v \tag{5.5}
\end{equation*}
$$

and

$$
\begin{equation*}
w_{t}=B(w)=w w_{x} \tag{5.6}
\end{equation*}
$$

where the latter is the inviscid Burgers' equation, and $B$ is the Burgers' operator.
The initial value problem (5.4) includes a wide class of equations, but our focus is on the viscous Burgers' equation,

$$
\begin{equation*}
u_{t}=u_{x x}+u u_{x} \tag{5.7}
\end{equation*}
$$

and the Korteweg-de Vries (KdV) equation,

$$
\begin{equation*}
u_{t}=u_{x x x}+u u_{x} \tag{5.8}
\end{equation*}
$$

Two other equations, which falls into the class, are for instance the Benney-Lin equation, $u_{t}=-u_{x x x}-\beta\left(u_{x x}+u_{x x x x}\right)-u_{x x x x x}+u u_{x}$, and the Kawahara equation, $u_{t}=u_{x x x x x}-$ $u_{x x x}+u u_{x}$. These two equations are not discussed further in this text.

When we apply the operator splitting method to (5.4), several questions arises immediately. The success of the operator splitting method, in the sense that it produces correct solutions, is dependent on the two terms on the right-hand-side in (5.4). It is a well-known fact that (5.6) potentially can produce discontinuous solutions, independent of the smoothness of the initial condition. The solutions of (5.5) is naturally dependent on the form of the polynomial. Thus, it is way too much to hope for that the operator splitting method works well on all equations in the class of (5.4)!

The full solutions of (5.7) and (5.8) are smooth, and we can in worst case be put in a situation where (5.6) produces a shock when a Burgers' step is performed in the forming of the operator splitting solution. In combination with steps with (5.5) this can potentially go very wrong. To conquer the problem with the potentially shock creation in (5.6), the idea is to choose small enough time steps $\Delta t$ such that (5.6) never has time to produce a discontinuity in the solution. The problem is that there is no automechanism in that such an $\Delta t$ exists. However, in Section 5.4 we formally prove that such $\Delta t$ exists, in addition with other results for (5.6). On the other hand, we are not able to say anything about the solutions of (5.5) without some kind of constraints on $A$. It turns out that, in combination with the results for (5.6), the polynomial in (5.5) needs to be
linear with degree $l \geq 2$ such that the corresponding Sobolev norm of the solution do not increase. The formal requirement and proofs are given in Section 5.5.

As mentioned above, the upcoming analysis relies heavily on a well-posedness theory for (5.4) in $H^{s}(\mathbb{R})$. For simplicity in the refering, we list the well-posedness requirements for (5.4) in addition with the assumptions for $u_{0}$ and $u(t)$, as hypotheses for arbitrary order $k \geq 0$ of $H^{k}(\mathbb{R})$, and specify for which $k$ they should hold in details for the Godunov and Strang splittings below.

The first hypothesis is about the local well-posedness of the solutions to (5.4).
Hypothesis 5.1 (Local well-posedness). For a fixed time $T$, there exists $R>0$ such that for all $u_{0}$ in $H^{k}(\mathbb{R})$ with $\left\|u_{0}\right\|_{H^{k}} \leq R$, there exists a unique strong solution $u$ in $C\left([0, T], H^{k}\right)$ of (5.4). In addition, for the initial data $u_{0}$ there exists a constant $K(R, T)<\infty$, such that

$$
\begin{equation*}
\|\tilde{u}(t)-u(t)\|_{H^{k}} \leq K(R, T)\left\|\tilde{u}_{0}-u_{0}\right\|_{H^{k}} \tag{5.9}
\end{equation*}
$$

for two arbitrary solutions $u$ and $\tilde{u}$, corresponding to two different initial data $u_{0}$ and $\tilde{u}_{0}$.

The requirement in (5.9) is the same as requering that $u_{0}$ is local Lipschitz continuous. The last hypothesis requires that the solution and the initial data are bounded in the Sobolev spaces.

Hypothesis 5.2 (Boundedness). The solution $u(t)$ and the initial data $u_{0}$ of (5.4) are both in $H^{k}(\mathbb{R})$, and are bounded as

$$
\|u(t)\|_{H^{k}} \leq R<\rho \quad \text { and } \quad\left\|u_{0}\right\|_{H^{k}} \leq C<\infty
$$

for $0 \leq t \leq T$.
We define the following set of integers, which we keep fixed throughout this entire section,

$$
\begin{equation*}
s \geq 1, \quad p=s+2 l-1, \quad q=s+l-1=p-l \tag{5.10}
\end{equation*}
$$

where $l \geq 2$ is the degree of the polynomial in (5.5). We specify for which integers the hypotheses should hold in the lemmas and theorems for the two splitting methods.

### 5.4 Results for the Inviscid Burgers' Equation

As mentioned in the previous subsection, one crucial point with the forming of the operator splitting solution of (5.4), is that the inviscid Burgers' equation (5.6) can produce a shock in the operator splitting solution while the full solution of (5.4) remains smooth. The workaround for this problem is to choose a uniformly and small enough split step $\Delta t$, such that (5.6) never has time to create a shock in the operator splitting solution. Thus, we have to estimate the solutions of (5.6) carefully.

Showing that there exist a small time step $\Delta t$ which prevents (5.6) from producing a shock for the solution $\Phi_{B}^{t}\left(w_{0}\right)$ in a Sobolev space, is a rather delicate calculation, and
this type of estimation was first introduced in [13]. A discontinuity in $\Phi_{B}^{t}\left(w_{0}\right)$ results in the $L^{2}$-norm of the corresponding derivatives blowing up, which results in that the $H^{s}(\mathbb{R})$-norm also blowing up. Thus, to show that $\Phi_{B}^{t}\left(w_{0}\right)$ is smooth, it is enough to show that the corresponging norm is finite. In the following lemma, we prove that there exist a small $\Delta t$ such that $\Phi_{B}^{t}\left(w_{0}\right)$ remains smooth in Sobolev spaces.
Lemma 5.3. For $p$ and $q$ in (5.10) assume the solution $\Phi_{B}^{t}\left(w_{0}\right)=w(t)$ of (5.6) with initial data $w_{0}$ in $H^{p}(\mathbb{R})$, satisfies $\left\|\Phi_{B}^{t}\left(w_{0}\right)\right\|_{H^{q}} \leq \alpha$ for $0 \leq t \leq \Delta t$. Then $\Phi_{B}^{t}\left(w_{0}\right)$ is in $H^{p}(\mathbb{R})$ and in particular

$$
\left\|\Phi_{B}^{t}\left(w_{0}\right)\right\|_{H^{p}} \leq e^{c \alpha t}\left\|w_{0}\right\|_{H^{p}},
$$

where $c$ is independent of $w_{0}$ and $\Delta t$.
Proof. In this proof we use $C$ as a general constant, which can take many different values. From the definition of norm in $H^{p}(\mathbb{R})$, we find that $w(t)$ satisfies

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t}\left\|\Phi_{B}^{t}\left(w_{0}\right)\right\|_{H^{p}}^{2} & =\frac{1}{2} \frac{d}{d t}\|w\|_{H^{p}}^{2}=\frac{1}{2} \frac{d}{d t} \sum_{j=0}^{p} \int_{\mathbb{R}}\left(\partial_{x}^{j} w\right)^{2} d x=\sum_{j=0}^{p} \int_{\mathbb{R}} \partial_{x}^{j} w \partial_{x}^{j} w_{t} d x \\
& =\left(w, w_{t}\right)_{H^{p}}=\left(w, w w_{x}\right)_{H^{p}}=\sum_{j=0}^{p} \int_{\mathbb{R}} \partial_{x}^{j} w \partial_{x}^{j}\left(w w_{x}\right) d x \\
& =\sum_{j=0}^{p} \sum_{k=0}^{j}\binom{j}{k} \int_{\mathbb{R}} \partial_{x}^{j} w \partial_{x}^{k+1} w \partial_{x}^{j-k} w d x,
\end{aligned}
$$

where the last equality comes from the Leibniz' rule. If we prove the bound for the norm for $w(t)$ in $H^{p}(\mathbb{R})$, then we also have proved that $w(t)$ is in $H^{p}(\mathbb{R})$. To obtain this bound, we need to estimate each term in the above sum carefully. The crucial point is the order on the derivatives of $w$, which varies for the different terms in the sum. To estimate each term, as a standard technique we use the imbedding of $H^{s}(\mathbb{R})$ in $L^{\infty}(\mathbb{R})$ and move one term out of the integral, and bound it in $H^{p}(\mathbb{R})$. The remaining of the integral is estimated using the Cauchy-Schwarz inequality. The problem with this technique is that we have to vary which term we move out of the integral, to ensure that the estimate still is valid in $H^{p}(\mathbb{R})$. For the cases $j<p$, this is not a problem and all terms can be estimated using same argument. On the other side, when $j=p$ we have to change which term we move out of the integral. In addition, order of at most $p+1$ derivatives on $w$ appears in one term. This is a more critical problem, which we have to treat specially. To this end, we divide the sum into different parts, and estimate each part such that everything becomes clear.

For $j<p$, we obtain for each term in the sum

$$
\begin{aligned}
\left|\int_{\mathbb{R}} \partial_{x}^{j} w \partial_{x}^{k+1} w \partial_{x}^{j-k} w d x\right| & \leq \int_{\mathbb{R}}\left|\partial_{x}^{j} w \partial_{x}^{k+1} w \partial_{x}^{j-k} w\right| d x \leq\left\|\partial_{x}^{j} w\right\|_{L^{\infty}} \int_{\mathbb{R}}\left|\partial_{x}^{k+1} w \partial_{x}^{j-k} w\right| d x \\
& \leq\left\|\partial_{x}^{j} w\right\|_{L^{\infty}}\left\|\partial_{x}^{\max \{k+1, j-k\}} w\right\|_{L^{2}}\left\|\partial_{x}^{\min \{k+1, j-k\}} w\right\|_{L^{2}} \\
& \leq C\|w\|_{H^{p}}\|w\|_{H^{p}}\|w\|_{H^{q}} \leq C\|w\|_{H^{p}}^{2}\|w\|_{H^{q}} \\
& \leq C \alpha\|w\|_{H^{p}}^{2},
\end{aligned}
$$

where we have used Lemma 4.1, and the fact that

$$
\begin{aligned}
& \min \{k+1, j-k\} \leq \frac{j+1}{2} \leq \frac{p}{2}=\frac{s-1}{2}+l \leq s-1+l=p-l=q \\
& \max \{k+1, j-k\} \leq j+1 \leq p
\end{aligned}
$$

since $p \geq 2 l$.
For $j=p$ we distinguish the different terms in the sum. For $k \leq q$ and $k \neq q-1$, we estimate

$$
\begin{aligned}
\left|\int_{\mathbb{R}} \partial_{x}^{p} w \partial_{x}^{k+1} w \partial_{x}^{p-k} w d x\right| & \leq\left\|\partial_{x}^{k+1} w\right\|_{L^{\infty}} \int_{\mathbb{R}}\left|\partial_{x}^{p} w \partial_{x}^{j-k} w\right| d x \\
& \leq\left\|\partial_{x}^{k+1} w\right\|_{L^{\infty}}\left\|\partial_{x}^{p} w\right\|_{L^{2}}\left\|\partial_{x}^{p-k} w\right\|_{L^{2}} \\
& \leq C\left\|\partial_{x} w\right\|_{H^{k+1}}\|w\|_{H^{p}}\|w\|_{H^{p-k}} \\
& \leq C\|w\|_{H^{k+2}}\|w\|_{H^{p}}\|w\|_{H^{p-k}}
\end{aligned}
$$

To get a bound, the above inequality is divided in two cases; when $k+2 \leq q$ and when $k=q$. For the first case we obtain

$$
\left|\int_{\mathbb{R}} \partial_{x}^{p} w \partial_{x}^{k+1} w \partial_{x}^{p-k} w d x\right| \leq C\|w\|_{H^{q}}\|w\|_{H^{p}}\|w\|_{H^{p}} \leq C \alpha\|w\|_{H^{p}}^{2}
$$

from $\|w\|_{H^{k+2}} \leq\|w\|_{H^{q}}$ since $k+2 \leq q$ and $\|w\|_{H^{p-k}} \leq\|w\|_{H^{p}}$. For the second case, we get

$$
\left|\int_{\mathbb{R}} \partial_{x}^{p} w \partial_{x}^{k+1} w \partial_{x}^{p-k} w d x\right| \leq C\|w\|_{H^{p}}\|w\|_{H^{p}}\|w\|_{H^{q}} \leq C \alpha\|w\|_{H^{p}}^{2}
$$

where we have used that $p-q=l \leq l+r-1=q$, and $q+2 \leq q+l=p$.
We are left with three cases; $k+1=q, q+2 \leq k+1 \leq p$ and $k=p=j$. For the first case we get

$$
\begin{aligned}
\left|\int_{\mathbb{R}} \partial_{x}^{p} w \partial_{x}^{k+1} w \partial_{x}^{p-k} w d x\right| & \leq\left\|\partial_{x}^{p} w\right\|_{L^{2}}\left\|\partial_{x}^{k+1} w\right\|_{L^{2}}\left\|\partial_{x}^{p-k} w\right\|_{L^{\infty}} \\
& \leq C\|w\|_{H^{p}}\|w\|_{H^{k+1}}\|w\|_{H^{p-k+1}} \leq C \alpha\|w\|_{H^{p}}^{2}
\end{aligned}
$$

because $k+1=q \leq p$ and $p-k+1=l+2 \leq 2 l \leq p$.
For the second case we get same result as above, but now we use that for $k+1 \geq q+2$ we have $p-k+1 \leq p-q \leq l \leq q$, in the estimation.

For the third case, when $k=p=j$, we need to be a bit more careful. To get rid of the derivative of order $p+1$ on $w$, we first perform a partial integration, followed up by similar arguments as above. Thus,

$$
\begin{aligned}
\left|\int_{\mathbb{R}} \partial_{x}^{p} w \partial_{x}^{p+1} w w d x\right| & =\frac{1}{2}\left|\int_{\mathbb{R}} \partial_{x}\left(\partial_{x}^{p} w\right)^{2} w d x\right| \\
& =\frac{1}{2}\left|\left[\left(\partial_{x}^{p} w\right)^{2} w\right]_{\infty}^{\infty}-\int_{\mathbb{R}}\left(\partial_{x}^{p} w\right)^{2} \partial_{x} w d x\right| \\
& =\frac{1}{2} \int_{\mathbb{R}}\left|\left(\partial_{x}^{p} w\right)^{2} \partial_{x} w\right| d x \leq\left\|\partial_{x} w\right\|_{L^{\infty}}\left\|\partial_{x}^{p} w\right\|_{L^{2}}^{2} \\
& \leq C\|w\|_{H^{2}}\|w\|_{H^{p}}^{2} \leq C\|w\|_{H^{q}}\|w\|_{H^{p}}^{2} \leq C \alpha\|w\|_{H^{p}}^{2}
\end{aligned}
$$

since $2 \leq s+l-1=q$ when $l \geq 2$.
All in all we get, by summing up the above estimates, the following inequality

$$
\frac{d}{d t}\|w(t)\|_{H^{p}}^{2}=\|w(t)\|_{H^{p}} \frac{d}{d t}\|w(t)\|_{H^{p}} \leq c \alpha\|w(t)\|_{H^{p}}^{2}
$$

which leads to

$$
\frac{d}{d t}\|w(t)\|_{H^{p}} \leq c \alpha\|w(t)\|_{H^{p}}
$$

By integrating this inequality, and using that $w(0)=w_{0}$, the result follows.
The next lemma shows that if the initial condition for (5.6) are bounded in $H^{k}(\mathbb{R})$, then the solution itself is also bounded for an $t$ which is dependent on the bound for the intitial condition.

Lemma 5.4. Assume $\left\|w_{0}\right\|_{H^{k}} \leq K$ for some $k \geq 1$. Then there exists $\bar{t}(K)>0$ such that $\left\|\Phi_{B}^{t}\left(w_{0}\right)\right\|_{H^{k}} \leq 2 K$ for $0 \leq t \leq \bar{t}(K)$.

Proof. By doing the same calculations as in the proof of Lemma 5.3 with $k$ instead of $m$ and using the bound for $u_{0}$ in $H^{k}(\mathbb{R})$, we arrive with the following inequality

$$
\|w(t)\|_{H^{k}} \frac{d}{d t}\|w(t)\|_{H^{k}} \leq c\|w(t)\|_{H^{k}}^{3}
$$

which simplifies to

$$
\frac{d}{d t}\|w(t)\|_{H^{k}} \leq c\|w(t)\|_{H^{k}}^{2}
$$

By comparing with the solution of the differential equation $y^{\prime}=c y^{2}$, we see that if we want $\left\|\Phi_{B}^{t}\left(w_{0}\right)\right\|_{H^{k}} \leq 2 K$, we must integrate the above inequality a time $\bar{t}$ which is dependent on the bound $K$.

In the proofs of the convergence rates for (5.2) and (5.3), we need to expand $\Phi_{B}^{t}\left(w_{0}\right)$ using Taylor series expansions of first and second order. Thus, $\Phi_{B}^{t}\left(w_{0}\right)$ needs to be continuous, such that the expansions are valid. The following lemma proves the sufficient continuity.

Lemma 5.5. If $\left\|w_{0}\right\|_{H^{s+l}} \leq C_{0}$ for $s \geq 1$ and $l \geq 2$, then there exists $\bar{t}$ depending only on $C_{0}$, such that the solution $w(t)$ of (5.6) is $C^{3}\left([0, \bar{t}], H^{s}\right)$.

Proof. Let $t$ be in $[0, \bar{t}]$, with $\bar{t}$ from Lemma 5.4, and define

$$
\widetilde{w}(t)=w_{0}+t B\left(w_{0}\right)+\int_{0}^{t}(t-s) d B(w(s))[B(w(s))] d s
$$

where $d B(\cdot)[\cdot]$ is the Fréchet derivative. Calculating the second derivative of $\widetilde{w}$, gives using (2.3),

$$
\begin{aligned}
\widetilde{w}_{t t} & =d B(w(s))[B(w(s))] \\
& =w_{x} B(w)+w(B(w))_{x}=w w_{x}^{2}+w\left(w w_{x}\right)_{x}=2 w w_{x}^{2}+w^{2} w_{x x}
\end{aligned}
$$

from which we have that $\widetilde{w}$ is in $C^{2}\left([0, \bar{t}], H^{s}\right)$. To prove that $w=\widetilde{w}$, we must show that the two functions satisfies the same differential equation and the same initial conditions. By differentiation (5.6) with respect to $t$, we get

$$
\begin{aligned}
w_{t t} & =B(w)_{t}=\left(w w_{x}\right)_{t}=w_{t} w_{x}+w w_{x t}=w w_{x}^{2}+w\left(w w_{x}\right)_{x} \\
& =w w_{x}^{2}+w w_{x}^{2}+w^{2} w_{x x}=2 w w_{x}^{2}+w^{2} w_{x x}=\widetilde{w}_{t t}
\end{aligned}
$$

which shows that $w$ and $\widetilde{w}$ satisfies the same equation. From the definition of $\widetilde{w}$, we see that $\widetilde{w}(0)=u_{0}$ and $\widetilde{w}_{t}(0)=B\left(u_{0}\right)=w_{t}$. Thus, we have shown that $w=\widetilde{w}$.

To prove that $w$ is $C^{3}\left([0, \bar{t}], H^{s}\right)$, we find for $\widetilde{w}$, using (5.6),

$$
\begin{aligned}
\widetilde{w}_{t t t} & =2\left(w w_{x}^{2}\right)_{t}+\left(w^{2} w_{x x}\right)_{t}=2\left(w_{t} w_{x}^{2}+2 w w_{x} w_{x t}\right)+\left(2 w w_{t} w_{x x}+w^{2} w_{x x t}\right) \\
& =2\left(\left(w w_{x}\right) w_{x}^{2}+2 w w_{x}\left(w w_{x}\right)_{x}\right)+2 w^{2} w_{x} w_{x x}+w^{2}\left(w w_{x}\right)_{x x} \\
& =2\left(w w_{x}^{3}+2 w w_{x} w_{x}^{2}+2 w^{2} w_{x} w_{x x}\right)+2 w^{2} w_{x} w_{x x}+3 w^{2} w_{x} w_{x x}+w^{2} w w_{x x x} \\
& =2\left(3 w w_{x}^{3}+2 w^{2} w_{x} w_{x x}\right)+5 w^{2} w_{x} w_{x x}+w^{3} w_{x x x} \\
& =6 w w_{x}^{3}+9 w^{2} w_{x} w_{x x}+w^{3} w_{x x x}
\end{aligned}
$$

from which it follows that $\widetilde{w}$ is $C^{3}\left([0, \bar{t}], H^{s}\right)$. The lemma is proven.

### 5.5 Results for the Polynomial Equation

We give constraints for the polynomial equation in (5.5), which in combination with the results for (5.6) in the previous subsection, yield the sufficient results for the operator splitting analysis which follows. As mentioned, the critical point for (5.5) (in combination with those for (5.6)), is that the Sobolev norm do not increase. We state which properties $A$ must satisfy to yield this property in the first lemma below. In addition we prove that $A$ is a continuous operator.

Lemma 5.6. Let $P$ be a linear polynomial of degree $l \geq 2$ with constant coefficients, which satisfies

$$
\begin{equation*}
\operatorname{Re} P(i \xi) \leq 0 \text { for all } \xi \in \mathbb{R} \tag{5.11}
\end{equation*}
$$

In addition, let $m$ be a integer such that $m \geq l$, and assume $v_{0}$ is in $H^{m+l}(\mathbb{R})$ and the solution $\Phi_{A}^{t}\left(v_{0}\right)=v(t)$ of (5.5) is in $H^{m}(\mathbb{R})$ and satisfies

$$
\int_{\mathbb{R}}\left(\partial_{x}^{j+l / 2} v\right)^{2} d x<\infty
$$

for all $j \leq m$ and $l$ even. Then $\Phi_{A}^{t}\left(v_{0}\right)$ has a non-increasing norm in $H^{m}(\mathbb{R})$, in particular

$$
\left\|\Phi_{P}^{t}\left(v_{0}\right)\right\|_{H^{m}} \leq\left\|v_{0}\right\|_{H^{m+l}}
$$

Proof. Using the assumptions, $P$ is given as $P(x)=\sum_{\alpha=2}^{l} a_{\alpha} x^{\alpha}$, where $a_{\alpha}$ is in $\mathbb{R}$ for all $\alpha$. Thus, (5.5) becomes

$$
v_{t}=a_{l} \partial_{x}^{l} v+a_{l-1} \partial_{x}^{l-1} v+\cdots+a_{2} \partial_{x}^{2} v
$$

The time evolution of $\Phi_{A}^{t}\left(u_{0}\right)$ is given as

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left\|\Phi_{A}^{t}\left(v_{0}\right)\right\|_{H^{m}}^{2}=\left(v, v_{t}\right)_{H^{m}}=\sum_{j=0}^{m} \int_{\mathbb{R}} \partial_{x}^{j} v\left(a_{l} \partial_{x}^{j+l}+\cdots+a_{2} \partial_{x}^{j+2}\right) v d x \tag{5.12}
\end{equation*}
$$

It is sufficient to estimate one general term in the above sum, say

$$
\sum_{j=0}^{m} \int_{\mathbb{R}} \partial_{x}^{j} v a_{l} \partial_{x}^{j+l} v d x=a_{l} \sum_{j=0}^{m} \int_{\mathbb{R}} \partial_{x}^{j} v \partial_{x}^{j+l} v d x
$$

By partial integration the above equation turns into

$$
\begin{aligned}
a_{l} \sum_{j=0}^{m} \int_{\mathbb{R}} \partial_{x}^{j} v \partial_{x}^{j+l} v d x & =a_{l} \sum_{j=0}^{m}\left(\left[\partial_{x}^{j} v \partial_{x}^{j+l-1} v\right]_{-\infty}^{\infty}-\int_{\mathbb{R}} \partial_{x}^{j+1} v \partial_{x}^{j+l-1} v d x\right) \\
& =-a_{l} \sum_{j=0}^{m} \int_{\mathbb{R}} \partial_{x}^{j+1} v \partial_{x}^{j+l-1} v d x
\end{aligned}
$$

where we have used that the derivatives on $v$ of order up to $m$ decay to zero when $x \rightarrow \pm \infty$. Performing partial integration together with the decay property for the derivatives of $v$ subsequently, we get if $l$ even

$$
a_{l} \sum_{j=0}^{m} \int_{\mathbb{R}} \partial_{x}^{j} v \partial_{x}^{j+l} v d x=a_{l} \sum_{j=0}^{m}(-1)^{l-1} \int_{\mathbb{R}}\left(\partial_{x}^{j+l / 2} v\right)^{2} d x=-a_{l} \sum_{j=0}^{m} \int_{\mathbb{R}}\left(\partial_{x}^{j+l / 2} v\right)^{2} d x
$$

By the property given in (5.11), the coefficient $a_{l}$ is such that the right-hand-side of the above equation is negative, that is $a_{l}>0$. We write this for simplicity as

$$
\begin{equation*}
a_{l} \sum_{j=0}^{m} \int_{\mathbb{R}} \partial_{x}^{j} v \partial_{x}^{j+l} v d x=-\sum_{j=0}^{m} \int_{\mathbb{R}}\left(\partial_{x}^{j+l / 2} v\right)^{2} d x=-\left\|\partial_{x}^{l / 2} v\right\|_{H^{m}} \tag{5.13}
\end{equation*}
$$

If $l$ is odd, we obtain by partial integration

$$
\begin{align*}
a_{l} \sum_{j=0}^{m} \int_{\mathbb{R}} \partial_{x}^{j} v \partial_{x}^{j+l} v d x & =a_{l} \sum_{j=0}^{m}(-1)^{l} \int_{\mathbb{R}} \partial_{x}\left(\partial_{x}^{j+(l-1) / 2} v\right)^{2} d x \\
& =-a_{l} \sum_{j=0}^{m}\left[\left(\partial_{x}^{j+(l-1) / 2} v\right)^{2}\right]_{\infty}^{\infty}=0 \tag{5.14}
\end{align*}
$$

By using the estimates in (5.13) and (5.14), we get for (5.12),

$$
\frac{1}{2} \frac{d}{d t}\left\|\Phi_{A}^{t}\left(v_{0}\right)\right\|_{H^{m}}^{2}=-C\left\|\partial_{x}^{l / 2} v\right\|_{H^{m}} \leq 0
$$

where $C$ is a constant. Solving the differential equation gives

$$
\left\|\Phi_{A}^{t}\left(v_{0}\right)\right\|_{H^{m}} \leq\left\|v_{0}\right\|_{H^{m+l}}
$$

The next lemma proves the continuity of $P$.
Lemma 5.7. Let $l$ and $m$ be integers such that $l \geq 1$ and $m \geq 1$. Assume $P$ is a linear polynomial with constant coefficients of degree l. If $v$ is in $H^{m}(\mathbb{R})$, then $P\left(\partial_{x}\right) v$ is in $H^{m-l}(\mathbb{R})$ and the mapping $P: H^{m} \rightarrow H^{m-l}$ is continuous.

Proof. We prove this using the fractional definition of the Sobolev spaces given in Section 4.2. Let $P(x)=\sum_{\alpha=0}^{l} a_{\alpha} x^{\alpha}$ where $a_{\alpha}$ is in $\mathbb{R}$ for all $\alpha$. Recall, the Fourier transform has the property $\mathscr{F}\left(\partial_{x}^{\alpha} v\right)=(i x)^{\alpha} \hat{v}$. Hence

$$
\begin{aligned}
\left\|P\left(\partial_{x}\right) v\right\|_{H^{m-l}} & =\left\|\left(1+|\cdot|^{2}\right)^{m-l} \hat{v}(\cdot)\right\|_{L^{2}}=\left(\int_{\mathbb{R}}\left(1+|x|^{2}\right)^{m-l}\left|\mathscr{F}\left(P\left(\partial_{x}\right) v\right)(x)\right|^{2} d x\right)^{1 / 2} \\
& \left.=\left.\left(\int_{\mathbb{R}}\left(1+|x|^{2}\right)^{m-l} \mid P(i x) \hat{v}(x)\right)\right|^{2} d x\right)^{1 / 2} \\
& =\left(\int_{\mathbb{R}}\left(1+|x|^{2}\right)^{m-l}\left|\sum_{\alpha=0}^{l} a_{\alpha}(i x)^{\alpha}\right|^{2}|\hat{v}(x)|^{2} d x\right)^{1 / 2}
\end{aligned}
$$

We need the following inequality

$$
\left|x^{\alpha}\right|=|x|^{\alpha}=\left(|x|^{2}\right)^{\alpha / 2} \leq\left(1+|x|^{2}\right)^{\alpha / 2} \leq\left(1+|x|^{2}\right)^{l / 2}
$$

for all $\alpha \leq l$. Using this inequality and the triangle inequality, we get

$$
\begin{aligned}
\left\|P\left(\partial_{x}\right) v\right\|_{H^{m-l}} & \leq\left(\int_{\mathbb{R}}\left(1+|x|^{2}\right)^{m-l}\left|\sum_{\alpha=0}^{l} a_{\alpha}\left(1+|x|^{2}\right)^{l / 2}\right|^{2}|\hat{v}(x)|^{2} d x\right)^{1 / 2} \\
& =\left|\sum_{\alpha=0}^{l} a_{\alpha}\right|\left(\int_{\mathbb{R}}\left(1+|x|^{2}\right)^{m-l}\left(1+|x|^{2}\right)^{l}|\hat{v}(x)|^{2} d x\right)^{1 / 2} \\
& \leq \sum_{\alpha=0}^{l}\left|a_{\alpha}\right|\left(\int_{\mathbb{R}}\left(1+|x|^{2}\right)^{m}|\hat{v}(x)|^{2} d x\right)^{1 / 2} \leq \sum_{\alpha=0}^{l}\left|a_{\alpha}\right|\|v\|_{H^{m}} .
\end{aligned}
$$

This proves that $P\left(\partial_{x}\right) v$ is in $H^{m-l}(\mathbb{R})$. To prove the continuity, consider a sequence $\left\{v_{j}\right\}_{j=0}^{\infty} \subset H^{m}(\mathbb{R})$ which converges towards $v$ in $H^{m}(\mathbb{R})$, that is

$$
\lim _{j \rightarrow \infty}\left\|v_{j}-v\right\|_{H^{m}}=0
$$

Then, using the above inequality, we get

$$
\lim _{j \rightarrow \infty}\left\|P\left(\partial_{x}\right)\left(v_{j}-v\right)\right\|_{H^{m-l}} \leq \lim _{j \rightarrow \infty} \sum_{\alpha=0}^{l}\left|a_{\alpha}\right|\left\|v_{j}-v\right\|_{H^{m}}=0
$$

which proves the continuity of the operator $P$.

### 5.6 Godunov Splitting

In the previous subsections, we have presented and proven several results which now will prove useful. From the discussion about the new framework, it should not come as a surprise that we first estimate the local error for the Godunov splitting (5.2), before we use this estimate to find a bound for the global error.

### 5.6.1 Local Error

Lemma 5.8. Let $s \geq 1$ be an integer and assume Hypothesis 5.2 holds for $k=s+l$ for the solution $u(t)=\Phi_{A+B}^{t}\left(u_{0}\right)$ of (5.4). If the initial data $u_{0}$ is in $H^{s+l}(\mathbb{R})$, then the local error of the Godunov splitting (5.2) is bounded in $H^{s}(\mathbb{R})$ by

$$
\left\|\Pi^{\Delta t}\left(u_{0}\right)-\Phi_{A+B}^{\Delta t}\left(u_{0}\right)\right\|_{H^{s}} \leq c_{1}(\Delta t)^{2}
$$

where $c_{1}$ depends on $\left\|u_{0}\right\|_{H^{s+l}}$ and where $\Delta t$ is a small time step.
Proof. In this proof $C$ is a general constants which can take several values, and $R$ is as given in Hypothesis 5.2. Recall the definition of $A$ and $B$ in (5.5) and (5.6), respectively. We start with

$$
B(\varphi(s))-B(\varphi(0))=\int_{0}^{s} d B(\varphi(\sigma))[\dot{\varphi}(\sigma)] d \sigma
$$

and define $\varphi(\sigma)=\Phi_{A}^{(s-\sigma)}(u(\sigma))$, and get for the integrand in the above equation

$$
\begin{aligned}
d B(\varphi(\sigma))[\dot{\varphi}(\sigma)] & =-A \Phi_{A}^{(s-\sigma)}(u(\sigma))+\Phi_{A}^{(s-\sigma)}(\dot{u}(\sigma)) \\
& =\Phi_{A}^{(s-\sigma)}(-A(u(\sigma)))+\Phi_{A}^{(s-\sigma)}((A+B)(u(\sigma)))=\Phi_{A}^{(s-\sigma)}(B(u(\sigma)))
\end{aligned}
$$

which yield

$$
\begin{equation*}
B(u(s))=B\left(\Phi_{A}^{s}\left(u_{0}\right)\right)+\int_{0}^{s} d B\left(\Phi_{A}^{(s-\sigma)}(u(\sigma))\right)\left[\Phi_{A}^{(s-\sigma)}(B(u(\sigma)))\right] d \sigma \tag{5.15}
\end{equation*}
$$

where we have used that $\varphi(0)=\Phi_{A}^{s}(u(0))=\Phi_{A}^{s}\left(u_{0}\right)$. Using the variation of parameters formula in Theorem 2.6, the exact solution of (5.4) is given as

$$
\begin{equation*}
\Phi_{A+B}^{t}\left(u_{0}\right)=\Phi_{A}^{t}\left(u_{0}\right)+\int_{0}^{t} \Phi_{A}^{(t-s)}(B(u(s))) d s \tag{5.16}
\end{equation*}
$$

To find the exact solution after one split step, we insert (5.15) into (5.16) and evaluate at $t=\Delta t$,

$$
\begin{equation*}
u(\Delta t)=\Phi_{A}^{\Delta t}\left(u_{0}\right)+\int_{0}^{\Delta t} \Phi_{A}^{(\Delta t-s)}\left(B\left(\Phi_{A}^{s}(u(s))\right)\right) d s+e_{G, 1} \tag{5.17}
\end{equation*}
$$

where

$$
\begin{equation*}
e_{G, 1}=\int_{0}^{\Delta t} \int_{0}^{s} \Phi_{A}^{(\Delta t-s)}\left(d B\left(\Phi_{A}^{(s-\sigma)}(u(\sigma))\right)\left[\Phi_{A}^{(s-\sigma)}(B(u(\sigma)))\right]\right) d \sigma d s \tag{5.18}
\end{equation*}
$$

One step with the Godunov splitting (5.2), is given as

$$
\begin{equation*}
u_{1}=\Pi^{\Delta t}\left(u_{0}\right)=\Phi_{A}^{\Delta t}\left(\Phi_{B}^{\Delta t}\left(u_{0}\right)\right) \tag{5.19}
\end{equation*}
$$

From Lemma 5.5 , the exact solution $\Phi_{B}^{\Delta t}\left(u_{0}\right)$ of (5.6) can be expanded using Taylor series expansion, for $\Delta t$ sufficiently small. Thus

$$
\Phi_{B}^{\Delta t}(v)=v+\Delta t B(v)+(\Delta t)^{2} \int_{0}^{1}(1-\theta) d B\left(\Phi_{B}^{\theta \Delta t}(v)\right)\left[B\left(\Phi_{B}^{\theta \Delta t}(v)\right)\right] d \theta
$$

for a general vector $v$. By inserting the expansion into (5.19) we get for $v=u_{0}$

$$
u_{1}=\Phi_{A}^{\Delta t}\left(u_{0}\right)+\Delta t \Phi_{A}^{\Delta t}\left(B\left(u_{0}\right)\right)+e_{G, 2}
$$

where

$$
e_{G, 2}=(\Delta t)^{2} \int_{0}^{1}(1-\theta) \Phi_{A}^{\Delta t}\left(d B\left(\Phi_{B}^{\theta \Delta t}\left(u_{0}\right)\right)\left[B\left(\Phi_{B}^{\theta \Delta t}\left(u_{0}\right)\right)\right]\right) d \theta
$$

The error between the exact and the operator splitting solution, after one step becomes

$$
u_{1}-u(\Delta t)=\Delta t \Phi_{A}^{\Delta t}\left(B\left(u_{0}\right)\right)-\int_{0}^{\Delta t} \Phi_{A}^{(\Delta t-s)}\left(B\left(\Phi_{A}^{s}(u(s))\right)\right) d s+\left(e_{G, 2}-e_{G, 1}\right)
$$

For simplicity, we define

$$
\begin{equation*}
f(s)=\Phi_{A}^{(\Delta t-s)}\left(B\left(\Phi_{A}^{s}\left(u_{0}\right)\right)\right) \tag{5.20}
\end{equation*}
$$

from which the above equation can be rewritten as

$$
u_{1}-u(\Delta t)=\Delta t f(0)-\int_{0}^{\Delta t} f(s) d s+\left(e_{G, 2}-e_{G, 1}\right)
$$

We are at the keypoint of the new framework. By looking carefully at the terms in the equation above, we recognize the two first terms as the error of the rectangle rule, given in (3.5), for the integral of $f(s)$ over the interval $[0, \Delta t]$. By using the Peano kernel for the rectangle rule, the equation above turns into

$$
u_{1}-u(\Delta t)=\int_{0}^{\Delta t} K_{R}(t) f^{\prime}(t) d t+\left(e_{G, 2}-e_{G, 1}\right)
$$

where $K_{R}(t)$ is given in (3.6) and $f^{\prime}(t)$ is the Fréchet derivative. If we use the substitution $\theta=t / \Delta t$ and (3.6), the integral is transformed to

$$
\int_{0}^{\Delta t} K_{R}(t) f^{\prime}(t) d t=(\Delta t)^{2} \int_{0}^{1}(\theta-1) f^{\prime}(\theta \Delta t) d \theta=(\Delta t)^{2} \int_{0}^{1} K_{R}(\theta) f^{\prime}(\theta \Delta t) d \theta
$$

Thus, the error after one step between the operator splitting solution and the exact solution, is given as

$$
u_{1}-u(\Delta t)=(\Delta t)^{2} \int_{0}^{1} K_{R}(\theta) f^{\prime}(\theta \Delta t) d \theta+\left(e_{G, 2}-e_{G, 1}\right)
$$

and to obtain the bound for the error, we apply the $H^{s}$-norm and use the triangle inequality,

$$
\begin{align*}
\left\|u_{1}-u(\Delta t)\right\|_{H^{s}} & \leq(\Delta t)^{2} \int_{0}^{1}\left\|K_{R}(\theta) f^{\prime}(\theta \Delta t)\right\|_{H^{s}} d \theta+\left\|\left(e_{G, 2}-e_{G, 1}\right)\right\|_{H^{s}} \\
& \leq(\Delta t)^{2} \int_{0}^{1}\left\|f^{\prime}(\theta \Delta t)\right\|_{H^{s}} d \theta+\left\|e_{G, 2}\right\|_{H^{s}}+\left\|e_{G, 1}\right\|_{H^{s}} \tag{5.21}
\end{align*}
$$

The remaining of the proof contains the estimation in $H^{s}(\mathbb{R})$ of the three terms on the right hand side.

We start with the integrand in (5.21). Using the differential rules introduced in Section 2, we find the Fréchet derivative of $f$ as

$$
\begin{aligned}
f^{\prime}(s) & =-\Phi_{A}^{(\Delta t-s)}\left(d A\left(\Phi_{A}^{s}\left(u_{0}\right)\right)\left[B\left(\Phi_{A}^{s}\left(u_{0}\right)\right)\right]\right)+\Phi_{A}^{(\Delta t-s)}\left(d B\left(\Phi_{A}^{s}\left(u_{0}\right)\right)\left[A\left(\Phi_{A}^{s}\left(u_{0}\right)\right)\right]\right) \\
& =-\Phi_{A}^{(\Delta t-s)}\left(d A\left(\Phi_{A}^{s}\left(u_{0}\right)\right)\left[B\left(\Phi_{A}^{s}\left(u_{0}\right)\right)\right]+d B\left(\Phi_{A}^{s}\left(u_{0}\right)\right)\left[A\left(\Phi_{A}^{s}\left(u_{0}\right)\right)\right]\right) \\
& =-\Phi_{A}^{(\Delta t-s)}[A, B]\left(\Phi_{A}^{s}\left(u_{0}\right)\right),
\end{aligned}
$$

where $[A, B](v)=d A(v)[B(v)]-d B(v)[A(v)]$ is the so-called Lie ${ }^{28}$ commutator. Lemma 5.6 gives that $\Phi_{A}^{t}\left(u_{0}\right)$ do not increase the Sobolev norm, and therefore it is sufficient to consider the commutator for a general vector $v$. Using $A$ and $B$ given in (5.5) and (5.6), respectively, and their respective derivatives in (2.2) and (2.3), we get

$$
\begin{aligned}
{[A, B](v) } & =P\left(\partial_{x}\right)\left(v v_{x}\right)-v\left(P\left(\partial_{x}\right) v\right)_{x}-\left(P\left(\partial_{x}\right) v\right) v_{x}=\partial_{x}^{l}\left(v v_{x}\right)-v \partial_{x}^{l+1} v-\left(\partial_{x}^{l} v\right) v_{x} \\
& =\left(\sum_{k=0}^{l}\binom{l}{k} \partial_{x}^{k} v \partial_{x}^{l+1-k} v\right)-v \partial_{x}^{l+1} v-\left(\partial_{x}^{l} v\right) v_{x}=\sum_{k=1}^{l-1}\binom{l}{k} \partial_{x}^{k} v \partial_{x}^{l+1-k} v .
\end{aligned}
$$

Thus, using Lemma 4.2,

$$
\begin{aligned}
\left\|f^{\prime}(s)\right\|_{H^{s}} & =\left\|\sum_{k=1}^{l-1}\binom{l}{k} \partial_{x}^{k} v \partial_{x}^{l+1-k} v\right\|_{H^{s}} \leq \sum_{k=1}^{l-1}\binom{l}{k}\left\|\partial_{x}^{k} v \partial_{x}^{l+1-k} v\right\|_{H^{s}} \\
& \leq C \sum_{k=1}^{l-1}\left\|\partial_{x}^{k} v\right\|_{H^{s}}\left\|\partial_{x}^{l+1-k} v\right\|_{H^{s}} \leq C\|v\|_{H^{s+l}}^{2},
\end{aligned}
$$

[^13]Thus, by using $v=\Phi_{A}^{s}\left(u_{0}\right)$ in combination with Lemma 5.6, we get

$$
\left\|f^{\prime}(s)\right\|_{H^{s}} \leq C\left\|\Phi_{A}^{s}\left(u_{0}\right)\right\|_{H^{s+l}}^{2} \leq C\left\|u_{0}\right\|_{H^{s+l}}^{2}
$$

Hence, the integral in (5.21) is bounded as

$$
\begin{equation*}
(\Delta t)^{2} \int_{0}^{1}\left\|f^{\prime}(\theta \Delta t)\right\|_{H^{s}} d \theta \leq C\left\|u_{0}\right\|_{H^{s+l}}^{2}(\Delta t)^{2} \tag{5.22}
\end{equation*}
$$

We continue with the error bound for $e_{G, 1}$ in (5.18). This estimation is more or less a subsequence of calculations, where we at each step either use the Banach algebra property of $H^{s}(\mathbb{R})$ in Lemma 4.2, or the non-increasingness of the solution of (5.5) given in Lemma 5.6. We obtain

$$
\begin{aligned}
\left\|e_{G, 1}\right\|_{H^{s}} & \leq \int_{0}^{\Delta t} \int_{0}^{s}\left\|\Phi_{A}^{(\Delta t-s)}\left(d B\left(\Phi_{A}^{(s-\sigma)}(u(\sigma))\right)\left[\Phi_{A}^{(s-\sigma)}(B(u(\sigma)))\right]\right)\right\|_{H^{s}} d \sigma d s \\
& \leq \int_{0}^{\Delta t} \int_{0}^{s}\left\|d B\left(\Phi_{A}^{(s-\sigma)}(u(\sigma))\right)\left[\Phi_{A}^{(s-\sigma)}(B(u(\sigma)))\right]\right\|_{H^{s}} d \sigma d s \\
& \leq \int_{0}^{\Delta t} \int_{0}^{s}\left\|\left(\left(\Phi_{A}^{(s-\sigma)}(u(\sigma))\right)\left(\Phi_{A}^{(s-\sigma)}(B(u(\sigma)))\right)\right)_{x}\right\|_{H^{s}} d \sigma d s \\
& \leq \int_{0}^{\Delta t} \int_{0}^{s}\left\|\left(\Phi_{A}^{(s-\sigma)}(u(\sigma))\right)\left(\Phi_{A}^{(s-\sigma)}(B(u(\sigma)))\right)\right\|_{H^{s+1}} d \sigma d s \\
& \leq C \int_{0}^{\Delta t} \int_{0}^{s}\left\|\left(\Phi_{A}^{(s-\sigma)}(u(\sigma))\right)\right\|_{H^{s+1}}\left\|\Phi_{A}^{(s-\sigma)}(B(u(\sigma)))\right\|_{H^{s+1}} d \sigma d s \\
& \leq C \int_{0}^{\Delta t} \int_{0}^{s}\|u(\sigma)\|_{H^{s+1}}\|B(u(\sigma))\|_{H^{s+1}} d \sigma d s .
\end{aligned}
$$

Using the definition of $B$ in (5.6), gives

$$
\begin{aligned}
\left\|e_{G, 1}\right\|_{H^{s}} & \leq C \int_{0}^{\Delta t} \int_{0}^{s}\|u(\sigma)\|_{H^{s+1}}\left\|u(\sigma) u_{x}(\sigma)\right\|_{H^{s+1}} d \sigma d s \\
& \leq C \int_{0}^{\Delta t} \int_{0}^{s}\|u(\sigma)\|_{H^{s+1}}\|u(\sigma)\|_{H^{s+1}}\left\|u_{x}(\sigma)\right\|_{H^{s+1}} d \sigma d s \\
& \leq C \int_{0}^{\Delta t} \int_{0}^{s}\|u(\sigma)\|_{H^{s+1}}\|u(\sigma)\|_{H^{s+1}}\|u(\sigma)\|_{H^{s+2}} d \sigma d s
\end{aligned}
$$

Now, we use the assumption about Hypothesis 5.2 for $H^{s+l}(\mathbb{R})$, which gives that $\|u(\sigma)\|_{H^{s+1}} \leq$ $\|u(\sigma)\|_{H^{s+2}} \leq\|u(\sigma)\|_{H^{s+l}} \leq R$, when $l \geq 2$, which results in

$$
\begin{equation*}
\left\|e_{G, 1}\right\|_{H^{s}} \leq C \int_{0}^{\Delta t} \int_{0}^{s} R^{3} d \sigma d s=C R^{3} \int_{0}^{\Delta t} s d s=C R^{3}(\Delta t)^{2} \tag{5.23}
\end{equation*}
$$

and we have found a bound for the second term in (5.21).
The third and last term in (5.21) is estimated similarly as the second term. The major difference is the use of the regularity result for (5.6) in Lemma 5.4. We start with
the use of Lemma 5.6, which gives

$$
\begin{aligned}
\left\|e_{G, 2}\right\|_{H^{s}} & \leq(\Delta t)^{2} \int_{0}^{1}\left\|(1-\theta) \Phi_{A}^{\Delta t}\left(d B\left(\Phi_{B}^{\theta \Delta t}(v)\right)\left[B\left(\Phi_{B}^{\theta \Delta t}(v)\right)\right]\right)\right\|_{H^{s}} d \theta \\
& \leq(\Delta t)^{2} \int_{0}^{1}\left\|d B\left(\Phi_{B}^{\theta \Delta t}\left(u_{0}\right)\right)\left[B\left(\Phi_{B}^{\theta \Delta t}\left(u_{0}\right)\right)\right]\right\|_{H^{s}} d \theta
\end{aligned}
$$

which by the use of (2.3) and Lemma 4.2, turns into

$$
\begin{aligned}
\left\|e_{G, 2}\right\|_{H^{s}} & \leq(\Delta t)^{2} \int_{0}^{1}\left\|\left(\left(\Phi_{B}^{\theta \Delta t}\left(u_{0}\right)\right)\left(B\left(\Phi_{B}^{\theta \Delta t}\left(u_{0}\right)\right)\right)\right)_{x}\right\|_{H^{s}} d \theta \\
& \leq(\Delta t)^{2} \int_{0}^{1}\left\|\left(\Phi_{B}^{\theta \Delta t}\left(u_{0}\right)\right)\left(B\left(\Phi_{B}^{\theta \Delta t}\left(u_{0}\right)\right)\right)\right\|_{H^{s+1}} d \theta \\
& \leq C(\Delta t)^{2} \int_{0}^{1}\left\|\Phi_{B}^{\theta \Delta t}\left(u_{0}\right)\right\|_{H^{s+1}}\left\|B\left(\Phi_{B}^{\theta \Delta t}\left(u_{0}\right)\right)\right\|_{H^{s+1}} d \theta \\
& \leq C(\Delta t)^{2} \int_{0}^{1}\left\|\Phi_{B}^{\theta \Delta t}\left(u_{0}\right)\right\|_{H^{s+1}}\left\|\left(\Phi_{B}^{\theta \Delta t}\left(u_{0}\right)\right)\left(\Phi_{B}^{\theta \Delta t}\left(u_{0}\right)\right)_{x}\right\|_{H^{s+1}} d \theta \\
& \leq C(\Delta t)^{2} \int_{0}^{1}\left\|\Phi_{B}^{\theta \Delta t}\left(u_{0}\right)\right\|_{H^{s+1}}\left\|\Phi_{B}^{\theta \Delta t}\left(u_{0}\right)\right\|_{H^{s+1}}\left\|\left(\Phi_{B}^{\theta \Delta t}\left(u_{0}\right)\right)_{x}\right\|_{H^{s+1}} d \theta \\
& \leq C(\Delta t)^{2} \int_{0}^{1}\left\|\Phi_{B}^{\theta \Delta t}\left(u_{0}\right)\right\|_{H^{s+1}}\left\|\Phi_{B}^{\theta \Delta t}\left(u_{0}\right)\right\|_{H^{s+1}}\left\|\Phi_{B}^{\theta \Delta t}\left(u_{0}\right)\right\|_{H^{s+2}} d \theta
\end{aligned}
$$

For a sufficiently small $\Delta t$, Lemma 5.4 ensures that $\left\|\Phi_{B}^{\theta \Delta t}\left(u_{0}\right)\right\|_{H^{s+1}} \leq\left\|\Phi_{B}^{\theta \Delta t}\left(u_{0}\right)\right\|_{H^{s+2}} \leq$ $\left\|\Phi_{B}^{\theta \Delta t}\left(u_{0}\right)\right\|_{H^{s+l}} \leq R$. Thus,

$$
\begin{align*}
\left\|e_{G, 2}\right\|_{H^{s}} & \leq C(\Delta t)^{2} \int_{0}^{1}\left\|\Phi_{B}^{\theta \Delta t}\left(u_{0}\right)\right\|_{H^{s+1}}\left\|\Phi_{B}^{\theta \Delta t}\left(u_{0}\right)\right\|_{H^{s+1}}\left\|\Phi_{B}^{\theta \Delta t}\left(u_{0}\right)\right\|_{H^{s+2}} d \theta \\
& \leq C(\Delta t)^{2} \int_{0}^{1} R^{3} d \theta \leq C(\Delta t)^{2} R^{3} \tag{5.24}
\end{align*}
$$

and a bound for the third term in (5.21) is found.
Hence, by combining the estimates in (5.22), (5.23) and (5.24), we obtain the following bound for the error,

$$
\left\|u_{1}-u(\Delta t)\right\|_{H^{s}} \leq c_{1}(\Delta t)^{2}
$$

where $c_{1}$ depends only on $\left\|u_{0}\right\|_{H^{s+l}}$, and $\Delta t$ sufficiently small. This proves the lemma.

### 5.6.2 Global Error

To estimate the global error in $H^{s}(\mathbb{R})$ and obtain the correct first order convergence rate for (5.2), we use the local error estimate in Lemma 5.8. The result in the lemma relies on the fact that the initial data at each step is bounded in $H^{s+l}(\mathbb{R})$. Thus, we need to show that the operator splitting solution at each step is bounded in $H^{s+l}(\mathbb{R})$, so that the local error estimate remains valid. To do this we have to use results for subequations (5.5) and (5.6), in addition with an induction argument.

We start with the regularity result for (5.6). To be more precise, we have to use Lemma 5.3 in the estimation. The problem with this lemma is that it relies on some knowledge of $\Phi_{B}^{\Delta t}\left(w_{0}\right)$. The lemma is stated using $p$ and $q$ defined in (5.10). In our case, we get the estimate $\left\|\Phi_{B}^{\Delta t}\left(w_{0}\right)\right\|_{H^{s+l}} \leq e^{c \alpha t}\left\|w_{0}\right\|_{H^{s+l}}$, as long as $\left\|\Phi_{B}^{\Delta t}\left(w_{0}\right)\right\|_{H^{s}} \leq \alpha$, for $s \geq 2$ and $0 \leq t \leq \Delta t$. We want the estimate to also yield for the case $s=1$. By doing the same calculation as in the proof of Lemma 5.3, one can show that $\left\|\Phi_{B}^{\Delta t}\left(w_{0}\right)\right\|_{H^{1+l}} \leq$ $e^{c \alpha t}\left\|w_{0}\right\|_{H^{1+l}}$, as long as $\left\|\Phi_{B}^{\Delta t}\left(w_{0}\right)\right\|_{H^{r}} \leq \alpha$ for $r \geq 2$ and $0 \leq t \leq \Delta t$. In what follows we use Lemma 5.3 for all $s \geq 1$, and keep the special case $s=1$ in mind.

For (5.5) it turns out that it is sufficient with the fact that $A$ do not increase the Sobolev norm, cf. Lemma 5.6.

The sketch of the proof is the following. To prove first order convergence for (5.2) we have to show boundedness of the splitting solution $u_{n}$ at each time step $t_{n}$ in $H^{s+l}(\mathbb{R})$, for which we use Lemma 5.3. Moreover, since Lemma 5.3 relies on boundedness of $u_{n}$ in $H^{s}(\mathbb{R})$ we also have to show this. To simplify the proofs, we use an induction argument and prove the three results simultaneously. We assume that Hypotheses 5.1 and 5.2 holds for $k=s$.

To simplify the notation, we use the same notational convention as in [11]; we write

$$
u_{k}^{n}=\Phi_{A+B}^{(n-k) \Delta t}\left(u_{k}\right)=\Phi^{(n-k) \Delta t}\left(u_{k}\right),
$$

which is the exact solution of (5.4) with starting value $u_{k}$ at time $t_{k}$. With this notation we see that

$$
u_{n}=u_{n}^{n} \quad \text { and } \quad u\left(t_{n}\right)=u_{n}^{0} .
$$

We start the induction argument by assuming that

$$
\begin{aligned}
\left\|u_{k}\right\|_{H^{s}} & \leq R, \\
\left\|u_{k}\right\|_{H^{s+l}} & \leq e^{2 c R k \Delta t}\left\|u_{0}\right\|_{H^{s+l}} \leq e^{2 c R T}\left\|u_{0}\right\|_{H^{s+l}}=C_{0}, \\
\left\|u_{k}-u\left(t_{k}\right)\right\|_{H^{s}} & \leq \gamma \Delta t,
\end{aligned}
$$

holds for all $k \leq n-1$, and we check that the above inequalities hold for $k=n$. In the inequalities is $c$ as in Lemma 5.3 and $\gamma=K(R, T) c_{1}\left(C_{0}\right) T$, where $K(R, T)$ is as in (5.9) and $c_{1}\left(C_{0}\right)$ is the constant in Lemma 5.3 for initial data bounded by $C_{0}$ in $H^{s+l}$.

The error between $u_{k}$ and the exact solution $u\left(t_{k}\right)$ for $k=n$, can be expanded using a telescope sum and the triangle inequality in the following way,

$$
\begin{aligned}
\left\|u_{n}-u\left(t_{n}\right)\right\|_{H^{s}} & =\left\|u_{n}^{n}-u_{n}^{0}\right\|_{H^{s}}=\left\|u_{n}^{n}-u_{n}^{n-1}+u_{n}^{n-1}-u_{n}^{n-2}+u_{n}^{n-2}-\cdots-u_{n}^{0}\right\|_{H^{s}} \\
& =\left\|\sum_{k=0}^{n-1} u_{n}^{k+1}-u_{n}^{k}\right\|_{H^{s}} \leq \sum_{k=0}^{n-1}\left\|u_{n}^{k+1}-u_{n}^{k}\right\|_{H^{s}},
\end{aligned}
$$

which by using the notational convention becomes

$$
\begin{align*}
\left\|u_{n}-u\left(t_{n}\right)\right\|_{H^{s}} & \leq \sum_{k=0}^{n-1}\left\|\Phi^{(n-k-1) \Delta t}\left(u_{k+1}\right)-\Phi^{(n-k) \Delta t}\left(u_{k}\right)\right\|_{H^{s}} \\
& =\sum_{k=0}^{n-1}\left\|\Phi^{(n-k-1) \Delta t}\left(\Pi^{\Delta t}\left(u_{k}\right)\right)-\Phi^{(n-k-1) \Delta t}\left(\Phi^{\Delta t}\left(u_{k}\right)\right)\right\|_{H^{s}}, \tag{5.25}
\end{align*}
$$

where we note that $\Phi^{(n-k) \Delta t}\left(u_{k}\right)=\Phi^{(n-k-1) \Delta t}\left(\Phi^{\Delta t}\left(u_{k}\right)\right)$. For terms with $k \leq n-2$, we get using Hypothesis 5.2,

$$
\begin{equation*}
\left\|\Pi^{\Delta t}\left(u_{k}\right)\right\|_{H^{s}}=\left\|u_{k+1}\right\|_{H^{s}} \leq R \tag{5.26}
\end{equation*}
$$

and for the exact solution

$$
\left\|\Phi^{\Delta t}\left(u_{k}\right)\right\|_{H^{s}} \leq\left\|\Phi^{\Delta t}\left(u_{k}\right)-\Phi^{\Delta t}\left(u\left(t_{k}\right)\right)\right\|_{H^{s}}+\left\|\Phi^{\Delta t}\left(u\left(t_{k}\right)\right)\right\|_{H^{s}}
$$

which by using the Lipschitz continuity assumption in (5.9), turns into

$$
\left\|\Phi^{\Delta t}\left(u_{k}\right)\right\|_{H^{s}} \leq K(R, \Delta t)\left\|u_{k}-u\left(t_{k}\right)\right\|_{H^{s}}+\left\|u\left(t_{k+1}\right)\right\|_{H^{s}} \leq K(R, \Delta t) \gamma \Delta t+\rho
$$

from the induction argument. We choose $\Delta t$ such that $K(R, \Delta t) \gamma \Delta t \leq R-\rho$,

$$
\begin{equation*}
\left\|\Phi^{\Delta t}\left(u_{k}\right)\right\|_{H^{s}} \leq R \tag{5.27}
\end{equation*}
$$

Returning to (5.25), we get for each term using Hypothesis 5.1,
$\left\|\Phi^{(n-k-1) \Delta t}\left(\Pi^{\Delta t}\left(u_{k}\right)\right)-\Phi^{(n-k-1) \Delta t}\left(\Phi^{\Delta t}\left(u_{k}\right)\right)\right\|_{H^{s}} \leq K(R, T)\left\|\Pi^{\Delta t}\left(u_{k}\right)-\Phi^{\Delta t}\left(u_{k}\right)\right\|_{H^{s}}$,
From the estimates in (5.26) and (5.27), Lemma 5.8 yields for $k \leq n-1$, and we obtain for each term

$$
\left\|\Phi^{(n-k-1) \Delta t}\left(\Pi^{\Delta t}\left(u_{k}\right)\right)-\Phi^{(n-k-1) \Delta t}\left(\Phi^{\Delta t}\left(u_{k}\right)\right)\right\|_{H^{s}} \leq K(R, T) c_{1}\left(C_{0}\right)(\Delta t)^{2}
$$

Thus, summing up all term and using that $n \Delta t \leq T$,

$$
\left\|u_{n}-u\left(t_{n}\right)\right\|_{H^{s}} \leq n K(R, T) c_{1}\left(C_{0}\right)(\Delta t)^{2} \leq \gamma \Delta t
$$

To prove the boundedness of $u_{n}$, we choose $\gamma \Delta t \leq R-\rho$ and use Hypothesis 5.2 , which gives

$$
\left\|u_{n}\right\|_{H^{s}}=\left\|u_{n}-u\left(t_{n}\right)\right\|_{H^{s}}+\left\|u\left(t_{n}\right)\right\|_{H^{s}} \leq R-\rho+\rho \leq R .
$$

Thus $u_{n}$ is bounded in $H^{s}(\mathbb{R})$ for each split step $t_{n}$, and the estimate in Lemma 5.3 is valid for each time step $t_{n}$. To bound $u_{n}$ in $H^{s+l}(\mathbb{R})$, we start with

$$
\left\|u_{n}\right\|_{H^{s+l}}=\left\|\Phi_{A}^{\Delta t} \circ \Phi_{B}^{\Delta t}\left(u_{n-1}\right)\right\|_{H^{s+l}} \leq\left\|\Phi_{B}^{\Delta t}\left(u_{n-1}\right)\right\|_{H^{s+l}}
$$

where we in the second inequality have used Lemma 5.6. Lemma 5.4 gives that there exists $\Delta t \leq \bar{t}(R)$ such that $\left\|\Phi_{B}^{\Delta} t\left(u_{n-1}\right)\right\|_{H^{s+l}} \leq 2 R$, as long as $\left\|u_{n-1}\right\|_{H^{s+l}}$ is bounded. This is in our case ensured by the induction assumption. Thus, using Lemma 5.3, we get

$$
\left\|u_{n}\right\|_{H^{s+l}} \leq e^{2 c R \Delta t}\left\|u_{n-1}\right\|_{H^{s+l}} \leq e^{2 c R n \Delta t}\left\|u_{0}\right\|_{H^{s+l}} \leq C_{0}
$$

Thus, the three necessary results hold by the induction argument.
We collect the main result from the above calculations, in the following theorem.
Theorem 5.9. Assume there exists a solution of (5.4) and let $s \geq 1$ be an integer. If Hypothesis 5.1 holds for $k=s$ and Hypothesis 5.2 holds for $k=s+l$ for $l \geq 2$, then there is $\overline{\Delta t}>0$ such that for all $\Delta t \leq \overline{\Delta t}$ and $t_{n}=n \Delta t \leq T$,

$$
\left\|u_{n}-u\left(t_{n}\right)\right\|_{H^{s}} \leq C \Delta t
$$

where $u_{n}$ is the Godunov splitting solution (5.2), and $\overline{\Delta t}$ and $C$ only depends on $\left\|u_{0}\right\|_{H^{s+l}, \rho}$ and $T$.

### 5.7 Strang Splitting

To prove the correct convergence rate for the Strang splitting (5.3), we use the same framework as in the proof of the convergence rate for the Godunov splitting (5.2). The major difference between the two proofs is that for (5.3) we need to use the higher order midpoint rule, where we for (5.2) used the rectangle rule. In addition, a higher order series expansion of the involved terms are also necessary to obtain the results.

For (5.3) it is possible to obtain first order convergence results in $H^{q}(\mathbb{R})$, with $p$ and $q$ as in (5.10). We will not focus on these results, but refer to [11, Secs. 4,5.] for a proof. To prove the second order rates we follow the same outline as in Section 5.6, and present the local error estimate in $H^{s}(\mathbb{R})$, which is followed up by the global error proof in $H^{s}(\mathbb{R})$.

### 5.7.1 Local Error

As discussed before, to obtain second order convergence rate for $\Delta t$ for the Strang splitting (5.3), we need to get third order convergence for the local error in $H^{s}(\mathbb{R})$, and to obtain this, a higher order Taylor expansion for the exact solution of (5.6) is necessary. The other ideas for the rest of the proofs, are identical as those for the Godunov splitting (5.2); that is, find the error between the operator splitting solution and the exact (Taylor expanded) solution, and bound it using numerical quadratures and properties of the space. The proof is longer due to the extra order in the Taylor expansion.
Lemma 5.10. Define s and $p$ by (5.10) and assume Hypothesis 5.2 holds for $k=p$. Then the local error of the Strang splitting in (5.3) is bounded in $H^{s}(\mathbb{R})$ by

$$
\left\|\Psi^{\Delta t}\left(u_{0}\right)-\Phi_{A+B}^{\Delta t}\left(u_{0}\right)\right\|_{H^{s}} \leq c_{2}(\Delta t)^{3},
$$

where $c_{2}$ depends only on $\left\|u_{0}\right\|_{H^{p}}$.
Proof. The second order Taylor expansion for $\Phi_{B}^{\Delta t}(v)$, is given as

$$
\begin{aligned}
& \Phi_{B}^{\Delta t}(v)=v+\Delta t B(v)+\frac{1}{2}(\Delta t)^{2} d B(v)[B(v)] \\
&+(\Delta t)^{3} \int_{0}^{1} \frac{(1-\theta)^{2}}{2}\left(d^{2} B\left(\Phi_{B}^{\theta \Delta t}(v)\right)\left[B\left(\Phi_{B}^{\theta \Delta t}(v)\right), B\left(\Phi_{B}^{\theta \Delta t}(v)\right)\right]\right. \\
&\left.+d B\left(\Phi_{B}^{\theta \Delta t}(v)\right)\left[d B\left(\Phi_{B}^{\theta \Delta t}(v)\right)\left[B\left(\Phi_{B}^{\theta \Delta t}(v)\right)\right]\right]\right) d \theta
\end{aligned}
$$

and is valid for $\Delta t$ sufficiently small by Lemma 5.5. For easiness in the notation, we abbreviate the integrand as

$$
\begin{align*}
d^{2} B( & \left.\Phi_{B}^{\theta \Delta t}(v)\right) \\
& \quad+d B\left(\Phi_{B}^{\theta \Delta t}(v)\right), B\left(\Phi_{B}^{\theta \Delta t}(v)\right)\left[d B\left(\Phi_{B}^{\theta \Delta t}(v)\right)\left[B\left(\Phi_{B}^{\theta \Delta t}(v)\right)\right]\right] \\
= & \left(d^{2} B(B, B)+d B d B B\right)\left(\Phi_{B}^{\theta \Delta t}(v)\right) \tag{5.28}
\end{align*}
$$

By inserting the above series expansion into (5.3), we obtain the operator splitting solution after one step,

$$
\begin{align*}
u_{1} & =\Phi_{A}^{\Delta t}\left(u_{0}\right)+\Delta t \Phi_{A}^{\Delta t / 2}\left(B\left(\Phi_{A}^{\Delta t / 2}\left(u_{0}\right)\right)\right) \\
& +\frac{1}{2}(\Delta t)^{2} \Phi_{A}^{\Delta t / 2}\left(d B\left(\Phi_{A}^{\Delta t / 2}\left(u_{0}\right)\right)\left[B\left(\Phi_{A}^{\Delta t / 2}\left(u_{0}\right)\right)\right]\right)+e_{S, 2} \tag{5.29}
\end{align*}
$$

where

$$
\begin{equation*}
e_{S, 2}=(\Delta t)^{3} \int_{0}^{1} \frac{(1-\theta)^{2}}{2} \Phi_{A}^{\Delta t / 2}\left(d^{2} B(B, B)+d B d B B\right)\left(\Phi_{B}^{\theta \Delta t}\left(\Phi_{A}^{\Delta t / 2}\left(u_{0}\right)\right)\right) d \theta \tag{5.30}
\end{equation*}
$$

The exact solution after one split step is given as, cf. (5.17) and (5.18),

$$
\begin{align*}
u(\Delta t)= & \Phi_{A}^{\Delta t}\left(u_{0}\right)+\int_{0}^{\Delta t} \Phi_{A}^{(\Delta t-s)}\left(B\left(\Phi_{A}^{s}(u(s))\right)\right) d s \\
& +\int_{0}^{\Delta t} \int_{0}^{s} \Phi_{A}^{(\Delta t-s)}(G(u(\sigma))) d \sigma d s \tag{5.31}
\end{align*}
$$

where $G(u(\sigma))$ is defined for a general vector $v$ as

$$
\begin{equation*}
G(v)=G_{s, \sigma}(v)=d B\left(\Phi_{A}^{(s-\sigma)}(v)\right)\left[\Phi_{A}^{(s-\sigma)}(B(v))\right] \tag{5.32}
\end{equation*}
$$

Using the integral formula in (5.15), we obtain

$$
G(u(\sigma))=G\left(\Phi_{A}^{\sigma}\left(u_{0}\right)\right)+\int_{0}^{\sigma} d G\left(\Phi_{A}^{(\sigma-\tau)}(u(\tau))\right)\left[\Phi_{A}^{(\sigma-\tau)}(B(u(\tau)))\right] d \tau
$$

where the integrand is calculated as

$$
\begin{align*}
d G(v)[w]= & d^{2} B\left(\Phi_{A}^{(s-\sigma)}(v)\right)\left[\Phi_{A}^{(s-\sigma)}(w), \Phi_{A}^{(s-\sigma)}(B(v))\right] \\
& +d B\left(\Phi_{A}^{(s-\sigma)}(v)\right)\left[\Phi_{A}^{(s-\sigma)}(d B(v)[w])\right] . \tag{5.33}
\end{align*}
$$

Inserting the integral formula for $G$ into (5.31) gives

$$
\begin{equation*}
u(\Delta t)=\Phi_{A}^{\Delta t}\left(u_{0}\right)+\int_{0}^{\Delta t} \Phi_{A}^{(\Delta t-s)}\left(B\left(\Phi_{A}^{s}(u(s))\right)\right) d s+e_{S, 3} \tag{5.34}
\end{equation*}
$$

where

$$
\begin{align*}
e_{S, 3}= & \int_{0}^{\Delta t} \int_{0}^{s} \Phi_{A}^{(\Delta t-s)}\left(d B\left(\Phi_{A}^{s}\left(u_{0}\right)\right)\left[\Phi_{A}^{(s-\sigma)}\left(B\left(\Phi_{A}^{s}\left(u_{0}\right)\right)\right)\right]\right) d \sigma d s \\
& +\int_{0}^{\Delta t} \int_{0}^{s} \int_{0}^{\sigma} d G_{s, \sigma}\left(\Phi_{A}^{(\sigma-\tau)}(u(\tau))\left[\Phi_{A}^{(\sigma-\tau)}(B(u(\tau)))\right] d \tau d \sigma d s\right. \tag{5.35}
\end{align*}
$$

Taking the difference of (5.29) and (5.34) gives the local error after one step

$$
\begin{aligned}
u_{1}-u(\Delta t)= & \Delta t \Phi_{A}^{\Delta t / 2}\left(B\left(\Phi_{A}^{\Delta t / 2}\left(u_{0}\right)\right)\right)-\int_{0}^{\Delta t} \Phi_{A}^{(\Delta t-s)}\left(B\left(\Phi_{A}^{s}(u(s))\right)\right) d s \\
& +\frac{1}{2}(\Delta t)^{2} \Phi_{A}^{\Delta t / 2}\left(d B\left(\Phi_{A}^{\Delta t / 2}\left(u_{0}\right)\right)\left[B\left(\Phi_{A}^{\Delta t / 2}\left(u_{0}\right)\right)\right]\right)+\left(e_{S, 2}-e_{S, 3}\right) .
\end{aligned}
$$

To get the above expression in a more readable format, we define

$$
\begin{equation*}
g(s, \sigma)=\Phi_{A}^{(\Delta t-s)}\left(d B\left(\Phi_{A}^{s}\left(u_{0}\right)\right)\left[\Phi_{A}^{(s-\sigma)} B\left(\Phi_{A}^{\sigma}\left(u_{0}\right)\right)\right]\right) \tag{5.36}
\end{equation*}
$$

By using the expressions for $e_{S, 2}$ and $e_{S, 3}$ given in (5.30) and (5.35), respectively, and the definition of $g$ in (5.36) and of $f$ in (5.20), the local error can be simplified to

$$
\begin{align*}
u_{1}-u(\Delta t)= & \Delta t f(\Delta t / 2)-\int_{0}^{\Delta t} f(s) d s \\
& +\frac{1}{2}(\Delta t)^{2} g(\Delta t / 2, \Delta t / 2)-\int_{0}^{\Delta t} \int_{0}^{s} g(s, \sigma) d \sigma d s  \tag{5.37}\\
& +e_{S, 4}-e_{S, 5}
\end{align*}
$$

where

$$
\begin{equation*}
e_{S, 4}=(\Delta t)^{3} \int_{0}^{1} \frac{(1-\theta)^{2}}{2} \Phi_{A}^{\Delta t / 2}\left(d^{2} B(B, B)+d B d B B\right)\left(\Phi_{B}^{\theta \Delta t}\left(\Phi_{A}^{\Delta t / 2}\left(u_{0}\right)\right)\right) d \theta \tag{5.38}
\end{equation*}
$$

and

$$
\begin{equation*}
e_{S, 5}=\int_{0}^{\Delta t} \int_{0}^{s} \int_{0}^{\sigma} d G_{s, \sigma}\left(\Phi_{A}^{(\sigma-\tau)}(u(\tau))\right)\left[\Phi_{A}^{(\sigma-\tau)}(B(u(\tau)))\right] d \tau d \sigma d s \tag{5.39}
\end{equation*}
$$

The first line in (5.37) is nothing but the error of the midpoint rule (3.7), while the second line is the error of the two-dimensional quadrature rule (3.14). Using the triangle inequality, we get

$$
\begin{align*}
\left\|u_{1}-u(\Delta t)\right\|_{H^{s}} \leq & \int_{0}^{\Delta t}\left\|K_{M_{2}}(t) f^{\prime \prime}(t)\right\|_{H^{s}} d s \\
& +\left\|\frac{1}{2}(\Delta t)^{2} g(\Delta t / 2, \Delta t / 2)-\int_{0}^{\Delta t} \int_{0}^{s} g(s, \sigma) d \sigma d s\right\|_{H^{s}}  \tag{5.40}\\
& +\left\|e_{S, 4}\right\|_{H^{s}}+\left\|e_{S, 5}\right\|_{H^{s}}
\end{align*}
$$

where $K_{M_{2}}(t)$ is given in (3.8) and $f^{\prime \prime}(t)$ is the Fréchet derivative. We need to find bounds in $H^{s}(\mathbb{R})$ for each term above.

We start with the first term in (5.40). By using the substitution $\theta=t / \Delta t$, the integral can be transformed to

$$
\int_{0}^{\Delta t} K_{M_{2}}(t) f^{\prime \prime}(t) d s=(\Delta t)^{3} \int_{0}^{1} K_{M_{2}}(\theta) f^{\prime \prime}(\theta \Delta t) d \theta
$$

The second derivative of $f$ is found as

$$
\begin{aligned}
f^{\prime \prime}(s) & =\Phi_{A}^{(\Delta t-s)}\left((d A(v))^{2}[B(v)]-d A(v)[d B(v)[A(v)]]-d^{2} A(v)[B(v), A(v)]\right. \\
& \left.-d A(v)[d B(v)[A(v)]]+d^{2} B(v)[A(v)]^{2}+d B(v)[d A(v)[A(v)]]\right)
\end{aligned}
$$

for $v=\Phi_{A}^{s}\left(u_{0}\right)$. In the above equation, we put in for the operators $A, B$ and all the respective derivatives, see (2.2), (2.4), (2.3) and (2.5). Thus,

$$
\begin{aligned}
f^{\prime \prime}(s)= & \Phi_{A}^{(\Delta t-s)}\left(A^{2}(B(v))-2 A(d B(v)[A(v)])\right. \\
& \left.+d^{2} B(v)[A(v)]^{2}+d B(v)\left[A^{2}(v)\right]\right) \\
= & \Phi_{A}^{(\Delta t-s)}\left(A^{2}\left(v v_{x}\right)-2 A\left((v A(v))_{x}\right)+\left((A(v))^{2}\right)_{x}+\left(v A^{2}(v)\right)_{x}\right) \\
= & \Phi_{A}^{(\Delta t-s)}\left(\partial_{x}^{2 l}\left(v v_{x}\right)-2 \partial_{x}^{l+1}\left(v \partial_{x}^{l}(v)\right)+\left(\left(\partial_{x}^{l}(v)\right)^{2}\right)_{x}+\left(v \partial_{x}^{2 l}(v)\right)_{x}\right) .
\end{aligned}
$$

Since the $\Phi_{A}^{(\Delta t-s)}$ do not increase the Sobolev norm by Lemma 5.6, it is sufficient to investigate the norm of the argument. Writing out the argument using Leibniz' rule gives

$$
\begin{aligned}
\partial_{x}^{2 l}\left(v v_{x}\right)- & 2 \partial_{x}^{l}\left(\left(v \partial_{x}^{l}(v)\right)_{x}\right)+\left(\left(\partial_{x}^{l}(v)\right)^{2}\right)_{x}+\left(v \partial_{x}^{2 l}(v)\right)_{x} \\
= & \sum_{k=0}^{2 l}\binom{2 l}{k} \partial_{x}^{2 l-k} v \partial_{x}^{k+1} v-2 \sum_{k=0}^{l+1}\binom{l+1}{k} \partial_{x}^{l+1-k} v \partial_{x}^{l+k} v \\
& +2 \partial_{x}^{l} v \partial_{x}^{l+1} v+v_{x} \partial_{x}^{2 l} v+v \partial_{x}^{2 l+1} v
\end{aligned}
$$

Writing out the start and end terms in the above sums, we obtain

$$
\begin{aligned}
& \sum_{k=0}^{2 l}\binom{2 l}{k} \partial_{x}^{2 l-k} v \partial_{x}^{k+1} v-2 \sum_{k=0}^{l+1}\binom{l+1}{k} \partial_{x}^{l+1-k} v \partial_{x}^{l+k} v+2 \partial_{x}^{l} v \partial_{x}^{l+1} v+v_{x} \partial_{x}^{2 l} v+v \partial_{x}^{2 l+1} v \\
& =\sum_{k=1}^{2 l-2}\binom{2 l}{k} \partial_{x}^{2 l-k} v \partial_{x}^{k+1} v+2 l v_{x} \partial_{x}^{2 l} v+v \partial_{x}^{2 l+1} v+\partial_{x}^{2 l} v v_{x} \\
& \quad-2 \sum_{k=0}^{l-1}\binom{l+1}{k} \partial_{x}^{l+1-k} v \partial_{x}^{l+k} v-2 v \partial_{x}^{2 l+1} v-2(l-1) v_{x} \partial_{x}^{2 l} v+2 \partial_{x}^{l} v \partial_{x}^{l+1} v \\
& \quad+v_{x} \partial_{x}^{2 l} v+v \partial_{x}^{2 l+1} v \\
& =\sum_{k=1}^{2 l-2}\binom{2 l}{k} \partial_{x}^{2 l-k} v \partial_{x}^{k+1} v-2 \sum_{k=0}^{l-1}\binom{l+1}{k} \partial_{x}^{l+1-k} v \partial_{x}^{l+k} v+2 \partial_{x}^{l} v \partial_{x}^{l+1} v
\end{aligned}
$$

which shows that all the derivatives of order $2 l+1$ and $2 l$ on $v$ are cancelled out. Hence,

$$
\begin{aligned}
\left\|f^{\prime \prime}(s)\right\|_{H^{s}} \leq & \left\|\sum_{k=1}^{2 l-2}\binom{2 l}{k} \partial_{x}^{2 l-k} v \partial_{x}^{k+1} v\right\|_{H^{s}}+\left\|2 \sum_{k=0}^{l-1}\binom{l+1}{k} \partial_{x}^{l+1-k} v \partial_{x}^{l+k} v\right\|_{H^{s}} \\
& +\left\|2 \partial_{x}^{l} v \partial_{x}^{l+1} v\right\|_{H^{s}} \\
\leq & \sum_{k=1}^{2 l-2}\binom{2 l}{k}\left\|\partial_{x}^{2 l-k} v \partial_{x}^{k+1} v\right\|_{H^{s}}+2 \sum_{k=0}^{l-1}\binom{l+1}{k}\left\|\partial_{x}^{l+1-k} v \partial_{x}^{l+k} v\right\|_{H^{s}} \\
& +\left\|2 \partial_{x}^{l} v \partial_{x}^{l+1} v\right\|_{H^{s}}
\end{aligned}
$$

Using the Banach algebra property in Lemma 4.2, turns the inequality into

$$
\begin{aligned}
\left\|f^{\prime \prime}(s)\right\|_{H^{s}} \leq & C \sum_{k=1}^{2 l-2}\left\|\partial_{x}^{2 l-k} v\right\|_{H^{s}}\left\|\partial_{x}^{k+1} v\right\|_{H^{s}}+C \sum_{k=0}^{l-1}\left\|\partial_{x}^{l+1-k} v\right\|_{H^{s}}\left\|\partial_{x}^{l+k} v\right\|_{H^{s}} \\
& +C\left\|\partial_{x}^{l} v\right\|_{H^{s}}\left\|\partial_{x}^{l+1} v\right\|_{H^{s}} \leq C\|v\|_{H^{p}}^{2}
\end{aligned}
$$

since $2 l-1 \leq p$. Thus, using $v=\Phi_{A}^{s}\left(u_{0}\right)$ and Lemma 5.6,

$$
\left\|f^{\prime \prime}(s)\right\|_{H^{s}} \leq C\left\|\Phi_{A}^{s}\left(u_{0}\right)\right\|_{H^{p}}^{2} \leq C\left\|u_{0}\right\|_{H^{s}}^{2}
$$

Hence, we obtain a bound for the first term in (5.40)

$$
\begin{align*}
\int_{0}^{\Delta t}\left\|K_{M_{2}}(t) f^{\prime \prime}(t)\right\|_{H^{s}} d s & \leq(\Delta t)^{3} \int_{0}^{1}\left\|K_{M_{2}}(\theta) f^{\prime \prime}(\theta \Delta t)\right\|_{H^{s}} d \theta \\
& \leq(\Delta t)^{3} \int_{0}^{1}\left\|f^{\prime \prime}(\theta \Delta t)\right\|_{H^{s}} d \theta \leq C\left\|u_{0}\right\|_{H^{p}}^{2} \tag{5.41}
\end{align*}
$$

The second term in (5.40), is the error of the two-dimensional quadrature formula (3.14). Using the error bound (3.15) with $h=\Delta t$ and $a=b=\Delta t / 2$, dropping the higher order terms and use norms instead of absolute values, we get

$$
\begin{align*}
& \left\|\frac{1}{2}(\Delta t)^{2} g(\Delta t / 2, \Delta t / 2)-\int_{0}^{\Delta t} \int_{0}^{s} g(s, \sigma) d \sigma d s\right\|_{H^{s}} \\
& \leq C(\Delta t)^{3}\left(\max _{T}\|\partial g / \partial s\|_{H^{s}}+\max _{T}\|\partial g / \partial \sigma\|\right) \tag{5.42}
\end{align*}
$$

Thus, we need to find a bound for the partial derivatives of $g$. For notational easiness, we define

$$
v(s)=\Phi_{A}^{s}\left(u_{0}\right) \quad \text { and } \quad w(s, \sigma)=\Phi_{A}^{(s-\sigma)}(B(v(\sigma)))
$$

With the two definitions, $g$ in (5.36) is rewritten as

$$
g(s, \sigma)=\Phi_{A}^{(\Delta t-s)}(d B(v(s))[w(s, \sigma)])
$$

The partial derivatives of $g$ is given as

$$
\begin{align*}
\frac{\partial g}{\partial s}=\Phi_{A}^{(\Delta t-s)}(- & A(d B(v(s)))[w(s, \sigma)]+d^{2} B(v(s))[A(v(s)), w(s, \sigma)] \\
& +d B(v(s))[A(w(s, \sigma))]) \tag{5.43}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{\partial g}{\partial \sigma}=\Phi_{A}^{(\Delta t-s)}\left(d B(v(s))\left[\Phi_{A}^{(s-\sigma)}(-A(B(v(s)))+d B(v(\sigma))[A(v(\sigma))])\right]\right) \tag{5.44}
\end{equation*}
$$

We start with finding a bound for (5.43). Lemma 5.6 gives (we leave out the arguments in $v$ and $w$ ), and obtain

$$
\begin{aligned}
\left\|\frac{\partial g}{\partial s}\right\|_{H^{s}} & =\left\|\Phi_{A}^{(\Delta t-s)}\left(-A(d B(v)[w])+d^{2} B(v)[A(v), w]+d B(v)[A(w)]\right)\right\|_{H^{s}} \\
& \leq\left\|-A(d B(v)[w])+d^{2} B(v)[A(v), w]+d B(v)[A(w)]\right\|_{H^{s}}
\end{aligned}
$$

Using the definition for $A, B$ and their respective derivatives gives

$$
\begin{aligned}
-A(d B(v)[w]) & +d^{2} B(v)[A(v), w]+d B(v)[A(w)] \\
& =-A\left((v w)_{x}\right)+(A(v) w)_{x}+(v A(w))_{x} \\
& =(-A(v w)+A(v) w+v A(w))_{x}
\end{aligned}
$$

which yield

$$
\begin{aligned}
\left\|\frac{\partial g}{\partial s}\right\|_{H^{s}} & \leq\left\|(-A(v w)+A(v) w+v A(w))_{x}\right\|_{H^{s}} \leq\|-A(v w)+A(v) w+v A(w)\|_{H^{s+1}} \\
& \leq\left\|-\partial_{x}^{l}(v w)+\partial_{x}^{l} v w+v \partial_{x}^{l} w\right\|_{H^{s+1}}
\end{aligned}
$$

Writing out the terms inside the norm using Leibniz' rule gives,

$$
\begin{aligned}
-\partial_{x}^{l}(v w)+\partial_{x}^{l} v w+v \partial_{x}^{l} w & =-\sum_{k=0}^{l}\binom{l}{k} \partial_{x}^{l-k} v \partial_{x}^{k} w+\partial_{x}^{l} v w+v \partial_{x}^{l} w \\
& =-\sum_{k=1}^{l-1}\binom{l}{k} \partial_{x}^{l-k} v \partial_{x}^{k} w
\end{aligned}
$$

Thus, all the derivatives of order $l$ cancel, and we get

$$
\left\|\frac{\partial g}{\partial s}\right\|_{H^{s}} \leq\left\|\sum_{k=1}^{l-1}\binom{l}{k} \partial_{x}^{l-k} v \partial_{x}^{k} w\right\|_{H^{s}} \leq \sum_{k=1}^{l-1}\binom{l}{k}\left\|\partial_{x}^{l-k} v \partial_{x}^{k} w\right\|_{H^{s}}
$$

which by using Lemma 4.2 is separated as,

$$
\begin{equation*}
\left\|\frac{\partial g}{\partial s}\right\|_{H^{s}}=C \sum_{k=1}^{l-1}\left\|\partial_{x}^{l-k} v\right\|_{H^{s}}\left\|\partial_{x}^{k} w\right\|_{H^{s}} \leq C\|v(s)\|_{H^{s+l}}\|w(s, \sigma)\|_{H^{s+l}} \leq C\left\|u_{0}\right\|_{H^{p}}^{3} \tag{5.45}
\end{equation*}
$$

where the last inequality follows from Lemma 5.6

$$
\|v(s)\|_{H^{s+l}}=\left\|\Phi_{A}^{s}\left(u_{0}\right)\right\|_{H^{s+l}} \leq\left\|u_{0}\right\|_{H^{s+l}}
$$

and

$$
\begin{aligned}
\|w(s, \sigma)\|_{H^{s+l}} & =\left\|\Phi_{A}^{(s-\sigma)}(B(v(\sigma)))\right\|_{H^{s+l}} \leq\left\|v(\sigma) v_{x}(\sigma)\right\|_{H^{s+l}} \\
& \leq C\|v(\sigma)\|_{H^{s+l}}\|v(\sigma)\|_{H^{s+l+1}} \leq C\left\|u_{0}\right\|_{H^{s+l}}\left\|u_{0}\right\|_{H^{s+l+1}} \leq C\left\|u_{0}\right\|_{H^{p}}^{2},
\end{aligned}
$$

since $s+l+1 \leq s+2 l-1=p$ when $l \geq 2$.
For (5.44) we get, using Lemmas 4.2 and 5.6 and (2.3),

$$
\begin{aligned}
\left\|\frac{\partial g}{\partial \sigma}\right\|_{H^{s}} & =\left\|\Phi_{A}^{(\Delta t-s)}\left(d B(v)\left[\Phi_{A}^{(s-\sigma)}(-A(B(v))+d B(v)[A(v)])\right]\right)\right\|_{H^{s}} \\
& \leq\left\|d B(v)\left[\Phi_{A}^{(s-\sigma)}(-A(B(v))+d B(v)[A(v)])\right]\right\|_{H^{s}} \\
& =\left\|\left(v\left(\Phi_{A}^{(s-\sigma)}(-A(B(v))+d B(v)[A(v)])\right)\right)_{x}\right\|_{H^{s}} \\
& \leq\left\|v\left(\Phi_{A}^{(s-\sigma)}(-A(B(v))+d B(v)[A(v)])\right)\right\|_{H^{s+1}} \\
& \leq C\|v\|_{H^{s+1}}\left\|\Phi_{A}^{(s-\sigma)}(-A(B(v))+d B(v)[A(v)])\right\|_{H^{s+1}} \\
& \leq C\|v\|_{H^{s+1}}\|-A(B(v))+d B(v)[A(v)]\|_{H^{s+1}} .
\end{aligned}
$$

We write out the term using the definition of $A$ and $B$ and Leibniz' rule. This gives.

$$
\begin{aligned}
-A(B(v))+d B(v)[A(v)] & =-\partial_{x}^{l}\left(v v_{x}\right)+\left(v \partial_{x}^{l} v\right)_{x} \\
& =-\sum_{k=0}^{l}\binom{l}{k} \partial_{x}^{k} v \partial_{x}^{l-k+1} v+v_{x} \partial_{x}^{l} v+v \partial_{x}^{l+1} v \\
& =-\sum_{k=1}^{l-1}\binom{l}{k} \partial_{x}^{k} v \partial_{x}^{l-k+1} v
\end{aligned}
$$

From the above calculation, we observe that the derivatives of order $l+1$ on $v$ vanish. To be precise, we get

$$
\begin{align*}
\left\|\frac{\partial g}{\partial \sigma}\right\|_{H^{s}} & \leq C\|v\|_{H^{s+1}}\left\|\sum_{k=1}^{l-1}\binom{l}{k} \partial_{x}^{k} v \partial_{x}^{l-k+1} v\right\|_{H^{s+1}} \\
& \leq C\|v\|_{H^{s+1}} \sum_{k=1}^{l-1}\binom{l}{k}\left\|\partial_{x}^{k} v \partial_{x}^{l-k+1} v\right\|_{H^{s+1}} \\
& \leq C\|v\|_{H^{s+1}} \sum_{k=1}^{l-1}\left\|\partial_{x}^{k} v\right\|_{H^{s+1}}\left\|\partial_{x}^{l-k+1} v\right\|_{H^{s+1}} \\
& \leq C\|v\|_{H^{s+1}}\|v\|_{H^{s+l}}^{2} \leq C\|v\|_{H^{s+l}}^{3} \leq C\left\|u_{0}\right\|_{H^{p}}^{3} \tag{5.46}
\end{align*}
$$

Returning to (5.42), we get by using (5.45) and (5.46),

$$
\begin{equation*}
\left\|\frac{1}{2}(\Delta t)^{2} g(\Delta t / 2, \Delta t / 2)-\int_{0}^{\Delta t} \int_{0}^{s} g(s, \sigma) d \sigma d s\right\|_{H^{s}} \leq C(\Delta t)^{3}\left\|u_{0}\right\|_{H^{p}}^{3} \leq C(\Delta t)^{3} \tag{5.47}
\end{equation*}
$$

For the third term in (5.40) we get, using (5.38),

$$
\begin{aligned}
\left\|e_{S, 4}\right\|_{H^{s}} & \leq(\Delta t)^{3} \int_{0}^{1}\left\|\Phi_{A}^{\Delta t / 2}\left(d^{2} B(B, B)+d B d B B\right)\left(\Phi_{B}^{\theta \Delta t}\left(\Phi_{A}^{\Delta t / 2}\left(u_{0}\right)\right)\right)\right\|_{H^{s}} d \theta \\
& \leq(\Delta t)^{3} \int_{0}^{1}\left\|\left(d^{2} B(B, B)+d B d B B\right)\left(\Phi_{B}^{\theta \Delta t}\left(\Phi_{A}^{\Delta t / 2}\left(u_{0}\right)\right)\right)\right\|_{H^{s}} d \theta
\end{aligned}
$$

where we remember that the integrand is defined in (5.28). By the triangle inequality,

$$
\left\|\left(d^{2} B(B, B)+d B d B B\right)(w)\right\|_{H^{s}} \leq\left\|d^{2} B(B, B)(w)\right\|_{H^{s}}+\|d B d B B(w)\|_{H^{s}}
$$

where we have redefined

$$
w=\Phi_{B}^{\theta \Delta t}\left(\Phi_{A}^{\Delta t / 2}\left(u_{0}\right)\right) .
$$

For the first term we get, using (2.5) and Lemma 4.2

$$
\begin{aligned}
\left\|d^{2} B(B, B)(w)\right\|_{H^{s}} & \leq\left\|(B(w) B(w))_{x}\right\|_{H^{s}} \leq\|B(w) B(w)\|_{H^{s+1}} \\
& \leq C\|B(w)\|_{H^{s+1}}^{2} \leq C\left\|w w_{x}\right\|_{H^{s+1}}^{2} \\
& \leq C\|w\|_{H^{s+1}}^{2}\|w\|_{H^{s+2}}^{2} \leq C\|w\|_{H^{s+3}}^{4} .
\end{aligned}
$$

Using Lemma 5.3 and $\Delta t$ sufficiently small, we get

$$
\begin{equation*}
\left\|d^{2} B(B, B)(w)\right\|_{H^{s}} \leq C\left\|u_{0}\right\|_{H^{p}}^{4} \tag{5.48}
\end{equation*}
$$

The bound for the second term is found similarly,

$$
\begin{align*}
\|d B d B B(w)\|_{H^{s}} & =\left\|(w d B(w)[B(w)])_{x}\right\|_{H^{s}} \leq\|w d B(w)[B(w)]\|_{H^{s+1}} \\
& \leq C\|w\|_{H^{s+1}}\left\|(w B(w))_{x}\right\|_{H^{s+1}} \leq C\|w\|_{H^{s+1}}\|w\|_{H^{s+2}}\left\|w w_{x}\right\|_{H^{s+2}} \\
& \leq C\|w\|_{H^{s+1}}\|w\|_{H^{s+2}}^{2}\|w\|_{H^{s+3}} \leq C\|w\|_{H^{s+3}}^{4} \leq C\left\|u_{o}\right\|_{H^{p}}^{4} \tag{5.49}
\end{align*}
$$

where the last inequality follows from Lemma 5.3 and $\Delta t$ sufficiently small. Hence, by using (5.48) and (5.49) we get

$$
\begin{equation*}
\left\|e_{S, 4}\right\|_{H^{s}} \leq C(\Delta t)^{3}\left\|u_{0}\right\|_{H^{p}}^{4} \leq C(\Delta t)^{3} . \tag{5.50}
\end{equation*}
$$

For the fourth term in (5.40), we get using (5.39)

$$
\left\|e_{S, 5}\right\|_{H^{s}} \leq \int_{0}^{\Delta t} \int_{0}^{s} \int_{0}^{\sigma}\left\|d G_{s, \sigma}\left(\Phi_{A}^{(\sigma-\tau)}(u(\tau))\right)\left[\Phi_{A}^{(\sigma-\tau)}(B(u(\tau)))\right]\right\|_{H^{s}} d \tau d \sigma d s
$$

where $G$ is defined in (5.32) and $d G(v)[w]$ was found in (5.33). For the integrand we obtain,

$$
\begin{aligned}
\left\|d G_{s, \sigma}(v)[w]\right\|_{H^{s}} \leq & \left\|d^{2} B\left(\Phi_{A}^{(s-\sigma)}(v)\right)\left[\Phi_{A}^{(s-\sigma)}(w), \Phi_{A}^{(s-\sigma)}(B(v))\right]\right\|_{H^{s}} \\
& +\left\|d B\left(\Phi_{A}^{(s-\sigma)}(v)\right)\left[\Phi_{A}^{(s-\sigma)}(d B(v)[w])\right]\right\|_{H^{s}}
\end{aligned}
$$

where we have redefined

$$
v=\Phi_{A}^{(\sigma-\tau)}(u(\tau)) \quad \text { and } \quad w=\Phi_{A}^{(\sigma-\tau)}(B(u(\tau))) .
$$

Using the same lemmas and techniques as before, the estimation of the first term goes as follows

$$
\begin{array}{rl}
\| d^{2} & B \\
\left(\Phi_{A}^{(s-\sigma)}(v)\right)\left[\Phi_{A}^{(s-\sigma)}(w), \Phi_{A}^{(s-\sigma)}(B(v))\right] \|_{H^{s}} \\
& =\left\|\left(\left(\Phi_{A}^{(s-\sigma)}(w)\right)\left(\Phi_{A}^{(s-\sigma)}(B(v))\right)\right)_{x}\right\|_{H^{s}} \leq\left\|\left(\Phi_{A}^{(s-\sigma)}(w)\right)\left(\Phi_{A}^{(s-\sigma)}(B(v))\right)\right\|_{H^{s+1}} \\
& \leq C\left\|\Phi_{A}^{(s-\sigma)}(w)\right\|_{H^{s+1}}\left\|\Phi_{A}^{(s-\sigma)}(B(v))\right\|_{H^{s+1}} \leq C\|w\|_{H^{s+1}}\|B(v)\|_{H^{s+1}} \\
& =C\|w\|_{H^{s+1}}\left\|v v_{x}\right\|_{H^{s+1}} \leq C\|w\|_{H^{s+1}}\|v\|_{H^{s+1}}\|v\|_{H^{s+2}}
\end{array}
$$

By Lemma 5.3 and $\Delta t$ sufficiently small, the above is bounded by

$$
\begin{equation*}
\left\|d^{2} B\left(\Phi_{A}^{(s-\sigma)}(v)\right)\left[\Phi_{A}^{(s-\sigma)}(w), \Phi_{A}^{(s-\sigma)}(B(v))\right]\right\|_{H^{s}} \leq C\left\|u_{0}\right\|_{H^{p}}^{3} \tag{5.51}
\end{equation*}
$$

The second term is estimated by,

$$
\begin{aligned}
\left\|d B\left(\Phi_{A}^{(s-\sigma)}(v)\right)\left[\Phi_{A}^{(s-\sigma)}(d B(v)[w])\right]\right\|_{H^{s}} & \leq\left\|\left(\left(\Phi_{A}^{(s-\sigma)}(v)\right)\left(\Phi_{A}^{(s-\sigma)}(d B(v)[w])\right)\right)\right\|_{H^{s+1}} \\
& \leq C\|v\|_{H^{s+1}}\|d B(v)[w]\|_{H^{s+1}} \\
& =C\|v\|_{H^{s+1}}\left\|(v w)_{x}\right\|_{H^{s+1}} \\
& \leq C\|v\|_{H^{s+1}}\|v\|_{H^{s+2}}\|w\|_{H^{s+2}}
\end{aligned}
$$

and again by Lemma 5.3 this is bounded as

$$
\begin{equation*}
\left\|d B\left(\Phi_{A}^{(s-\sigma)}(v)\right)\left[\Phi_{A}^{(s-\sigma)}(d B(v)[w])\right]\right\|_{H^{s}} \leq C\left\|u_{0}\right\|_{H^{p}}^{3} \tag{5.52}
\end{equation*}
$$

Thus, we get, using (5.51) and (5.52),

$$
\begin{equation*}
\left\|e_{S, 5}\right\|_{H^{s}} \leq \int_{0}^{\Delta t} \int_{0}^{s} \int_{0}^{\sigma} C\left(\left\|u_{0}\right\|_{H^{p}}^{3}+\left\|u_{0}\right\|_{H^{p}}^{4}\right) d \tau d \sigma d s \leq C(\Delta t)^{3} \tag{5.53}
\end{equation*}
$$

We are about to conclude the proof. Using (5.41), (5.47), (5.50) and (5.53) we get for the local error in (5.40),

$$
\left\|u_{1}-u(\Delta t)\right\|_{H^{s}} \leq c_{2}(\Delta t)^{3}
$$

where $c_{2}$ only depends on $\left\|u_{0}\right\|_{H^{p}}$. This completes the proof.

### 5.7.2 Global Error

To estimate the global error, and obtain the correct second order convergence rate for the Strang splitting (5.3), we use the estimate for the local error in Lemma 5.10. As was the case for the Godunov splitting, the result in the lemma relies on that the solution at each step is bounded in $H^{p}(\mathbb{R})$. To be precise, we need to show that the operator splitting solution for the Strang splitting at each step is bounded. This is done the same way as we did in the proof of Theorem 5.9, and therefore we drop the proof.

Theorem 5.11 (Global error in $H^{s}(\mathbb{R})$ ). Assume there exists a solution of (5.4) and define $s$ and $p$ by (5.10). If Hypothesis 5.1 holds for $k=s$ and Hypothesis 5.2 holds for $k=p$, then there is a $\overline{\Delta t}>0$ such that for all $\Delta t \leq \overline{\Delta t}$ and $t_{n}=n \Delta t \leq T$,

$$
\left\|u_{n}-u\left(t_{n}\right)\right\|_{H^{s}} \leq C(\Delta t)^{2}
$$

where $u_{n}$ is the Strang splitting solution (5.3), and $\overline{\Delta t}$ and $C$ only depends on $\left\|u_{0}\right\|_{H^{p}, \rho}$ and $T$.

Proof. We get, following the same outline as in the proof of Theorem 5.9

$$
\begin{aligned}
\left\|u_{n}-u\left(t_{n}\right)\right\|_{H^{s}} & \leq \sum_{k=0}^{n-1}\left\|\Phi^{(n-k-1) \Delta t}\left(u_{k+1}\right)-\Phi^{(n-k) \Delta t}\left(u_{k}\right)\right\|_{H^{s}} \\
& =\sum_{k=0}^{n-1}\left\|\Phi^{(n-k-1) \Delta t}\left(\Psi^{\Delta t}\left(u_{k}\right)\right)-\Phi^{(n-k-1) \Delta t}\left(\Phi^{\Delta t}\left(u_{k}\right)\right)\right\|_{H^{s}}
\end{aligned}
$$

Using the Lipschitz continuity (5.9) in Hypothesis 5.1, yields

$$
\left\|u_{n}-u\left(t_{n}\right)\right\|_{H^{s}} \leq \sum_{k=0}^{n-1} K(R, T)\left\|\Psi^{\Delta t}\left(u_{k}\right)-\Phi^{\Delta t}\left(u_{k}\right)\right\|_{H^{s}}
$$

Because of the bound for $\left\|u_{n}\right\|_{H^{p}}$ at each step, Lemma 5.10 yields for every $k \leq n-1$ and we get, using $n \Delta t \leq T$,

$$
\begin{aligned}
\left\|u_{n}-u\left(t_{n}\right)\right\|_{H^{s}} & \leq \sum_{k=0}^{n-1} K(R, T) c_{3}\left(C_{0}\right)(\Delta t)^{2} \leq K(R, T) c_{3}\left(C_{0}\right) n(\Delta t)^{3} \\
& \leq K(R, T) c_{3}\left(C_{0}\right) T(\Delta t)^{2} \leq C(\Delta t)^{2}
\end{aligned}
$$

which proves the theorem.
We state the convergence result for $H^{q}(\mathbb{R})$ and refer to [11] for a proof, which is very similar as those presented so far.

Theorem 5.12 (Global error in $H^{q}(\mathbb{R})$ ). Assume there exists a solution of (5.4) and define $q$ and $p$ by (5.10). If Hypothesis 5.1 holds for $k=q$ and Hypothesis 5.2 holds for $k=p$, then there is a $\overline{\Delta t}>0$ such that for all $\Delta t \leq \overline{\Delta t}$ and $t_{n}=n \Delta t \leq T$,

$$
\left\|u_{n}-u\left(t_{n}\right)\right\|_{H^{q}} \leq C \Delta t
$$

where $u_{n}$ is the Strang splitting solution (5.3), and $\overline{\Delta t}$ and $C$ only depends on $\left\|u_{0}\right\|_{H^{p}, \rho}$ and $T$.

### 5.8 Comments

From the convergence proofs we observe that there are two differences between the Godunov splitting (5.2) and the Strang splitting (5.3). The first difference is what kind of quadrature rule that is used to get Peano kernel bounds, and the second difference is the order of the series expansions. This gives naturally simpler proofs for (5.2) compared with those for (5.3). The framework used in this text should be applicable to other partial differential equations, as long as regularity results as those in Sections 5.4 and 5.5 are present.

For (5.2) similar convergence results are obtained by switching the order of the operators $A$ and $B$, as long as regularity results for (5.5) similar to those for (5.6) exist. For (5.3) there is not possible to switch the order of $A$ and $B$, by the complexity of (5.6).

For the viscous Burgers' equation (5.7), Theorem 5.9 yields first order convergence for (5.2) in $H^{s}(\mathbb{R})$, for initial data in $H^{s+2}(\mathbb{R})$, for $s \geq 1$. Using the framework in [13], one can show first order convergence in $H^{s+1}(\mathbb{R})$ for $s \geq 1$ with initial data in $H^{s+3}(\mathbb{R})$. Thus, Theorem 5.9 prove correct convergence for the case $s=1$, and in that sense it is a improvement, but for $s \geq 2$ there is no improvements.

For the KdV equation (5.8), Theorem 5.9 yields first order convergence in $H^{s}(\mathbb{R})$ for initial data in $H^{s+3}(\mathbb{R})$, for $s \geq 1$. Compared with [13, Thm. 2.4.], where first order convergence is obtained in $H^{s}(\mathbb{R})$ for $s \geq 2$ with initial data in $H^{s+3}(\mathbb{R})$, Theorem 5.9 yields convergence in $s=1$, and this yield also a small improvements compared to [13, Thm. 2.4.]. Thus, the results in this text is a slightly improvement of a allready known result.

In [13, Thm. 3.5.], it is proved second order convergence for the Strang splitting (5.3) in $H^{s}(\mathbb{R})$ for $s \geq 8$, for initial data in $H^{s+9}(\mathbb{R})$ for the KdV equation. From Theorem 5.11 we observe that second order convergence is obtained in $H^{s}(\mathbb{R})$ for $s \geq 1$, with initial data in $H^{s+5}(\mathbb{R})$. Hence, Theorem 5.11 is a significantly improvement of the result in [13] for the KdV equation.

For the whole class of equations in (5.4), Theorems 5.9 and 5.11 yield general results for the operator splitting methods, and we have not found similar results in the literature.

As mentioned above, the results in [13] are obtained using another new framework, and it is natural to compare the framework from [13] and that in [11], which is used in this text. The approach in [13] introduces a two dimensional extension in time which is defined such that the evolution corresponding to each time variable is governed by one of the split operators (in our context, the operators in (5.5) and (5.6)). This extension, together with a bootstrap argument, are used to show convergence results for (5.8). This approach is complicated and gives long and tedious estimations of the subequations from the splitting. Comparing the proofs in this text with those in [13], it turns out that those in this text is easier and more elegant. Moreover, since the theoretical results using [11] are equal or better for (5.2) and (5.3) compared with those in [13], the framework in [11] should be favourable.

## 6 Numerical Experimentation

In this section we numerically investigate the operator splitting method of Godunov and Strang types, given in (5.2) and (5.3), respectively. Since we have derived theoretical results for these two splitting methods for the split step size $\Delta t$, we naturally have the numerical convergence rates for $\Delta t$ as the main focus throughout this entire section. However, we will also investigate other aspects of the splitting methods. The theoretical results are valid for several equations, but we only study two equations in details; that is, we use the viscous Burgers' equation (5.7) and the Korteweg-de Vries (KdV) equation (5.8) as test equations.

In the numerical experimentation for the two equations, we consider the CPU runtimes and the accuracy of the two errors, in addition with the convergence rates for $\Delta t$ and $\Delta x$. We also compare the two splitting methods, to find the one which is the best from a computational point of view. The outline of the testing for the two equations is as follows: We test the operator splitting method and a comparison method on a test problem which have an exact solution. The exact solution yield a safe environment to study all the different aspects of the two operator splitting solutions and the comparison method. We implement different solvers for the subequations from the splitting process, and test them to find a combination which works best for the operator splitting methods for the exact case. When all the testing for the exact case is done, we are hopefully left with numerical methods which we can use to construct some interesting non-exact solutions. We use the non-exact test problems to study if the numerical methods model the solution in the way we expect from the physical interpretation of the equations. In addition, we check the numerical convergence rates for $\Delta t$ for the non-exact test cases for the operator splitting methods. Discussions and conclusions follows after the testing, for both equations.

Recall that when we apply the operator splitting method on (5.7), we obtain the two subequations

$$
\begin{align*}
v_{t}+v v_{x} & =0,  \tag{6.1}\\
w_{t} & =w_{x x}, \tag{6.2}
\end{align*}
$$

which are solved subsequently for small time steps $\Delta t$ using either (5.2) or (5.3). For (5.8) we obtain the two subequations,

$$
\begin{array}{r}
v_{t}+v v_{x}=0, \\
w_{t}+w_{x x x}=0 . \tag{6.3}
\end{array}
$$

We observe that both equations have the inviscid Burgers' equation (6.1) as the first subequation, while (5.7) have the diffusion equation (6.2) as the second subequation, and (5.8) the Airy equation (6.3).

When we compare (5.7) and (5.8) there is no doubts that (5.8) is a much more interesting equation, both from a physical and a numerical point of view. Both equations are transport equations and models wave translation, and in that sense two equations which
are somewhat very similar. However, the difference in the order of the highest derivative is the crucial difference, which results in the very different wave types. The waves which (5.7) describes, is just like standard waves without any special characteristics. On the other hand, the solitons which (5.8) models have many fascinating and interesting characteristics which the numerical methods should manage to preserve. The most difficult property which a numerical method should be able to model, is the two-soliton interaction problem. It is well-known that methods which work well for one-soliton solutions, necessarily not work well for the two-soliton interaction problem. Hopefully will our methods be able to approximate this phenomenon. Thus, we study (5.8) in more details than (5.7).

The observant reader will note that we in this section interchange the sign for the some of the terms in (5.7) and (5.8). For the nonlinear term $u u_{x}$ and $u_{x x x}$ this is just a matter of the wave travels to either left or right. For the diffusive term $u_{x x}$ we are not able to change the sign, since this leads to an illposed problem.

This section is divided as follows: We introduce different numerical solution methods for the subequations in (6.1), (6.2) and (6.3). This is followed up by applying the two abovementioned operator splitting methods to (5.7) and (5.8).

The numerical methods are implemented using Matlab 7.10.0.499 (R2010a) 64-bit version, running on the operating system Ubuntu 10.10 - Maverick Meerkat. All the figures in this section are produced using built-in plotting functions in Matlab.

### 6.1 The Inviscid Burgers' Equation

The inviscid Burgers' equation (6.1) is a conservation law in it simplest form. The development of conservation laws is out of the scope of this text, but we give a brief introduction since this is necessary for understanding how the numerical methods are constructed. We refer to [23, Ch. $2 \&$ Ch.11.] for a brilliant introduction to conservation laws in general form, both from a mathematical and physical view. See also [21, Ch. 2.] and [14, Ch. 1.].

A conservation law (in one spatial dimension) is in its most general form given as

$$
\begin{equation*}
\frac{d}{d t} \int_{x_{1}}^{x_{2}} u(x, t) d x=f\left(u\left(x_{1}, t\right)\right)-f\left(u\left(x_{2}, t\right)\right), \tag{6.4}
\end{equation*}
$$

where $\left[x_{1}, x_{2}\right]$ is an intervall on the spatial axis. By imposing regularity assumptions on $u$ and $f$, the integral can be reduced to the partial differential equation

$$
\begin{equation*}
u_{t}+f(u)_{x}=0, \tag{6.5}
\end{equation*}
$$

where $f(u)$ is the so-called flux function. For (6.1) is $f(u)=u^{2} / 2$.
All smooth solutions to the conservation law satisfies both (6.4) and (6.5), while solutions with discontinuities do not fulfill (6.5) in classical sense, but they satisfy (6.4). Therefore, from a numerical point of view, it is natural to develop a method which fulfill the integral form instead of the differential equation. Methods grounded on this idea are called finite volume methods.

To form a numerical method, divide $\left[x_{1}, x_{2}\right]$ into subintervals, which are the so-called grid cells (or finite volumes). We put $x_{i}=i \Delta x$ and $t_{n}=n \Delta t$, and consider the $i$ th grid cell $\left(x_{i-1 / 2}, x_{i+1 / 2}\right)$. Integrating (6.4) in time from $t_{n}$ to $t_{n+1}$, yield

$$
\begin{aligned}
\int_{x_{i-1 / 2}}^{x_{i+1 / 2}} u\left(x, t_{n+1}\right) d x- & \int_{x_{i-1 / 2}}^{x_{i+1 / 2}} u\left(x, t_{n}\right) d x \\
& =\left(\int_{t_{n}}^{t_{n+1}} f\left(u\left(x_{i+1 / 2}, t\right)\right) d t-\int_{t_{n}}^{t_{n+1}} f\left(u\left(x_{i-1 / 2}, t\right)\right) d t\right)
\end{aligned}
$$

We define the $i$ th cell average as

$$
u_{i}^{n}=\frac{1}{\Delta x} \int_{x_{i-1 / 2}}^{x_{i+1 / 2}} u\left(x, t_{n}\right) d x
$$

where $\Delta x$ is the step size on the spatial axis. Using this turns the above equation into

$$
u_{i}^{n+1}=u_{i}^{n}-\frac{1}{\Delta x}\left(\int_{t_{n}}^{t_{n+1}} f\left(u\left(x_{i+1 / 2}, t\right)\right) d t-\int_{t_{n}}^{t_{n+1}} f\left(u\left(x_{i-1 / 2}, t\right)\right) d t\right)
$$

Introducing the flux average over each cell,

$$
F_{i \pm 1 / 2}^{n} \approx \frac{1}{\Delta t} \int_{t_{n}}^{t_{n+1}} f\left(u\left(x_{i \pm 1 / 2}, t\right)\right) d t
$$

where $\Delta t$ is the step size in time. Thus, an approximation to the conservation law (6.4) is given as

$$
\begin{equation*}
u_{i}^{n+1}=u_{i}^{n}-\frac{\Delta t}{\Delta x}\left(F_{i+1 / 2}^{n}-F_{i-1 / 2}^{n}\right) \tag{6.6}
\end{equation*}
$$

To form a numerical method the above expressions are replaced by numerical approximations. Dependent on how this is done, leads to different numerical methods, which are presented next. In what follows, capital letters are used to indicate the numerical methods, for instance $U_{i}^{n}=u\left(x_{i}, t_{n}\right)$.

### 6.1.1 The Lax-Friedrichs Method

The Lax ${ }^{29}$-Friedrichs ${ }^{30}$ formula is first order accurate, and is based on central differencing the terms in (6.6). This gives

$$
U_{i}^{n+1}=\frac{1}{2}\left(U_{i-1}^{n}+U_{i+1}^{n}\right)-\frac{\Delta t}{2 \Delta x}\left(f\left(U_{i+1}^{n}\right)-f\left(U_{i-1}^{n}\right)\right) .
$$

The Lax-Friedrichs method is dissipative, which results in that discontinuities in the solutions are smoothed out. The amount of smoothing is dependent on the ratio between $\Delta x$ and $\Delta t$. In what follows, this method is labeled LxF.
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### 6.1.2 The Lax-Wendroff Method

The two-step Lax-Wendroff ${ }^{31}$ method is an example of a two-step method, which is of second order. The method uses the first step, which is very similar to a Lax-Friedrichs step, to approximate the cell average. This approximation is then used to perform a full step. The method is given as

$$
\begin{aligned}
U_{i+1 / 2}^{n+1 / 2} & =\frac{1}{2}\left(U_{i}^{n}+U_{i+1}^{n}\right)-\frac{\Delta t}{2 \Delta x}\left(f\left(U_{i+1}^{n}\right)-f\left(U_{i}^{n}\right)\right), \\
U_{i}^{n+1} & =U_{j}^{n}-\frac{\Delta t}{\Delta x}\left(f\left(U_{i+1 / 2}^{n+1 / 2}\right)-f\left(U_{i-1 / 2}^{n+1 / 2}\right)\right) .
\end{aligned}
$$

The method approximates the discontinuities with steeper slopes than LxF, but it introduces oscillations near the discontinuities. We label this method as LxW.

### 6.1.3 The MacCormack's Method

Another two-step method is the MacCormack ${ }^{32}$ method. This method uses first forward differencing, followed up by backward differencing to achieve second order accuracy,

$$
\begin{aligned}
U_{i}^{*} & =U_{i}^{n}-\frac{\Delta t}{\Delta x}\left(f\left(U_{i+1}^{n}\right)-f\left(U_{i}^{n}\right)\right), \\
U_{i}^{n+1} & =\frac{1}{2}\left(U_{i}^{n}+U_{i}^{*}\right)-\frac{\Delta t}{2 \Delta x}\left(f\left(U_{i}^{*}\right)-f\left(U_{i-1}^{*}\right)\right) .
\end{aligned}
$$

The method is similar to LxW, and it introduces oscillations near discontinuities. This method is labeled as McC, in what follows.

### 6.1.4 The Nessyahu-Tadmor Method

The Nessyahu ${ }^{33}$-Tadmor ${ }^{34}$ (NT) method is a high resolution method, which is based on central schemes, staggered grids and limiters. This method is grounded on the reconstruct-evolve-average (REA) algorithm, see [23]. We present this method very shortly, and refer to [23, Ch. 10.] and [12, App. A.] for a deeper presentation. The idea with the method is to combine the best features of first and second order methods. First order methods are known to approximate shocks well, while second order methods are better for smooth solutions. The NT method use so-called limiters to control the

[^15]amount of the two different methods, in different regions of the solution. In particular, in regions near discontinuities a first order scheme is used, while in smooth regions a second order scheme is used. The method approximates the solution in the center of each grid cell, and is given as
\[

$$
\begin{aligned}
U_{i}^{n+1 / 2} & =U_{i}^{n}-\frac{\Delta t}{2 \Delta x} \varphi\left(f\left(U_{i}^{n}\right)-f\left(U_{i-1}^{n}\right), f\left(U_{i+1}^{n}\right)-f\left(U_{i}^{n}\right)\right) \\
U_{i+1 / 2}^{n+1} & =\frac{1}{2}\left(U_{i}^{n}+U_{i+1}^{n}\right)-\frac{\Delta t}{\Delta x}\left(g_{i+1}^{n}-g_{i}^{n}\right)
\end{aligned}
$$
\]

where

$$
g_{i}^{n}=f\left(U_{i}^{n+1 / 2}\right)+\frac{\Delta x}{8 \Delta t} \varphi\left(U_{i}^{n}-U_{i-1}^{n}, U_{i+1}^{n}-U_{i}^{n}\right)
$$

where $\varphi$ is the limiter function. There exists several limiters, but we consider only four limiters; minmod, MC, Van-Leer ${ }^{35}$ and superbee. The minmod limiter is given as

$$
\operatorname{minmod}(a, b)=\frac{1}{2}(\operatorname{sgn}(a)+\operatorname{sgn}(b)) \min (|a|,|b|)
$$

and the MC limiter is given as

$$
M C(a, b)=\operatorname{minmod}\left(\frac{a+b}{2}, 2 \operatorname{minmod}(a, b)\right)
$$

The Van-Leer limiter is given as

$$
\operatorname{vanleer}(a, b)=\frac{a b(\operatorname{sgn}(a)+\operatorname{sgn}(b))}{a+b}
$$

and at last the superbee limiter,

$$
\operatorname{superbee}(a, b)=\operatorname{maxmod}(\operatorname{minmod}(a, 2 b), \operatorname{minmod}(2 a, b)),
$$

where

$$
\operatorname{maxmod}(a, b)=\frac{1}{2}(\operatorname{sgn}(a)+\operatorname{sgn}(b)) \max (|a|,|b|)
$$

In what follows, we label this method as $\mathrm{NT}^{*}$, where ${ }^{*}$ indicates the limiter function in use $(\mathrm{Mm}=$ minmod, $\mathrm{Mc}=\mathrm{MC}, \mathrm{Vl}=\mathrm{Van}-L e e r, \mathrm{Sb}=$ superbee). For example, NTMc uses the MC limiter function.

We mention briefly the stability conditions for the numerical methods considered so far. $\mathrm{LxF}, \mathrm{LxW}$ and McC are all stable under the CFL restriction

$$
\begin{equation*}
\frac{\Delta t}{\Delta x} \max _{u}\left|f^{\prime}(u)\right| \leq 1 \tag{6.7}
\end{equation*}
$$

[^16]while the NT method is stable under
\[

$$
\begin{equation*}
\frac{\Delta t}{\Delta x} \max _{u}\left|f^{\prime}(u)\right| \leq \frac{1}{2} \tag{6.8}
\end{equation*}
$$

\]

When these methods are implemented, we add a pessimistic factor in the range $(0,1]$ for $\mathrm{LxF}, \mathrm{LxW}$ and McC , and in the range $(0,1 / 2]$ for $\mathrm{NT}^{*}$, which ensures that (6.7) and (6.8) are fulfilled. In what follows, this pessimistic factor is refered to only as the CFL factor. Moreover, we implement the methods such that when solving the conservation law numerically, the time steps are chosen using the CFL restriction. In such a way only a necessary amount of time steps are performed.

To illustrate the methods, we solve the following problem

$$
u_{t}+u u_{x}=0, \quad u(x, 0)= \begin{cases}1 & \text { if } x \leq 0.5  \tag{6.9}\\ 0 & \text { if } x \geq 0.5\end{cases}
$$

which has the exact solution

$$
u(x, t)= \begin{cases}1 & \text { if } x \leq 0.5(1+t) \\ 0 & \text { if } x \geq 0.5(1+t)\end{cases}
$$

From Figure 6.1, we observe the dissipation introduced by LxF , and the oscillations from LxW and McC. NTMc approximates the discontinuity rather good, without oscillations.

### 6.1.5 The Spectral Viscosity Method

The last numerical method for (6.5), is grounded on a total different approach than the methods considered so far. The spectral viscosity (SV) method was first described in [28], and investigated further in [24]. In [8], a full method involving discontinuity detection and postprocessing is studied. The paper yields a very good numerical method, though a bit complicated. See also [29] and the references given therein. We present the method for periodic boundary conditions, see [29] for a treatment of more general boundary conditions.

The foundation for the spectral viscosity method is the Fourier transform. Consider the truncated Fourier expansion of the solution $u(x, t)$, which reads

$$
P_{N} u(x, t)=\sum_{k=-N}^{N} \hat{u}(k, t) e^{i k x}
$$

where $P_{N}$ is the Fourier series operator. Inserting the series expansion into the conservation law (6.5) gives

$$
\begin{equation*}
\left(P_{N} u\right)_{t}+\left(f\left(P_{N} u\right)\right)_{x}=0 \tag{6.10}
\end{equation*}
$$

By a standard spectral method, the above equation could have been transformed to the Fourier space. However, it is well-known that a standard spectral methods introduces


Figure 6.1: The numerical solution at time $t=1.0$ for (6.9), using four different numerical methods. The spatial axis is discretized with 64 nodes. The dissipative behaviour for LxF and the oscillations for LxW and McC are good illustrated. The more intelligent NTMc approximates the discontinuity well, without introducing oscillations.
the Gibbs ${ }^{36}$ phenomenon once discontinuities are about to appear in the solution. That is, local oscillations appear near the discontinuities in the series solution, which results in an unstable numerical method.

It turns out that the Gibbs oscillations appears in the high frequency domain of the solution. The elegant idea with the SV method is to modify (6.10), and introduce viscosity (or diffusion) which is carried out in the high frequency domain. This result in smoothing of the spectrum of the solutions, which hopefully reduce the oscillations. The modified version of (6.10) is given as

$$
\left(P_{N} u\right)_{t}+\left(f\left(P_{N} u\right)\right)_{x}=\kappa_{N}\left(Q_{N}(x, t) *\left(P_{N} u\right)_{x}\right)_{x},
$$

[^17]where $\kappa_{N}$ is the viscosity coefficient and is defined as
$$
\kappa_{N}=\frac{1}{\sqrt{N}}
$$

Transforming into the Fourier space, and "removing" the spatial derivatives by the properties of the Fourier transform, gives a system of ordinary differential equations,

$$
\begin{equation*}
\left(\hat{u}_{k}\right)_{t}+2 \pi i k \hat{f}_{k}=-\kappa_{N}(2 \pi k)^{2} \widehat{Q}_{N_{k}} \hat{u}_{k} \tag{6.11}
\end{equation*}
$$

where $\hat{f}_{k}=(1 / 2) \hat{u}_{k}^{2} . \widehat{Q}_{N_{k}}$ is constructed so that $\widehat{Q}_{N_{k}}=0$ for $|k| \ll N$ and $\widehat{Q}_{N_{k}}=1$ for $|k| \approx N$. In [28], good results was obtained when $\widehat{Q}_{N_{k}}$ was smoothly varied between 0 and 1 . We adopt this idea, and use

$$
\widehat{Q}_{N_{k}}= \begin{cases}0 & \text { for } k \leq \sqrt{N} \\ \frac{1}{2}\left(1+\tanh \left(\frac{1}{2}(k-\sqrt{N})\right)\right) & \text { otherwise }\end{cases}
$$

which is equal to the expression used in [15]. The system in (6.11) is solved using a standard forward in time, explicit scheme,

$$
\begin{equation*}
\widehat{U}_{k}^{n+1}=\widehat{U}_{k}^{n}-\Delta t\left(2 \pi i k \hat{f}_{k}^{n}+\kappa_{N}(2 \pi k)^{2} \widehat{Q}_{N_{k}} \widehat{U}_{k}^{n}\right) \tag{6.12}
\end{equation*}
$$

When the SV method is implemented, the famous Fast Fourier Transform (FFT) algorithm is used to transform the solution into the Fourier space.

To illustrate the SV method, we solve

$$
\begin{equation*}
u_{t}+u u_{x}=0, \quad u_{0}(x)=-\sin (x), \quad x \in[-\pi, \pi] \tag{6.13}
\end{equation*}
$$

to $t=1.5$, using a standard spectral method and the SV method. At this point in time, a shock is about to be constructed, so this is a good example to illustrate the differences in the methods. The numerical solutions are given in Figure 6.2.

From Figure 6.2, we observe that the standard spectral method introduces oscillations, while the SV method reduce these oscillations. From the spectrum plots of the two solution methods, we see that the SV method reduces the high frequency modes. We note that for smooth solutions of (6.13), both methods approximate the solution without introducing oscillations.

### 6.2 The Diffusion Equation

To solve (6.2) numerically, we use the well-known Crank ${ }^{37}$-Nicolson ${ }^{38}$ difference scheme. This scheme uses central differences for the spatial derivatives in two points in time, and a forward difference formula for the time derivative. This yield

$$
\frac{U_{i}^{n+1}-U_{i}^{n}}{\Delta t}=\frac{\kappa}{2(\Delta x)^{2}}\left(U_{i-1}^{n}-2 U_{i}^{n}+U_{i+1}^{n}+U_{i-1}^{n+1}-2 U_{i}^{n+1}+U_{i+1}^{n+1}\right)
$$
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Figure 6.2: The numerical solution of (6.13) at $t=1.5$ using a standard spectral method and the SV method. The green lines are the reference solution. The spatial axis is discretized with 32 nodes. The lower images show the spectrum evolutions in time. The standard spectral method introduces oscillations near the arising discontinuity, while SV introduces small oscillations, which is a result of the damping of the high frequency modes in the spectrum.
which can be rewritten as

$$
-r U_{i-1}^{n+1}+(1+2 r) U_{i}^{n+1}-r U_{i+1}^{n+1}=r U_{i-1}^{n+1}+(1-2 r) U_{i}^{n}+r U_{i+1}^{n}
$$

where $r=\Delta t /(\Delta x)^{2}$. This method is implicit and stable when $\Delta t$ is chosen such that $\Delta t \approx \Delta x / \kappa$. For a more detailed discussion about this method and other methods for (6.2) (and more general parabolic problems), see [22, Ch. 9.].

### 6.3 The Airy Equation

For (6.3), we introduce two methods: A Crank-Nicolson like implicit difference scheme and a spectral method.

### 6.3.1 The Difference Scheme

Using a central difference for the spatial derivative, and a forward difference in time gives

$$
\begin{aligned}
\frac{U_{i}^{n+1}-U_{i}^{n}}{\Delta t}= & \frac{\kappa}{4(\Delta x)^{3}}\left(U_{i-2}^{n+1}-2 U_{i+1}^{n+1}+2 U_{i-1}^{n+1}-U_{i-2}^{n+1}\right. \\
& \left.+U_{i-2}^{n}-2 U_{i+1}^{n}+2 U_{i-1}^{n}-U_{i-2}^{n}\right)
\end{aligned}
$$

which is solved for $U^{n+1}$,

$$
\begin{align*}
& -r U_{i-2}^{n+1}-2 r U_{i+1}^{n+1}+U_{i}^{n+1}-2 r U_{i-1}^{n+1}+r U_{i-2}^{n+1}= \\
& \left.r U_{i-2}^{n}-2 r U_{i+1}^{n}+U_{i}^{n}+2 r U_{i-1}^{n}-r U_{i-2}^{n}\right) \tag{6.14}
\end{align*}
$$

where $r=(\kappa \Delta t) /\left(4(\Delta x)^{3}\right)$. This method is implicit, so we need to solve the linear system above at each time step. We do this by using an iteration method with an accuracy of $1 \mathrm{e}-06$. We label this method as Diff.

### 6.3.2 The Spectral Method

We impose (6.3) with periodic boundary conditions. Transforming the equation into the Fourier space gives $\hat{u}_{t}=-i \kappa(2 \pi \xi)^{3} \hat{u}$, which is solved to yield,

$$
\hat{u}(\xi, t)=\hat{u}(\xi, 0) e^{-i \kappa(2 \pi \xi)^{3} t}
$$

In the discrete case, the following equations is the equivalence,

$$
\hat{u}_{k}^{n}=\hat{u}_{k}^{0} e^{-\kappa i(2 \pi k)^{3} n \Delta t}
$$

In the implementation FFT is used to calculate the discrete transform. We label this method as Spec.

### 6.4 The Viscous Burgers' Equation

To investigate the numerical splitting methods for the viscous Burgers' equation (5.7), we use an exact test problem and a non-exact test problem. We present the testing procedures and the results for the two problems in Sections 6.4.2 and 6.4.3. In Section 6.4.4 we discuss the results, while in Section 6.4 .5 we give short conclusions.

To label the numerical operator splitting methods, we use the label for (6.1), since we always use the Crank-Nicolson method for (6.2). We let $N_{x}$ be the number of nodes on the spatial axis, while $N_{t}$ is the number of time steps used to solve to the end point in time.

### 6.4.1 A Full Difference Scheme

We compare the operator splitting methods for (5.7) with the following explicit full difference scheme, which is based on central differences for the spatial derivatives, and a forward difference for the time derivative,

$$
\begin{equation*}
U_{i}^{n+1}=U_{i}^{n}-\frac{\Delta t}{2 \Delta x}\left(f\left(U_{i+1}^{n}\right)-f\left(U_{i-1}^{n}\right)\right)+\frac{\kappa \Delta t}{(\Delta x)^{2}}\left(U_{i+1}^{n}-2 U_{i}^{n}+U_{i-1}^{n}\right) \tag{6.15}
\end{equation*}
$$

Since the method is explicit, we have to choose $\Delta t$ and $\Delta x$ carefully such that the method is stable. We label this method as DeSc.

### 6.4.2 The Exact Test Problem

As the exact test problem we use the following setup, which is time-independent and therefore is very suitable for testing purposes,

$$
\begin{equation*}
u_{t}+u u_{x}=\kappa u_{x x}, \quad x \in[-3,3] \tag{6.16}
\end{equation*}
$$



Figure 6.3: The exact and numerical solutions of (6.16) using the Strang splitting (5.3) using 8 time steps and two values for $\kappa$. The spatial axis is discretized with 128 nodes. Observe that the steepness is dependent on $\kappa$.
where the initial condition at $t=0$ is given from the exact solution

$$
u(x, t)=-\tanh \left(\frac{x}{2 \kappa}\right)
$$

A plot of two different solutions for two values of $\kappa$ is given in Figure 6.3.
We start the study with an investigation of DeSc given in (6.15). Since DeSc is explicit, we have to choose $\Delta t$ very small compared to $\Delta x$, and the magnitude of $\kappa$ plays also a role for the stability. We find that DeSc works well for (6.16) and it manages to produce correct solutions for all $\kappa$, as long as $\Delta x$ and $\Delta t$ are small enough.

We study the two operator splitting methods in more details, and start with the convergence rates for $\Delta t$. Test problem (6.16) is solved using $N_{t}=2^{1}, 2^{2}, \ldots, 2^{8}$ to the end point $t=1.0$. We let $N_{x}=1024$ which gives $\Delta x=0.0059$ for all the calculations. Due to the dissipative behaviour of LxF, we put $N_{x}=4096$ when using LxF, that is $\Delta x=0.0015$. We also vary the CFL pessimistic factor and $\kappa$ to test if these two parameters have impact on the convergence rates for $\Delta t$. The errors are computed using the discrete $L^{1}-, L^{2}$ - and $L^{\infty}$-norms. We use these three norms to see if they are correlated in some way, or give different convergence rates. We use standard linear regression on logarithmic scales to obtain the numerical convergence rates.

The convergence rates for $\Delta t$ for the Godunov splitting (5.2) and Strang splitting (5.3) are given in Table 6.1. During the testing we observe that some test cases for LxW and McC introduce oscillations. These oscillations result in outliers which give a regression line which do not reflect the overall linear trend for the remaining error points. Therefore, we remove the outliers before a new (and more correct) regression line is obtained. In the table these cases are marked with a star $\left(^{*}\right)$. For the NT schemes, we find that the CFL factor do not have significant influence on the convergence rates,


Figure 6.4: Numerical convergence rates using $L^{1}$-norm for $\Delta t$ for the exact test problem (6.16). The rates are found using standard linear regression.
and to save typing place we present the convergence results for a CFL close to 0.5 . A standard error plot is provided in Figure 6.4. We observe that all methods converge, with different numerical convergence rates. As a overall small conclusion (5.3) gives higher convergence rates, compared with (5.2).

To compare the size of the errors for the two splitting methods, we solve (6.16) to $t=1.0$ for three values of $\kappa$, where we use $N_{t}=128$ and $N_{x}=2048$. For LxF, LxW, and McC we let the CFL factor be 0.9 , while for the NT methods 0.49 . The estimated errors in the three norms are given in Tables $6.2,6.3$ and 6.4. From the tables we observe that (5.3) is more accurate than (5.2). We observe also that LxF compared with all the other methods are less accurate in all norms. There is not much difference in the errors for the other methods.

The convergence rates for $\Delta x$ are found by solving (6.16) using $N_{t}=1024$ for different $N_{x}$. The numerical results for $\Delta x$ are given in Table 6.5. From the table we observe that all methods converge, and the convergence rates seem to be dependent on $\kappa$. There is no trend between the norms, and overall they give different convergence rates.

To calculate the CPU runtimes, we solve (6.16) for $\kappa=0.1, N_{x}=1024$ to $t=1.0$, to an accuracy to $1 \mathrm{e}-01$ in the $L^{1}$-norm. To get more reliable results, we find an average time using 10 CPU runs. We also check the running times for DeSc. Due to stability problems with (6.15) we have to perform a large amount of time steps. The average runtimes are given in Table 6.6. We have given an error vs. CPU runtimes plot in Figure (6.5). To produce this plot we use $N_{x}=2048$ and solve (6.15) for $N_{t}=2^{2}, 2^{3}, \ldots, 2^{8}$. Due to the problems with dissipation using LxF, we leave it out in the CPU runtime calculations.

From Table 6.6 we observe that all of the splitting methods are faster than DeSc. We also observe that the (5.3) needs less steps to achieve same accuracy as (5.2), which naturally results in a faster runtime. The NT schemes are also a bit slower compared with the simpler LxW and McC methods. From Figure 6.5 we observe that all methods

| Method | $\kappa$ | CFL | Godunov |  |  | Strang |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $L^{1}$ | $L^{2}$ | $L^{\infty}$ | $L^{1}$ | $L^{2}$ | $L^{\infty}$ |
| LxF | 0.5 | 0.9 | 0.889 | 0.888 | 0.880 | 0.524 | 0.556 | 0.586 |
| LxF | 0.5 | 0.5 | 0.815 | 0.814 | 0.809 | 0.369 | 0.409 | 0.450 |
| LxF | 0.5 | 0.1 | 0.554 | 0.563 | 0.554 | 0.138 | 0.166 | 0.192 |
| LxF | 0.1 | 0.9 | 0.879 | 0.844 | 0.803 | 0.823 | 0.825 | 0.885 |
| LxF | 0.1 | 0.5 | 0.782 | 0.756 | 0.723 | 0.623 | 0.635 | 0.641 |
| LxF | 0.1 | 0.1 | 0.503 | 0.486 | 0.464 | 0.284 | 0.293 | 0.300 |
| LxF | 0.01 | 0.9 | 0.789 | 0.661 | 0.553 | 0.915 | 0.832 | 0.778 |
| LxF | 0.01 | 0.5 | 0.688 | 0.574 | 0.481 | 0.718 | 0.654 | 0.613 |
| LxF | 0.01 | 0.1 | 0.383 | 0.260 | 0.233 | 0.300 | 0.260 | 0.226 |
| LxW | 0.5 | 0.9 | 0.980 | 0.992 | 0.988 | 0.952 | 1.008 | 0.885 |
| LxW | 0.5 | 0.5 | 0.980 | 0.992 | 0.988 | 0.952 | 1.008 | 0.887 |
| LxW | 0.5 | 0.1 | 0.980 | 0.992 | 0.988 | 0.951 | 1.008 | 0.888 |
| LxW | 0.1 | 0.9 | 1.028* | 1.012* | 1.138* | 1.874* | 1.912* | 2.067* |
| LxW | 0.1 | 0.5 | 1.039* | 1.036* | 1.194* | 1.866* | 1.927* | 2.088* |
| LxW | 0.1 | 0.1 | 1.010* | 0.993* | 0.982* | 1.776* | 1.845* | 1.892* |
| LxW | 0.01 | 0.9 | 1.162* | 1.132* | 1.196* | 1.508* | 1.724* | 1.939* |
| LxW | 0.01 | 0.5 | 1.179* | 1.141* | 1.205* | 1.775* | 1.885* | 2.040* |
| LxW | 0.01 | 0.1 | 1.312* | 1.271* | 1.303* | 2.313* | 2.200* | 2.177* |
| McC | 0.5 | 0.9 | 0.980 | 0.991 | 0.987 | 0.944 | 1.005 | 0.886 |
| McC | 0.5 | 0.5 | 0.979 | 0.991 | 0.987 | 0.944 | 1.005 | 0.888 |
| McC | 0.5 | 0.1 | 0.979 | 0.991 | 0.987 | 0.944 | 1.006 | 0.888 |
| McC | 0.1 | 0.9 | 1.048 | 1.019 | 1.169 | 1.779 | 1.745 | 1.796 |
| McC | 0.1 | 0.5 | 1.056 | 1.028 | 1.186 | 1.797 | 1.771 | 1.817 |
| McC | 0.1 | 0.1 | 1.133 | 1.120 | 1.271 | 1.823 | 1.821 | 1.880 |
| McC | 0.01 | 0.9 | 0.956 | 0.833 | 0.817 | 1.347 | 1.235 | 1.110 |
| McC | 0.01 | 0.5 | 1.041 | 0.989 | 0.871 | 1.353 | 1.241 | 1.126 |
| McC | 0.01 | 0.1 | 1.019* | 0.923* | 1.049* | 1.201* | 1.265* | 1.254* |
| NTMm | 0.5 | 0.49 | 0.979 | 0.991 | 0.883 | 0.980 | 0.992 | 0.988 |
| NTMm | 0.1 | 0.49 | 0.997 | 0.960 | 0.966 | 1.601 | 1.636 | 1.761 |
| NTMm | 0.01 | 0.49 | 0.902 | 0.800 | 0.709 | 1.151 | 1.099 | 1.061 |
| NTMc | 0.5 | 0.49 | 0.949 | 1.006 | 0.884 | 0.980 | 0.992 | 0.988 |
| NTMc | 0.1 | 0.49 | 1.003 | 0.965 | 0.974 | 1.994 | 2.019 | 2.126 |
| NTMc | 0.01 | 0.49 | 0.950 | 0.837 | 0.733 | 1.530 | 1.439 | 1.327 |
| NTV1 | 0.5 | 0.49 | 0.980 | . 992 | 0.988 | 0.949 | 1.006 | 0.884 |
| NTV1 | 0.1 | 0.49 | 1.002 | 0.965 | 0.973 | 1.974 | 2.003 | 2.109 |
| NTV1 | 0.01 | 0.49 | 0.941 | 0.831 | 0.729 | 1.397 | 1.340 | 1.300 |
| NTSb | 0.5 | 0.49 | 0.956 | 1.010 | 0.884 | 0.981 | 0.993 | 0.988 |
| NTSb | 0.1 | 0.49 | 1.009 | 0.969 | 0.977 | 1.716 | 1.723 | 1.827 |
| NTSb | 0.01 | 0.49 | 1.012 | 0.880 | 1.137 | 1.281 | 1.201 | 1.137 |

Table 6.1: Numerical convergence rates for $\Delta t$ for (6.16). (*) indicates that outliers are removed.

|  | Godunov |  |  |  | Strang |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Method | $L^{1}$ | $L^{2}$ | $L^{\infty}$ | $L^{1}$ | $L^{2}$ | $L^{\infty}$ |  |
| LxF | $1.431 \mathrm{e}+00$ | $4.167 \mathrm{e}-02$ | $1.753 \mathrm{e}-03$ | $6.689 \mathrm{e}-01$ | $1.927 \mathrm{e}-02$ | $8.019 \mathrm{e}-02$ |  |
| LxW | $7.928 \mathrm{e}-01$ | $2.279 \mathrm{e}-02$ | $9.635 \mathrm{e}-04$ | $2.793 \mathrm{e}-02$ | $7.495 \mathrm{e}-04$ | $6.922 \mathrm{e}-05$ |  |
| McC | $7.932 \mathrm{e}-01$ | $2.280 \mathrm{e}-02$ | $9.640 \mathrm{e}-04$ | $2.838 \mathrm{e}-02$ | $7.540 \mathrm{e}-04$ | $6.922 \mathrm{e}-05$ |  |
| NTMm | $7.933 \mathrm{e}-01$ | $2.280 \mathrm{e}-02$ | $9.637 \mathrm{e}-04$ | $2.841 \mathrm{e}-02$ | $7.565 \mathrm{e}-04$ | $7.080 \mathrm{e}-05$ |  |
| NTMc | $7.930 \mathrm{e}-01$ | $2.279 \mathrm{e}-02$ | $9.636 \mathrm{e}-04$ | $2.814 \mathrm{e}-02$ | $7.528 \mathrm{e}-04$ | $7.055 \mathrm{e}-05$ |  |
| NTV1 | $7.930 \mathrm{e}-01$ | $2.279 \mathrm{e}-02$ | $9.636 \mathrm{e}-04$ | $2.813 \mathrm{e}-02$ | $7.527 \mathrm{e}-04$ | $7.063 \mathrm{e}-05$ |  |
| NTSb | $7.927 \mathrm{e}-01$ | $2.279 \mathrm{e}-02$ | $9.634 \mathrm{e}-04$ | $2.787 \mathrm{e}-02$ | $7.491 \mathrm{e}-04$ | $7.071 \mathrm{e}-05$ |  |

Table 6.2: Estimated errors using $L^{1}$-, $L^{2}$ - and $L^{\infty}$-norm for exact test problem (6.16) with $\kappa=0.5, N_{t}=128$ and $N_{x}=2048$ at $t=1.0$.

|  | Godunov |  |  | Strang |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Method | $L^{1}$ | $L^{2}$ | $L^{\infty}$ | $L^{1}$ | $L^{2}$ | $L^{\infty}$ |
| LxF | $2.433 \mathrm{e}+00$ | $1.503 \mathrm{e}-01$ | $1.338 \mathrm{e}-02$ | $1.181 \mathrm{e}+00$ | $7.224 \mathrm{e}-02$ | $6.387 \mathrm{e}-03$ |
| LxW | $1.283 \mathrm{e}+00$ | $8.060 \mathrm{e}-02$ | $7.300 \mathrm{e}-03$ | $9.656 \mathrm{e}-03$ | $8.044 \mathrm{e}-04$ | $9.443 \mathrm{e}-05$ |
| McC | $1.286 \mathrm{e}+00$ | $8.084 \mathrm{e}-02$ | $7.322 \mathrm{e}-03$ | $1.366 \mathrm{e}-02$ | $1.022 \mathrm{e}-03$ | $1.194 \mathrm{e}-04$ |
| NTMm | $1.288 \mathrm{e}+00$ | $8.090 \mathrm{e}-02$ | $7.320 \mathrm{e}-03$ | $1.543 \mathrm{e}-02$ | $1.018 \mathrm{e}-03$ | $1.052 \mathrm{e}-04$ |
| NTMc | $1.285 \mathrm{e}+00$ | $8.073 \mathrm{e}-02$ | $7.308 \mathrm{e}-03$ | $1.214 \mathrm{e}-02$ | $8.815 \mathrm{e}-04$ | $9.812 \mathrm{e}-05$ |
| NTVl | $1.285 \mathrm{e}+00$ | $8.073 \mathrm{e}-02$ | $7.308 \mathrm{e}-03$ | $1.216 \mathrm{e}-02$ | $8.817 \mathrm{e}-04$ | $9.807 \mathrm{e}-05$ |
| NTSb | $1.282 \mathrm{e}+00$ | $8.056 \mathrm{e}-02$ | $7.296 \mathrm{e}-03$ | $9.070 \mathrm{e}-03$ | $7.719 \mathrm{e}-04$ | $9.213 \mathrm{e}-05$ |

Table 6.3: Estimated errors using $L^{1}-$, $L^{2}$ - and $L^{\infty}$-norm for exact test problem (6.16) with $\kappa=0.1, N_{t}=128$ and $N_{x}=2048$ at $t=1.0$.

|  | Godunov |  |  | Strang |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Method | $L^{1}$ | $L^{2}$ | $L^{\infty}$ | $L^{1}$ | $L^{2}$ | $L^{\infty}$ |
| LxF | $2.430 \mathrm{e}+00$ | $4.444 \mathrm{e}-01$ | $1.170 \mathrm{e}-01$ | $1.341 \mathrm{e}+00$ | $2.491 \mathrm{e}-01$ | $6.660 \mathrm{e}-02$ |
| LxW | $1.337 \mathrm{e}+00$ | $2.592 \mathrm{e}-01$ | $7.413 \mathrm{e}-02$ | $9.935 \mathrm{e}-02$ | $2.575 \mathrm{e}-02$ | $9.276 \mathrm{e}-03$ |
| McC | $1.372 \mathrm{e}+00$ | $2.651 \mathrm{e}-01$ | $7.592 \mathrm{e}-02$ | $1.389 \mathrm{e}-01$ | $3.206 \mathrm{e}-02$ | $1.161 \mathrm{e}-02$ |
| NTMm | $1.364 \mathrm{e}+00$ | $2.629 \mathrm{e}-01$ | $7.491 \mathrm{e}-02$ | $1.270 \mathrm{e}-01$ | $2.876 \mathrm{e}-02$ | $9.858 \mathrm{e}-02$ |
| NTMc | $1.395 \mathrm{e}+00$ | $2.675 \mathrm{e}-01$ | $7.557 \mathrm{e}-02$ | $1.640 \mathrm{e}-01$ | $3.362 \mathrm{e}-02$ | $1.087 \mathrm{e}-02$ |
| NTV1 | $1.366 \mathrm{e}+00$ | $2.632 \mathrm{e}-01$ | $7.500 \mathrm{e}-02$ | $1.295 \mathrm{e}-01$ | $2.898 \mathrm{e}-02$ | $9.941 \mathrm{e}-03$ |
| NTSb | $1.332 \mathrm{e}+00$ | $2.583 \mathrm{e}-01$ | $7.329 \mathrm{e}-02$ | $9.218 \mathrm{e}-02$ | $2.471 \mathrm{e}-02$ | $9.117 \mathrm{e}-03$ |

Table 6.4: Estimated errors using $L^{1}$-, $L^{2}$ - and $L^{\infty}$-norm for exact test problem (6.16) with $\kappa=0.01, N_{t}=128$ and $N_{x}=2048$ at $t=1.0$.

|  |  | Godunov |  |  |  | Strang |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Method | $\kappa$ | $L^{1}$ | $L^{2}$ | $L^{\infty}$ | $L^{1}$ | $L^{2}$ | $L^{\infty}$ |  |
| LxF | 0.5 | 0.254 | 0.719 | 1.159 | 0.257 | 0.721 | 1.159 |  |
| LxW | 0.5 | 0.478 | 1.025 | 1.486 | 0.836 | 1.322 | 1.657 |  |
| McC | 0.5 | 0.422 | 0.994 | 1.524 | 0.780 | 1.335 | 1.734 |  |
| NTMm | 0.5 | 0.742 | 1.226 | 1.710 | 0.775 | 1.258 | 1.737 |  |
| NTMc | 0.5 | 1.315 | 1.859 | 2.332 | 1.806 | 2.273 | 2.493 |  |
| NTVl | 0.5 | 1.308 | 1.847 | 2.338 | 1.772 | 2.261 | 2.476 |  |
| NTSb | 0.5 | 1.110 | 1.655 | 2.176 | 1.446 | 1.948 | 2.276 |  |
| LxF | 0.1 | 0.203 | 0.447 | 0.682 | 0.205 | 0.449 | 0.684 |  |
| LxW | 0.1 | 1.174 | 1.584 | 1.911 | 0.992 | 1.388 | 1.724 |  |
| McC | 0.1 | 0.878 | 1.171 | 1.400 | 1.042 | 1.373 | 1.590 |  |
| NTMm | 0.1 | 0.273 | 0.569 | 0.844 | 0.279 | 0.574 | 0.850 |  |
| NTMc | 0.1 | 1.080 | 1.335 | 1.528 | 1.138 | 1.414 | 1.606 |  |
| NTVl | 0.1 | 0.889 | 1.170 | 1.436 | 0.939 | 1.224 | 1.495 |  |
| NTSb | 0.1 | 0.611 | 1.112 | 1.584 | 0.554 | 1.112 | 1.584 |  |
| LxF | 0.01 | 0.205 | 0.212 | 0.208 | 0.206 | 0.214 | 0.208 |  |
| LxW | 0.01 | 1.772 | 1.840 | 1.905 | 1.634 | 1.736 | 1.860 |  |
| McC | 0.01 | 0.715 | 0.698 | 0.712 | 0.951 | 0.975 | 0.948 |  |
| NTMm | 0.01 | 0.739 | 0.743 | 0.792 | 0.770 | 0.774 | 0.822 |  |
| NTMc | 0.01 | 0.988 | 1.076 | 1.161 | 1.160 | 1.279 | 1.354 |  |
| NTVl | 0.01 | 0.877 | 0.966 | 1.069 | 0.999 | 1.096 | 1.212 |  |
| NTSb | 0.01 | 0.557 | 0.775 | 0.935 | 0.509 | 0.722 | 0.879 |  |

Table 6.5: Numerical convergence rates for $\Delta x$ for exact test problem (6.16).


Figure 6.5: Plot of the error vs. CPU runtimes using logarithmic scales for (6.16).

|  | Godunov |  | Strang |  |
| :--- | :---: | :---: | :---: | :---: |
| Method | Time steps | Runtime | Time steps | Runtime |
| Difference scheme* | 5799 | 3.292 | - | - |
| LxW | 82 | 0.325 | 11 | 0.102 |
| McC | 82 | 0.331 | 11 | 0.102 |
| NTMm | 84 | 0.390 | 11 | 0.150 |
| NTMc | 83 | 0.418 | 11 | 0.172 |
| NTVl | 83 | 0.420 | 11 | 0.172 |
| NTMc | 82 | 0.428 | 11 | 0.181 |

Table 6.6: The CPU runtimes in seconds for computing the numerical solutions of (6.16). The runtimes are the average after 10 calculations with each method. (* The difference scheme is not an operator splitting method of Godunov type, but is placed there for typing reasons.).
gives smaller error for greater CPU times.

### 6.4.3 The Non-Exact Test Problem

Since all the methods worked well for (6.16), we use all of the numerical methods as on the non-exact test problem. We use the following setup,

$$
\begin{equation*}
u_{t}+u u_{x}=\kappa u_{x x}, \quad u_{0}=u(x, 0)=-\sin (\pi x) \cdot \chi_{[-1,1]}(x), \quad x \in[-1.5,1.5], \tag{6.17}
\end{equation*}
$$

where $\chi$ is the characteristic function, and we solve to $t=1.0$.
We start with a qualitatively discussion on the evolution of the initial data. The initial data is a wave which travels to the right, which shape is dependent on the viscosity coefficient $\kappa$. If $\kappa=0$ the wave will break relatively fast, which results in a creation of a shock. When $\kappa \neq 0$, as the wave begins to break, the viscosity term $u_{x x}$ grows much faster than $u_{x}$, and at some point $\kappa u_{x x}$ begins to play a role for the solution. This term keeps the solution smooth for all times. If $\kappa$ is small, the wave should travel to the right and get steeper and steeper, like a surface water wave breaking against a beach. For larger values for $\kappa$, the wave will be smoother, like deep water waves traveling on the surface, cf. Figures 1.1 and 6.6.

The numerical convergence rates for $\Delta t$ are found similar as for (6.16) (we put $N_{x}=$ 1024 for all method but LxF where $N_{x}=4096$ ). Since no exact solution exist, we use a reference solution, which is a numerical calculated solution using a very fine grid, to find the estimated error. The results are given in Table 6.7, and we observe that (5.2) obtain numerical convergence results which is correct with the theoretical results. On the other hand, (5.3) obtains higher convergence rates, but not as high as the theoretical results.

For DeSc we find that the method works well for (6.17), and that it produces correct solutions.

The last thing to check is the robustness of the numerical methods and the two splitting approaches, when discontinuities are about to arise in the solutions. For (6.17) this happens when $\kappa \rightarrow 0$. At the limit, we are left with (6.1), which develops a shock

|  |  |  | Godunov |  |  |  | Strang |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Method | $\kappa$ | $C F L$ | $L^{1}$ | $L^{2}$ | $L^{\infty}$ | $L^{1}$ | $L^{2}$ | $L^{\infty}$ |  |
| LxF | 0.1 | 0.9 | 0.962 | 0.927 | 0.898 | 0.734 | 0.773 | 0.800 |  |
| LxF | 0.1 | 0.5 | 0.904 | 0.614 | 0.641 | 0.578 | 0.614 | 0.641 |  |
| LxF | 0.1 | 0.1 | 0.622 | 0.607 | 0.590 | 0.265 | 0.289 | 0.307 |  |
| LxF | 0.01 | 0.9 | 0.765 | 0.746 | 0.709 | 0.791 | 0.948 | 1.000 |  |
| LxF | 0.01 | 0.5 | 0.669 | 0.682 | 0.607 | 0.650 | 0.796 | 0.816 |  |
| LxF | 0.01 | 0.1 | 0.333 | 0.418 | 0.366 | 0.270 | 0.371 | 0.370 |  |
| LxW | 0.1 | 0.9 | $1.013^{*}$ | $1.009^{*}$ | $0.991^{*}$ | $1.382^{*}$ | $1.305^{*}$ | $0.851^{*}$ |  |
| LxW | 0.1 | 0.5 | $1.014^{*}$ | $1.009^{*}$ | $0.991^{*}$ | $1.378^{*}$ | $1.305^{*}$ | $0.852^{*}$ |  |
| LxW | 0.1 | 0.1 | $1.014^{*}$ | $1.010^{*}$ | $0.991^{*}$ | $1.375^{*}$ | $1.305^{*}$ | $0.852^{*}$ |  |
| LxW | 0.01 | 0.9 | $1.068^{*}$ | $1.068^{*}$ | $1.123^{*}$ | $1.218^{*}$ | $1.445^{*}$ | $1.671^{*}$ |  |
| LxW | 0.01 | 0.5 | $1.311^{*}$ | $1.528^{*}$ | $1.733^{*}$ | $1.311^{*}$ | $1.528^{*}$ | $1.733^{*}$ |  |
| LxW | 0.01 | 0.1 | $1.069^{*}$ | $1.078^{*}$ | $1.178^{*}$ | $1.652^{*}$ | $1.760^{*}$ | $1.885^{*}$ |  |
| McC | 0.1 | 0.9 | 1.036 | 1.034 | 1.145 | 1.512 | 1.491 | 1.265 |  |
| McC | 0.1 | 0.5 | 1.044 | 1.042 | 1.167 | 1.528 | 1.514 | 1.305 |  |
| McC | 0.1 | 0.1 | 1.065 | 1.070 | 1.203 | 1.562 | 1.560 | 1.346 |  |
| McC | 0.01 | 0.9 | 1.068 | 0.971 | 0.942 | 1.646 | 1.586 | 1.529 |  |
| McC | 0.01 | 0.5 | 1.057 | 0.967 | 0.943 | 1.649 | 1.586 | 1.539 |  |
| McC | 0.01 | 0.1 | 1.437 | 1.286 | 1.156 | 1.655 | 1.593 | 1.563 |  |
| NTMm | 0.1 | 0.49 | 1.040 | 1.021 | 0.989 | 1.492 | 1.406 | 0.924 |  |
| NTMm | 0.01 | 0.49 | 0.969 | 0.884 | 0.832 | 1.501 | 1.522 | 1.538 |  |
| NTMc | 0.1 | 0.49 | 1.041 | 1.022 | 0.991 | 1.544 | 1.439 | 0.996 |  |
| NTMc | 0.01 | 0.49 | 0.977 | 0.893 | 0.842 | 1.754 | 1.736 | 1.743 |  |
| NTVl | 0.1 | 0.49 | 1.041 | 1.022 | 0.991 | 1.543 | 1.427 | 0.953 |  |
| NTVl | 0.01 | 0.49 | 0.977 | 0.892 | 0.840 | 1.729 | 1.713 | 1.723 |  |
| NTSb | 0.1 | 0.49 | 1.041 | 1.024 | 0.992 | 1.532 | 1.424 | 0.982 |  |
| NTSb | 0.01 | 0.49 | 0.986 | 0.900 | 0.847 | 1.627 | 1.625 | 1.581 |  |
|  |  |  |  |  |  |  |  |  |  |

Table 6.7: Numerical convergence rates for $\Delta t$ for the operator splitting approximations of Godunov and Strang types for the non-exact test problem (6.17). A star (*) indicates that outliers has been removed.


Figure 6.6: The evolution of the solution of for the non-exact test problem (6.17) for different values of $\kappa$, where $t_{0}<t_{1}<t_{2}$. Observe that the solution never breaks, and develops a shock.
at $x=0$. Thus, the solution becomes a sawtooth function in the limit. For the operator splitting methods we let $N_{x}=256$ and $N_{t}=128$, while we for DeSc have to put $N_{t}=2900$ due to stability problems. We run several calculations where we let $\kappa \rightarrow 0$ in (6.17).

DeSc produces solutions which follows the reference solution for $\kappa=10^{-1}, 10^{-2}, \ldots$, $10^{-4}$. When $\kappa=10^{-5}$ oscillations start to appear in the solution. The oscillations are not amplified for smaller values of $\kappa$.

LxF are stable for both splitting methods and produces solutions which follows the reference solution for $\kappa=10^{-1}, 10^{-2}, \ldots, 10^{-9}$. However, with our grid it produces solutions which suffers with dissipation, which results in that the solutions are smoothed versions of the reference solution. If we redefine the grid in such a way that $3 \Delta x \sim \Delta t$, then most of the dissipation dissapears from the solutions. The CFL pessimistic factor has also an influence on the solutions. Small values give more dissipation. Thus, the grid need to be chosen such that there is a strong relation between $\Delta x$ and $\Delta t$.

LxW are stable down to $\kappa=10^{-3}$, where oscillations appear in the solutions for both splitting methods. These oscillations increases when $\kappa$ gets smaller. If we redefine $N_{x}$ and $N_{t}$, we are not able to find a combination of the two step sizes which removes the oscillations for small $\kappa$. Thus, the LxW collapses when $\kappa \rightarrow 0$ for both splitting approaches.

McC are stable for both splitting methods for $\kappa=10^{-1}, 10^{-2}, \ldots, 10^{-9}$. For very small values of $\kappa$ small oscillations occur in the solutions, but they dissapear if $\Delta x$ are put to be smaller. Thus, the McC approximates the solutions well.

The NT based schemes works very well for all values of $\kappa$ and for both splitting methods. No oscillations appear, and the shock are approximated well. There are small differences in the solutions dependent on which limiter which is in use.

### 6.4.4 Discussions

The major task with the numerical testing for the viscous Burgers' equation (5.7) was to check the numerical convergence rates for $\Delta t$ when applying the Godunov splitting (5.2) and Strang splitting (5.3) methods, using different numerical methods for the subequations in (6.1) and (6.2). Furthermore, we checked the convergence rates for $\Delta x$, CPU runtimes, accuracy of the errors, and at last the ability to approximate shocks using a non-exact test problem.

The numerical convergence rates for $\Delta t$ for the exact test problem (6.16) are given in Table 6.1, while for the non-exact test problem (6.17) in Table 6.7. When we compare the numerical results with the theoretical results in Section 5, we observe that (5.2) produces numerical convergence rates for $\Delta t$ which follow the theory very well. On the other hand, the numerical convergence rates for (5.3) are higher than for (5.2), but not as high as the theoretical result. For some of the numerical methods for the subequations, a convergence rate for $\Delta t$ which follows the theoretical result well is obtained. From Table 6.1 we observe that for (5.3) the coefficient $\kappa$ has major impact on the convergence rate. For $\kappa=0.5$, which gives a very smooth solution, (5.2) is as good as (5.3), and this is the case for all the numerical methods we tested. This seems a bit strange and we check this special case in more details. We find that if we put $N_{x}=4096$ or even higher, we get convergence rates for (5.3) which is similar to those in Table 6.1 for other values of $\kappa$. This happens for all the numerical methods. For smaller values of $\kappa$ there are major differences for the convergence rates between the two splitting methods. Thus, it looks like (5.3) is sensitive for the number of nodes on the spatial axis, and that we need more nodes for higher values of $\kappa$ to achieve convergence rates which follows the theory.

Let us comment on the behaviour of the different numerical methods for (6.1) and (6.2). We solve (6.2) with the implicit Crank-Nicolson method, which is known to work very well. We find that this method works well on our test cases. LxF suffers with dissipation, which is dependent on the ratio between $\Delta x$ and $\Delta t$, and this behaviour has impact on the numerical results for the splitting methods. For all cases when LxF is used as solver for (6.1) in the two splitting methods, the convergence rates for $\Delta t$ is not significantly different. The CFL pessimistic factor has an impact on the rates, and when it is small, which induces several substeps with LxF, the convergence rate for $\Delta t$ are lower. This is an indication on that the dissipation has an severe impact on the convergence rates for $\Delta t$ for the two splitting methods. The only way to overcome the dissipative behaviour, is to define the grid such that $\Delta x$ is approximately the same as $\Delta t$. For LxW, McC and NT* we observe that there are small differences when the CFL pessimistic factor is varied, expect for LxW when $\kappa=0.01$. For this special case the convergence rate for $\Delta t$ makes a "jump", and gets in fact higher than we expect from the theory.

From the numerical testing it seems like the $L^{1}-, L^{2}$ - and $L^{\infty}$-norms are well correlated for the test problems, and the three different norms yield equal results for the convergence rates for $\Delta t$.

There is a major difference between the two splittings when accuracy is considered. When we solve the test problems for the same amount of split steps, (5.3) turns out to
be much more accurate than (5.2), cf. Tables 6.2, 6.3 and 6.4. This happens for all the different numerical methods for the subequations, in all the three norms, and there are no significant differences in the size of the errors between the methods. We also observe that when the solutions are steeper, the error decreases. Thus, from this point of view (5.3) should be favourable.

The convergence rates for $\Delta x$ are given in Table 6.5. From the table we observe that all methods converge, but the convergence rates seem to be dependent on $\kappa$. LxF have significantly lower convergence rates compared with the other methods, and this is a result of the dissipation.

The full difference scheme in (6.15) works well on both the exact and non-exact test problem. Since the method is explicit, we have to choose $\Delta x$ and $\Delta t$ in relation with each other to get a stable method. From this point of view, and implicit scheme is preferable, since it usually are less restrictive on the two step sizes. Moreover, both operator splitting methods are faster compared to (6.15), cf. Table 6.6 and Figure 6.5. A crucial point is that (5.3) needs much fewer steps to achieve the same accuracy as (5.2). This naturally results in faster runtimes, and (5.3) should be favourable from this point of view.

All the numerical methods, except LxW, approximate arising shocks for the nonexact test problem well. The high resolution NT schemes seem to be better in this compared with LxF and McC. There was no difference in the two splitting methods on this point. Thus, from this point of view the NT schemes should be favourable.

From the tests on (5.7), we can give some small conclusions based on the results. It seems like it is easier to obtain numerical results for (5.2), which follows the theoretical results in a good way, compared with (5.3). However, there are major differences in the accuracy of the two splitting methods; (5.3) produces very accurate solutions in fewer steps than (5.2). As a result, one can perform relatively few time steps using (5.3), and get good reults. Thus, (5.3) should be chosen before (5.2). The different numerical methods work well, but LxF suffers with dissipation, which makes it less usable. Except from this, it is a matter of taste which numerical method we use to solve (6.1), in the two splitting methods.

### 6.4.5 Conclusions

We have solved the viscous Burgers' equation (5.7) numerically using the operator splitting approaches of Godunov and Strang type, given in (5.2) and (5.3), respectively. As initial data we have used an initial condition which has an exact solution, and one which gives a non-exact solution. The main focus was to investigate the numerical convergence rates for $\Delta t$ numerically, and compare with the theoretical results in Theorems 5.9 and 5.11. In addition, several other aspects with the splitting approaches and the numerical methods was investigated.

We found that that the numerical convergence rates for $\Delta t$ followed the theoretical result for the Godunov splitting well, while for the Strang splitting it was in some way dependent on the number of nodes on the spatial axis. However, the numerical results
followed overall the theoretical result for the Strang splitting. Hence, the Strang splitting should in general be favourable from this point of view.

All the numerical methods for the subequations worked well for both splitting approaches. The Lax-Friedrichs method for (6.1) suffers with dissipation, which results in a careful chosing of the step sizes $\Delta x$ and $\Delta t$, to prevent the solutions from being to smeared out. Furthermore, there were minor differences between the Lax-Wendroff, MacCormach and the Nessyahu-Tadmor method, and all worked very well on the test problems.

The operator splitting method is a successful numerical method for the viscous Burgers' equation.

### 6.5 The Korteweg-de Vries Equation

For the KdV equation (5.8) we use two exact test problems as test environments for the two operator splitting methods and a comparison method which we introduce below. The first test case is a one-soliton problem, while the second is a two-soliton interaction problem. Thus, these two problems are well-suited to study the numerical methods' ability to model two important phenomena which (5.8) describes. We expect that methods that work well on the one-soliton problem, are not necessarily able to approximate the two-soliton problem well. After the exact test cases we impose (5.8) with initial data which give non-exact solutions, and we use them to check the convergence rate for $\Delta t$. The validity of the solutions are checked using three densitites which (5.8) should conserve. We introduce them below.

At the end of this section, we add a source term to (5.8), and try the operator splitting method on the resulting equation. This is followed up by discussions and conclusions on the numerical testing for (5.8).

The numerical operator splitting methods are labeled as follows: The method for (6.3) is named first, separated with a hyphen and followed by the method for (6.1). For example; Diff-SV denotes the method for which (6.3) is solved with the difference method (6.14), while (6.1) is solved with the spectral viscosity method (6.12). We let $N_{x}$ be the number of nodes on the spatial axis, while $N_{t}$ is the number of time steps used to solve to the end point in time. We use periodic boundary conditions for all the test cases.

### 6.5.1 Conserved Densities

The KdV equation (5.8) is a conservation law, which results in that it conserves some densitites. It can be shown that (5.8) have an infinite number of conserved densities, but in this study we only consider the three most basic densities, and refer to [4, Ch. 5.] for more examples. To derive the conserved densitites for (5.8), we have to go back to the conservation law in (6.5), from which we see that if $f(u)=\kappa u_{x x}-(1 / 2) u^{2}$, we can
write (5.8) in conservation form as

$$
\begin{equation*}
\frac{\partial u}{\partial t}+\frac{\partial}{\partial x}\left(\frac{u^{2}}{2}+\kappa u_{x x}\right)=0 \tag{6.18}
\end{equation*}
$$

and we emphasize the relation with (6.1). We use periodic boundary conditions with period $P=\left[p_{0}, p_{1}\right]$ for (6.18), and we obtain the first density by assuming that we are allowed to interchange differentiation and integration,

$$
\frac{d}{d t}\left(\int_{p_{0}}^{p_{1}} u d x\right)=\int_{p_{0}}^{p_{1}} u_{t} d x=-\int_{p_{0}}^{p_{1}}\left(\frac{u^{2}}{2}+\kappa u_{x x}\right)_{x} d x=-\left[-\frac{1}{2} u^{2}+\kappa u_{x x}\right]_{p_{0}}^{p_{1}}=0
$$

from the periodic boundary conditions. Thus, the area under the solution should be conserved,

$$
\int_{P} u d x=C_{1}
$$

where $C_{1}$ is a constant. By multiplying (6.18) by $u$ we get

$$
\frac{\partial}{\partial t}\left(\frac{u^{2}}{2}\right)+\frac{\partial}{\partial x}\left(\frac{u^{3}}{3}+\kappa u u_{x x}-\frac{u_{x}^{2}}{2}\right)=0
$$

and by doing the same calculation as above, we obtain the second conserved density

$$
\int_{P} u^{2} d x=C_{2}
$$

We follow the same approach to find the third and last density. By adding $(-1 / 2 \kappa) u^{2}$ times (6.18) to $u_{x}$ times the derivative wrt. $x$ of (6.18), we get

$$
(-1 / 2 \kappa) u^{2}\left(u_{t}+u u_{x}+\kappa u_{x x x}\right)+u_{x}\left(u_{x t}+u_{x}^{2}+u u_{x x}+\kappa u_{x x x x}\right)=0
$$

which can be rewritten as

$$
\frac{\partial}{\partial t}\left(-\frac{u^{3}}{6 \kappa}+\frac{u_{x}^{2}}{2}\right)+\frac{\partial}{\partial x}\left(-\frac{u^{4}}{8 \kappa}-\frac{u^{2} u_{x x}}{2}+u u_{x}^{2}+\kappa u_{x} u_{x x x}-\frac{\kappa u_{x x}^{2}}{2}\right)=0
$$

from which the third density is given as

$$
\int_{P}\left(-\frac{u^{3}}{3 \kappa}+u_{x}^{2}\right) d x=C_{3}
$$

We use these three densities to check the correctness of the numerical solutions.

### 6.5.2 A Full Difference Scheme

As a comparison method we use the following full implicit difference scheme,

$$
\begin{align*}
& r_{2} U_{i+2}^{n+1}+\left(r_{1}\left(U_{i}^{n}+U_{i+1}^{n}\right)-2 r_{2}\right) U_{i+1}^{n+1}+U_{i}^{n+1}+ \\
&  \tag{6.19}\\
& \quad\left(-r_{1}\left(U_{i}^{n}+U_{i+1}^{n}\right)+2 r_{2}\right) U_{i-1}^{n+1}-r_{2} U_{i-2}^{n+1}=U_{i}^{n}
\end{align*}
$$

where

$$
r_{1}=\frac{\Delta t}{6(\Delta x)} \quad \text { and } \quad r_{2}=\frac{\kappa \Delta t}{2(\Delta x)^{3}}
$$

This scheme is unconditionally stable according to linear analysis, and it is of first order for $\Delta t$ and second order for $\Delta x$. It was originally introduced in [9], and in what follows we label (6.19) as DiSc.

### 6.5.3 The One-Soliton Exact Test Problem

The one-soliton test problem is given as follows

$$
\begin{equation*}
u_{t}+u u_{x}+\kappa u_{x x x}=0, \quad x \in[-\pi, \pi] \tag{6.20}
\end{equation*}
$$

where the initial data at $t=0$ is given from the exact solution,

$$
\begin{equation*}
u(x, t)=3 c \operatorname{sech}^{2}\left(\sqrt{\frac{c}{4 \kappa}}(x-c t)\right) \tag{6.21}
\end{equation*}
$$

The constant $c$ is the wave speed, and $\kappa$ determines the sharpness of the soliton. In the experimentation we put $c=0.5$ and $\kappa=0.005$, and solve to $t=1.0$.

Let us first make some comments on the behaviour of the numerical operator splitting methods applied to (6.20). Diff-LxF and Spec-LxF do not manage to approximate the solution in a good manner. From the testing on the viscous Burgers' equation in Section 6.4, we know that LxF suffers with dissipation. For (6.20) this behaviour is in some way amplified out of bounds, cf. Figure 6.7. There is no difference if we use (5.2) or (5.3) as the operator splitting method. Thus, Diff-LxF and Spec-LxF are not suited for (6.20), and we drop these two methods in the remaining of the numerical study of the KdV equation.

Diff-LxW, Spec-LxW, Diff-McC and Spec-McC introduce oscillations for small values of $N_{t}$. For the NT based schemes we experience the same behaviour. The different limiters do not have significantly influence on the oscillations. Spec-SV also introduces oscillations, but the frequency is much lower compared with the other methods. We observe the same behaviour for Diff-SV, but this method gives the smallest oscillations. The oscillations for all the numerical methods are reduced when $N_{t}$ is increased. We also observe that the amplitudes of the oscillations are smaller for (5.3), compared with (5.2). See Figure 6.7 for plots for four methods.

DiSc also introduces oscillations for small $N_{t}$. These oscillations is different from the oscillations for the other methods, and appear as low frequency waves behind the soliton, cf. Figure 6.7. We also observe that DiSc has some small problems approximating the


Figure 6.7: Numerical solution to (6.20) using four different numerical operator splitting methods, where $N_{x}=256$ and $N_{t}=16$. Diff-LxF is very dissipative while the other methods approximate the soliton well, but oscillations become a part of the solutions.

|  |  | Godunov |  |  |  | Strang |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Method | CFL | $L^{1}$ | $L^{2}$ | $L^{\infty}$ | $L^{1}$ | $L^{2}$ | $L^{\infty}$ |  |
| Diff-LxW | 0.90 | 1.082 | 1.068 | 1.038 | 1.757 | 1.680 | 1.573 |  |
| Spec-LxW | 0.90 | 1.044 | 0.986 | 0.935 | 1.299 | 1.141 | 1.068 |  |
| Diff-McC | 0.90 | 1.057 | 1.065 | 1.042 | 1.775 | 1.697 | 1.586 |  |
| Spec-McC | 0.90 | 1.027 | 0.975 | 0.928 | 1.276 | 1.132 | 1.050 |  |
| Diff-NTMm | 0.49 | 1.048 | 1.050 | 1.027 | 1.625 | 1.588 | 1.503 |  |
| Spec-NTMm | 0.49 | 1.015 | 0.972 | 0.924 | 1.300 | 1.149 | 1.081 |  |
| Diff-NTMc | 0.49 | 1.055 | 1.061 | 1.043 | 1.621 | 1.559 | 1.470 |  |
| Spec-NTMc | 0.49 | 1.044 | 0.986 | 0.935 | 1.299 | 1.141 | 1.068 |  |
| Diff-NTV1 | 0.49 | 1.053 | 1.060 | 1.041 | 1.622 | 1.560 | 1.469 |  |
| Spec-NTVl | 0.49 | 1.331 | 1.189 | 0.943 | 1.331 | 1.189 | 1.109 |  |
| Diff-NTSb | 0.49 | 1.057 | 1.065 | 1.042 | 1.552 | 1.449 | 1.373 |  |
| Spec-NTSb | 0.49 | 1.032 | 1.002 | 0.947 | 1.347 | 1.229 | 1.133 |  |
| Diff-SV | - | 1.063 | 1.060 | 1.023 | 1.407 | 1.262 | 1.469 |  |
| Spec-SV | - | 1.059 | 1.048 | 0.996 | 1.537 | 1.441 | 1.359 |  |

Table 6.8: Numerical convergence rates for $\Delta t$ for the operator splitting solutions of Godunov and Strang type for (6.20).
top shape of the soliton. However, both the oscillations and the approximation problem decrease when we increase $N_{t}$, and as a result DiSc works very well for (6.20).

Let us analyze the operator splitting methods in more details. To obtain the numerical converence rates for $\Delta t$, we follow the same outline as in Section 6.4. During the testing we find out that the CFL condition do not affect the convergence rates significantly, so we use 0.9 for LxW and McC , and 0.49 for the NT based methods in the remaining of this study. The numerical convergence rates for $\Delta t$ are given in Table 6.8. We see that for (5.2) we get overall convergence rates which follows the theoretical results. For (5.3), we get better convergence result than for (5.2), but not as high as the theoretical result. The three norms are well correlated, and give approximately equal convergence rates for $\Delta t$.

The numerical convergence rates for $\Delta x$ are given in Table 6.9. In the calculations we let $N_{x}=2^{5}, 2^{6}, \ldots, 2^{10}$, to avoid large outliers in the regression analysis. From the table we observe that both splitting methods and all the combination of numerical methods converge for $\Delta x$. However, there is no correlation between the three norms; all produce different convergence rates for $\Delta x$.

To compare the size of the errors we solve (6.20) using $N_{x}=256$ and $N_{t}=128$, and the results are given in Table 6.10. We observe that there are small differences between the two splitting approaches, and that all the numerical methods approximates the solution to the same order. However, by using a finer grid we find that (5.3) gives smaller error compared with (5.2), and therefore is more accurate. The approximated $L^{1}$ errors are relatively large, but we find out that this happens because of the oscillations introduced by the numerical methods, in addition with approximation problems with the

|  | Godunov |  |  | Strang |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Method | $L^{1}$ | $L^{2}$ | $L^{\infty}$ | $L^{1}$ | $L^{2}$ | $L^{\infty}$ |
| Diff-LxW | 0.672 | 1.290 | 1.714 | 0.972 | 1.516 | 1.945 |
| Spec-LxW | 0.473 | 0.941 | 1.357 | 0.502 | 0.963 | 1.381 |
| Diff-McM | 0.640 | 1.264 | 1.673 | 1.026 | 1.556 | 1.985 |
| Spec-McM | 0.495 | 0.937 | 1.352 | 0.534 | 0.959 | 1.375 |
| Diff-NTMm | 0.519 | 0.952 | 1.416 | 0.521 | 0.957 | 1.451 |
| Spec-NTMm | 0.440 | 0.836 | 1.313 | 0.439 | 0.842 | 1.337 |
| Diff-NTMc | 0.974 | 1.617 | 2.132 | 1.109 | 1.675 | 2.124 |
| Spec-NTMC | 0.703 | 1.183 | 1.699 | 0.730 | 1.209 | 1.732 |
| Diff-NTVl | 0.962 | 1.569 | 2.096 | 1.084 | 1.639 | 2.083 |
| Spec-NTVl | 0.698 | 1.158 | 1.670 | 0.721 | 1.181 | 1.703 |
| Diff-NTSb | 0.265 | 0.796 | 1.293 | 0.313 | 0.796 | 1.264 |
| Spec-NTSb | 0.375 | 0.917 | 1.381 | 0.410 | 0.933 | 1.412 |
| Diff-SV | 0.556 | 1.070 | 1.517 | 0.579 | 1.051 | 1.492 |
| Spec-SV | 0.740 | 1.294 | 1.732 | 0.832 | 1.370 | 1.833 |

Table 6.9: Numerical convergence rates for $\Delta x$ for the operator splitting solutions of Godunov and Strang type for (6.20).
shape of the top of the soliton. By making $N_{x}$ larger, these problems dissappear, but the CPU runtimes increase radically. DiSc manages to approximate the exact solution with the same accuracy as the operator splitting methods.

To calculate the CPU runtimes we put $N_{x}=512$ and see how many time steps which are necessary to achieve an accuracy of $1 \mathrm{e}-01$ in the $L^{1}$-norm for (6.20). The average CPU runtimes for the methods are given in Table 6.11. We observe the major differences between (5.2) and (5.3), which is that (5.3) needs radically fewer steps than (5.2) to achieve the same accuracy, which results in faster CPU runtimes. There is a difference in which solver we use for (6.3); Spec results in better runtimes than Diff. We also see that there is a small difference in the NT based method, dependent on the limiter in use. The relative long runtimes for Diff-SV and Spec-SV is a result of how the system of equations for SV in (6.12) is solved. DiSc is nearly as fast as (5.3), though it uses many steps to get the right accuracy.

From the norm vs. CPU runtimes in Figure 6.8, we observe that the error decreases for larger CPU times, which is what we expect. The major differences in the CPU runtimes for methods based on Diff and Spec, and the two SV methods, are good illustrated in the plots. We also observe that the Strang splitting gives longer runtimes, but it is more accurate.

For the conserved densities we get, using the exact solution of (6.20) in (6.21),

$$
\int_{-\pi}^{\pi} u d x=0.6000, \quad \int_{-\pi}^{\pi} u^{2} d x=0.6000, \quad \int_{-\pi}^{\pi}\left(-\frac{u^{3}}{3 \kappa}+u_{x}^{2}\right) d x=-36.0431
$$

The relative errors for the conserved densities are given in Table 6.12, where we have

|  | Godunov |  |  |  | Strang |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Method | $L^{1}$ | $L^{2}$ | $L^{\infty}$ | $L^{1}$ | $L^{2}$ | $L^{\infty}$ |  |
| DiSC* | $1.534 \mathrm{e}+00$ | $2.505 \mathrm{e}-01$ | $8.275 \mathrm{e}-02$ | - | - | - |  |
| Diff-LxW | $5.470 \mathrm{e}-01$ | $6.267 \mathrm{e}-02$ | $2.140 \mathrm{e}-02$ | $3.269 \mathrm{e}-02$ | $3.707 \mathrm{e}-02$ | $1.227 \mathrm{e}-02$ |  |
| Spec-LxW | $1.433 \mathrm{e}+00$ | $1.965 \mathrm{e}-01$ | $5.636 \mathrm{e}-02$ | $1.264 \mathrm{e}+00$ | $1.790 \mathrm{e}-01$ | $5.042 \mathrm{e}-02$ |  |
| Diff-McC | $5.138 \mathrm{e}-01$ | $5.701 \mathrm{e}-02$ | $1.970 \mathrm{e}-02$ | $2.526 \mathrm{e}-01$ | $3.036 \mathrm{e}-02$ | $9.855 \mathrm{e}-03$ |  |
| Spec-McC | $1.446 \mathrm{e}+00$ | $1.939 \mathrm{e}-01$ | $5.554 \mathrm{e}-02$ | $1.283 \mathrm{e}+00$ | $1.768 \mathrm{e}-01$ | $5.013 \mathrm{e}-02$ |  |
| Diff-NTMm | $1.401 \mathrm{e}+00$ | $1.915 \mathrm{e}-01$ | $6.306 \mathrm{e}-02$ | $1.413 \mathrm{e}+00$ | $1.889 \mathrm{e}-01$ | $5.244 \mathrm{e}-02$ |  |
| Spec-NTMm | $1.576 \mathrm{e}+00$ | $2.730 \mathrm{e}-01$ | $8.950 \mathrm{e}-02$ | $1.581 \mathrm{e}+00$ | $2.637 \mathrm{e}-01$ | $7.906 \mathrm{e}-02$ |  |
| Diff-NTMc | $6.037 \mathrm{e}-01$ | $5.671 \mathrm{e}-02$ | $1.779 \mathrm{e}-02$ | $5.327 \mathrm{e}-01$ | $6.070 \mathrm{e}-02$ | $2.112 \mathrm{e}-02$ |  |
| Spec-NTMc | $7.973 \mathrm{e}-01$ | $1.201 \mathrm{e}-01$ | $3.710 \mathrm{e}-02$ | $6.891 \mathrm{e}-01$ | $1.043 \mathrm{e}-01$ | $2.674 \mathrm{e}-02$ |  |
| Diff-NTVl | $6.130 \mathrm{e}-01$ | $5.658 \mathrm{e}-02$ | $1.538 \mathrm{e}-02$ | $5.394 \mathrm{e}-01$ | $6.086 \mathrm{e}-02$ | $2.104 \mathrm{e}-02$ |  |
| Spec-NTVl | $8.473 \mathrm{e}-01$ | $1.362 \mathrm{e}-01$ | $4.323 \mathrm{e}-02$ | $7.878 \mathrm{e}-01$ | $1.223 \mathrm{e}-01$ | $3.248 \mathrm{e}-02$ |  |
| Diff-NTSb | $1.626 \mathrm{e}+00$ | $2.176 \mathrm{e}-01$ | $6.366 \mathrm{e}-02$ | $1.424 \mathrm{e}+00$ | $2.211 \mathrm{e}-01$ | $7.481 \mathrm{e}-02$ |  |
| Spec-NTSb | $9.986 \mathrm{e}-01$ | $1.266 \mathrm{e}-01$ | $3.998 \mathrm{e}-02$ | $8.520 \mathrm{e}-01$ | $1.179 \mathrm{e}-01$ | $3.441 \mathrm{e}-02$ |  |
| Diff-SV | $1.046 \mathrm{e}+00$ | $1.235 \mathrm{e}-01$ | $4.514 \mathrm{e}-02$ | $1.287 \mathrm{e}+00$ | $1.428 \mathrm{e}-01$ | $5.374 \mathrm{e}-02$ |  |
| Spec-SV | $1.414 \mathrm{e}+00$ | $1.752 \mathrm{e}-01$ | $4.826 \mathrm{e}-02$ | $1.531 \mathrm{e}+00$ | $1.780 \mathrm{e}-01$ | $4.881 \mathrm{e}-02$ |  |

Table 6.10: Estimated errors using $L^{1}$-, $L^{2}$ - and $L^{\infty}$-norm for (6.20) with $N_{t}=128$ and $N_{x}=256$. (* DiSc is not an operator splitting method of Godunov type, but is placed there for typing reasons.)

|  | Godunov |  | Strang |  |
| :--- | :---: | :---: | :---: | :---: |
| Method | Time steps | Runtime | Time steps | Runtime |
| DiSc* | 405 | 4.598 | - | - |
| Diff-LxW | 135 | 37.912 | 31 | 17.482 |
| Spec-LxW | 441 | 12.211 | 55 | 3.040 |
| Diff-McC | 134 | 37.066 | 31 | 17.658 |
| Spec-McC | 446 | 12.343 | 55 | 3.141 |
| Diff-NTMm | 122 | 32.641 | 31 | 18.017 |
| Spec-NTMm | 210 | 5.829 | 44 | 2.519 |
| Diff-NTMc | 127 | 34.664 | 31 | 17.789 |
| Spec-NTMc | 173 | 4.854 | 41 | 2.396 |
| Diff-NTVl | 119 | 34.261 | 31 | 17.781 |
| Spec-NTVL | 171 | 4.852 | 41 | 2.387 |
| Diff-NTSb | 140 | 36.895 | 39 | 22.384 |
| Spec-NTSb | 168 | 4.737 | 41 | 2.401 |
| Diff-SV | 123 | 68.990 | 18 | 14.601 |
| Spec-SV | 126 | 41.184 | 23 | 8.276 |

Table 6.11: The CPU runtimes (in seconds) for computing the numerical solutions of (6.20). The runtimes are the average after 10 calculations with each method. (* DiSc is not an operator splitting method of Godunov type, but is placed there for typing reasons.)


Figure 6.8: Plot of the error vs. CPU runtimes using logarithmic schales for (6.20). Observe the major differences in the runtimes between the Godunov splitting and Strang splitting, in additon with between the different numerical methods.

| Method | $\int u d x$ | $\int u^{2} d x$ | $\int\left(-u^{3} / 3 \kappa+u_{x}^{2}\right) d x$ |
| :--- | :---: | :---: | :---: |
| DiSc | $2.5215 \%$ | $3.7141 \%$ | $6.1519 \%$ |
| Diff-LxW | $0.0014 / 0.0021 \%$ | $0.0270 / 0.0262 \%$ | $0.0712 / 0.0602 \%$ |
| Spec-LxW | $0.0020 / 0.0005 \%$ | $0.0278 / 0.0275 \%$ | $0.0772 / 0.0531 \%$ |
| Diff-McC | $0.0014 / 0.0025 \%$ | $0.0268 / 0.0260 \%$ | $0.0711 / 0.0601 \%$ |
| Spec-McC | $0.0021 / 0.0005 \%$ | $0.0270 / 0.0266 \%$ | $0.0768 / 0.0527 \%$ |
| Diff-NTMm | $0.0012 / 0.0080 \%$ | $0.3473 / 0.3507 \%$ | $0.6010 / 0.5961 \%$ |
| Spec-NTMm | $0.0019 / 0.0001 \%$ | $0.3463 / 0.3442 \%$ | $0.6030 / 0.5778 \%$ |
| Diff-NTMc | $0.0003 / 0.0085 \%$ | $0.0111 / 0.0029 \%$ | $0.0440 / 0.0078 \%$ |
| Spec-NTMc | $0.0017 / 0.0003 \%$ | $0.0148 / 0.0147 \%$ | $0.0523 / 0.0283 \%$ |
| Diff-NTVl | $0.0008 / 0.0088 \%$ | $0.0264 / 0.0175 \%$ | $0.0683 / 0.0415 \%$ |
| Spec-NTVl | $0.0017 / 0.0003 \%$ | $0.0296 / 0.0294 \%$ | $0.0768 / 0.0528 \%$ |
| Diff-NTSb | $0.0010 / 0.0085 \%$ | $0.3201 / 0.3591 \%$ | $0.5025 / 0.5786 \%$ |
| Spec-NTSb | $0.0014 / 0.0009 \%$ | $0.3127 / 0.3105 \%$ | $0.4906 / 0.5137 \%$ |
| Diff-SV | $0.0013 / 0.0018 \%$ | $0.1589 / 0.1576 \%$ | $0.2810 / 0.2660 \%$ |
| Spec-SV | $0.0023 / 0.0002 \%$ | $0.1461 / 0.1414 \%$ | $0.1442 / 0.1392 \%$ |

Table 6.12: Relative errors for the conserved densities for (6.20) for DiSc and the methods based on Godunov/Strang splittings, using $N_{x}=512$ and $N_{t}=128$.
used $N_{x}=512$ and $N_{t}=128$ in the calculations. We observe that all the operator splitting methods conserve the densitites very well. On the other hand, DiSc have larger relative errors, but by increasing $N_{t}$ these errors decrease.

### 6.5.4 The Two-Soliton Exact Test Problem

Physically, two solitons which have different shapes moves with different velocities, which is a result of the dependence between the height of the soliton and the velocity. A higher and steeper soliton travels faster than a lower and smoother soliton. If the two solitons travel along a surface, the higher soliton will overtake the lower soliton, and in the interaction they will not merge and not change shape. After the interaction, the two solitons should have the same shapes and velocities as before the interaction, cf. Figure 1.1.

Inspired by [15], we use the following exact test problem for the two-soliton interaction phenomenon,

$$
\begin{equation*}
u_{t}+u u_{x}+\kappa u_{x x x}=0 \tag{6.22}
\end{equation*}
$$

where the initial data at $t=0$ is given from the exact solution,

$$
u(x, t)=2 \frac{k_{1}^{2} e^{\theta_{1}}+k_{2}^{2} e^{\theta_{2}}+2\left(k_{2}-k_{1}\right) e^{\theta_{1}+\theta_{2}}+a\left(k_{2}^{2} e^{\theta_{1}}+k_{1}^{2} e^{\theta_{2}}\right) e^{\theta_{1}+\theta_{2}}}{\left(1+e^{\theta_{1}}+e^{\theta_{2}}+a e^{\theta_{1}+\theta_{2}}\right)^{2}}
$$



Figure 6.9: Numerical solution to (6.22) using Diff-LaxW and Spec-LxW. None of the methods approximate the two-soliton solution in a good manner.
where

$$
\begin{gathered}
k_{1}=\frac{3}{2}, \quad k_{2}=1, \quad a=\left(\frac{k_{1}-k_{2}}{k_{1}+k_{2}}\right)^{2}=\frac{1}{25} \\
\theta_{1}=k_{1} \frac{x}{6 \sqrt{\kappa}}-k_{1}^{3} \frac{t}{6^{3 / 2} \sqrt{\kappa}}+3, \quad \theta_{2}=k_{2} \frac{x}{6 \sqrt{\kappa}}-k_{2}^{3} \frac{t}{6^{3 / 2} \sqrt{\kappa}}-3 .
\end{gathered}
$$

We use $\kappa=0.005$ and let $x$ be in the intervall $[-\pi, 4 \pi]$ and solve to $t=11$, when the interaction between the two solitons is totally over.

Let us comment on the behaviour of the different methods applied to (6.22). DiSc introduces no oscillations, but three more solitons arise in the solution and the two initial solitons travel with wrong velocities. Diff-LxW introduces no oscillations, but also here three more solitons are introduced, and the velocities are wrong for the initial solitons. Spec-LxW introduces oscillations and do not conserve the shape of the two solutions. In addition, the velocity of the two initial solitons are totally wrong. The results are independent on whether we use (5.2) or (5.3) as the splitting method. For Diff-McC and Spec-McC we get similar results. Thus, DiSc, Diff-LxW, Spec-LxW, Diff-McC and Spec-McC are not well suited methods for the interaction phenomenon. A plot of the solutions for Diff-LxW and Spec-LxW is given in Figure 6.9.

For Diff-NTMm, Diff-NTMc, Diff-NTVl and Diff-NTSb we get similar results as for Diff-LxW and Diff-McC. For Spec-NTMm, Spec-NTMc, Spec-NTVl and Spec-NTSb we get similar results as for Spec-LxW and Spec-McC. Thus, there is no difference using the more intelligent NT based methods on the two-soliton interaction problem.

We are left with two methods; Diff-SV and Spec-SV, and it turns out that Spec-SV is the best method for the interaction phenomenon. It manages to travel the solitons with correct velocities, and the interaction part is approximated in a good manner. We observe that (5.3) approximates the solution slightly better than (5.2). Diff-SV


Figure 6.10: Numerical solution to (6.22) using Diff-SV and Spec-SV. Diff-SV is a useless method, while Spec-SV approximates the interaction very well.

|  | Godunov |  |  | Strang |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Method | $L^{1}$ | $L^{2}$ | $L^{\infty}$ | $L^{1}$ | $L^{2}$ | $L^{\infty}$ |
| Spec-SV | 1.016 | 1.087 | 1.044 | 1.049 | 1.150 | 1.220 |

Table 6.13: Numerical convergence rates for $\Delta t$ for the operator splitting solutions of Godunov and Strang type for (6.22).
introduces several solitons and oscillations, and it loses the soliton structure totally. This happens for both splitting methods. Thus, it turns out to be not well suited for this phenomenon, cf. Figure 6.10.

Hence, we are left with only one method which manages to approximate the twosoliton interaction phenomenon. To take the investigation a step further, we calculate the pointwise errors (in absolute values) for (5.2) and (5.3), and a plot is given in Figure 6.11. From the figure we observe that the largest errors occur when the two solitons interact, for both splitting methods, and that (5.3) is a bit more accurate than (5.2). However, after the interaction, the errors decrease and the numerical solutions are good approximations of the exact solution.

The numerical convergence rates for $\Delta t$ for Spec-SV for (6.22) are given in Table 6.13. We have used $N_{t}=2^{4}, 2^{5}, \ldots, 2^{9}$ in the calculations. From the table we observe that both splitting approaches converge, but there is no major difference in the convergence rates. We also see that the three norms are well correlated, and gives approximately equal answers.

There is only one test left for Spec-SV; the conserved densities. For the exact solution


Figure 6.11: Pointwise absolute error for the numerical solutions of (6.22) using Godunov and Strang splittings. The largest error is in the part of the solution where the two solitons interact. The Strang splitting is a bit more accurate than the Godunov splitting.
of (6.22), we find that,

$$
\int_{-\pi}^{4 \pi} u d x=2.1078, \quad \int_{-\pi}^{4 \pi} u^{2} d x=1.2256, \quad \int_{-\pi}^{4 \pi}\left(-\frac{u^{3}}{3 \kappa}+u_{x}^{2}\right) d x=-61.0285
$$

We use $N_{x}=1024$ and $N_{t}=512$ in the calculations, and get for (5.2),

$$
\int_{-\pi}^{4 \pi} u d x=2.1079, \quad \int_{-\pi}^{4 \pi} u^{2} d x=1.2258, \quad \int_{-\pi}^{4 \pi}\left(-\frac{u^{3}}{3 \kappa}+u_{x}^{2}\right) d x=-59.9223
$$

and for (5.3)

$$
\int_{-\pi}^{4 \pi} u d x=2.1079, \quad \int_{-\pi}^{4 \pi} u^{2} d x=1.2258, \quad \int_{-\pi}^{4 \pi}\left(-\frac{u^{3}}{3 \kappa}+u_{x}^{2}\right) d x=-60.0402
$$

We see that all the numerical densities have an error of less than two percent, so we can conclude that Spec-SV conserves the three densities very well for both splitting methods.

Hence, based on our testing it turns out that the Spec-SV method is a well suited numerical method for the KdV equation, for both splitting methods in (5.2) and (5.3). All the other methods which worked well on the one-soliton problem (6.20), did not manage to solve (6.22) in a good manner.

### 6.5.5 The Non-Exact Test Problems

We impose the KdV equation (5.8) with initial data for which we do not have an exact solution. By studying the mechanism in each term of (5.8), we can qualitatively describe


Figure 6.12: Numerical solution to (6.23). Observe the steepening of the initial sine wave, right before the dispersive term kicks in and prevents the creation of a shock.
how the solutions should behave. We use small values for $\kappa$ in (5.8), and this results in that in the beginning of the movement, the nonlinear part is the dominant one, and as a result it steepen the initial data on the road to a shock creation. At some time, the third derivative gets larger and becomes the dominant part of the equation, and prevents the nonlinear part from creating a shock. Hence, the solution will be smooth for all time. The shape of the solutions is another question. From the discussion in [4], we know that the solution, after some time, should behave like solitons. That is, the initial data should in some way be deformed to waves with sech ${ }^{2}$ shapes, and the number of solitons is dependent on the initial data and $\kappa$.

From the numerical testing on exact datas in the previous subsections, we found that Spec-SV was overall the best numerical method for both splitting methods. Therefore we study this method for both splitting methods in details for the non-exact test problems. To check the validity of the solutions, we use the three conserved densities. If they vary much with the initial data, the numerical solutions may not be correct. The other numerical methods are not leaved out, but we only test them briefly on the test cases in this section.

The first test case is the following,

$$
\begin{equation*}
u_{t}+u u_{x}+\kappa u_{x x x}=0, \quad x \in[0,2 \pi], \quad u(x, 0)=\sin (x) \tag{6.23}
\end{equation*}
$$

where we put $\kappa=0.005$. A solution plot is given in Figure 6.12 . We observe that what is expected happens. The initial wave is transported to the right and a shock is about to be constructed. After a short time, solitons with different heights and velocities appears in the solution. The steepest solitons travel to the right, while the smallest travel to the left. We also observe that the velocities are different for the waves.

|  |  | Godunov |  |  | Strang |  |  |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Test case | Method | $L^{1}$ | $L^{2}$ | $L^{\infty}$ | $L^{1}$ | $L^{2}$ | $L^{\infty}$ |
| 1: (6.23) | Spec-SV | 0.784 | 0.747 | 0.763 | 0.954 | 0.946 | 0.959 |
| 2: (6.24) | Spec-SV | 1.428 | 1.250 | 1.082 | 1.856 | 1.817 | 1.773 |
| 3: (6.25) | Spec-SV | 0.901 | 0.751 | 0.591 | 0.949 | 0.837 | 0.812 |

Table 6.14: Numerical convergence rates for $\Delta t$ for the operator splitting solutions of Godunov and Strang type for three non-exact test problems.

The conserved densities for the initial condition in (6.23) are

$$
\int_{0}^{2 \pi} u d x=0, \quad \int_{0}^{2 \pi} u^{2} d x=3.1416, \quad \int_{0}^{2 \pi}\left(-\frac{u^{3}}{3 \kappa}+u_{x}^{2}\right) d x=3.1369
$$

while we get for the numerical solution at $t=3.0$,

$$
\int_{0}^{2 \pi} u d x=0, \quad \int_{0}^{2 \pi} u^{2} d x=3.1198, \quad \int_{0}^{2 \pi}\left(-\frac{u^{3}}{3 \kappa}+u_{x}^{2}\right) d x=2.8909
$$

Thus, the densities are approximately conservered. The numerical convergence rates for $\Delta t$ are given in Table 6.14. From the table we observe that (5.3) gives slightly better convergence rates, compared with (5.2). However, the rates are not as high as the theoretical results. The three norms are well correlated.

We find that the number of solitons in the solution of (6.23) is dependent on $\kappa$. For $\kappa>0.005$ we get fewer solitons, and for $\kappa<0.005$ more solitons. For very small values of $\kappa$ we experience that we have to have a very fine grid to manage to catch all the very steep solitons in the solution. This naturally gives huge CPU runtimes for Spec-SV.

For the other methods, we find that Diff-LxW and Spec-LxW manage to approximate the solution well for (5.2) and (5.3). The solution conserves the densities well, but the third density is somewhat harder to conserve due to small oscillations in the solution, which results in variation in the derivative. However, by using a very fine grid it is approximately conserved. We experience the same behaviour for Diff-McC and SpecMcC .

For Diff-NT* and Spec-NT* we get nearly same behaviour, but the small oscillations introduced by the abovementioned methods do not appear in the solution. Thus, it seems like the $\mathrm{NT}^{*}$ based methods work slightly better. They also conserve the densities well.

Diff-SV and DiSc manage to approximate the shape of the solution well, but they conserve only the two first densities very well. The third density is too large. However, the number of solitons in the solution is correct.

We conclude that all the methods work very well on this test case, even though they have some problems with conserving the third density. The shape of the solution is correct for all methods.

In the second test case we use a gaussian as the initial data,

$$
\begin{equation*}
u_{t}+u u_{x}+\kappa u_{x x x}=0, \quad x \in[-\pi, \pi], \quad u(x, 0)=e^{-4 x^{2}} \tag{6.24}
\end{equation*}
$$



Figure 6.13: Numerical solution to (6.24). The initial data is separated into two solitons.
which we solve for $\kappa=0.005$. The initial wave is a compressed version of a soliton. As in the previous test case, the solution should in some form be deformed to sech ${ }^{2}$ functions. The numerical solution is given in Figure 6.13. We observe that the gaussian is transformed into two solitons, each with different height and speed.

The conserved densities for the initial condition is

$$
\int_{-\pi}^{\pi} u d x=0.8862, \quad \int_{-\pi}^{\pi} u^{2} d x=0.6267, \quad \int_{-\pi}^{\pi}\left(-\frac{u^{3}}{3 \kappa}+u_{x}^{2}\right) d x=-31.6046
$$

while we at the end point $t=5.0$ find for numerical solution

$$
\int_{-\pi}^{\pi} u d x=0.8862, \quad \int_{-\pi}^{\pi} u^{2} d x=0.5620, \quad \int_{-\pi}^{\pi}\left(-\frac{u^{3}}{3 \kappa}+u_{x}^{2}\right) d x=-31.6371 .
$$

Hence all the conserved densities are conserved, and the solution is correct. The numerical convergenc rates for $\Delta t$ are given in Table 6.14, and we observe that (5.3) gives better convergence rates than (5.2).

All the other numerical methods work well on (6.24), and there is slightly differences between them. All manages to approximate the shape of the solution well, and conserves the three densities. DiSc is the only method which suffers with the densitites, at most is the error about 11 percent for the third density.

The third test case is the following,

$$
\begin{equation*}
u_{t}+u u_{x}+\kappa u_{x x x}=0, \quad x \in[-\pi, \pi], \quad u(x, 0)=\left(1-x^{2}\right) \chi_{[-1,1]}, \tag{6.25}
\end{equation*}
$$

where $\kappa=0.005$ which we solve to $t=10$. The initial data is a parabola, which is to bold to be a soliton. As with the other non-exact test problems, we expect that several solitons become a part of the solution as the time passes by. A plot of the solution is


Figure 6.14: Numerical solution to (6.25). The initial data is separated into three solitons, each with different shapes and velocities.
given in Figure 6.14, from which we observe that three solitons arise in the solution, all which have sech ${ }^{2}$ shapes.

The conserved densities for the initial condition in (6.25) are found as,

$$
\int_{-\pi}^{\pi} u d x=1.3333, \quad \int_{-\pi}^{\pi} u^{2} d x=1.0667, \quad \int_{-\pi}^{\pi}\left(-\frac{u^{3}}{3 \kappa}+u_{x}^{2}\right) d x=-58.3033
$$

while we get for the numerical solution at $t=10.0$,

$$
\int_{-\pi}^{\pi} u d x=1.3276, \quad \int_{-\pi}^{\pi} u^{2} d x=1.0616, \quad \int_{-\pi}^{\pi}\left(-\frac{u^{3}}{3 \kappa}+u_{x}^{2}\right) d x=-58.1694
$$

Thus, the densities are conservered. The numerical convergence rates for $\Delta t$ are given in Table 6.14, from which we observe that there is no major difference between the two splitting methods.

When DiSc is applied to (6.25) it manages to transform the initial parabola into the three solitons, but the velocity of the steepest soliton is wrong. In addition, the three densities are not conservered. Thus, DiSc works not well on this problem. Diff-LxW, Spec-LxW, Diff-McC and Spec-McC introduce small oscillations in the solution, and in that sense they are not well suited for (6.25). Diff-NT* and Spec-NT* manages to approximate the shape of the solution very well, and in addition they conserve the three densities. The same is true for Diff-SV.

### 6.5.6 The Korteweg-de Vries Equation with a Source Term

We extend the numerical solvers to yield for the $K d V$ equation with a small source term added. This gives the following equation,

$$
\begin{equation*}
u_{t}+u u_{x}+\kappa u_{x x x}=\varepsilon F\left(x, u, u_{x x}\right), \quad x \in[-\pi, \pi] \tag{6.26}
\end{equation*}
$$



Figure 6.15: Numerical solution to (6.26) using two different sources $F\left(x, u, u_{x x}\right)$. By inspecting the length between the tops of the soliton at each time, one find that the velocity is reduced, which is a result of the energy loss induced by the source.
where $F\left(x, u, u_{x x}\right)$ is a smooth function and $\varepsilon$ is a constant. If $\varepsilon$ is small, the equation yield the so-called Perturbed KdV equation. In the previous subsections, we found that the operator splitting method applied to the standard KdV equation (5.8), was a method which worked overall very well. Therefore, it is tempting to apply the splitting approach once more for (6.26) to form a numerical solution. We split the equation, and get

$$
\begin{array}{r}
v_{t}+v v_{x}=0, \\
w_{t}+\kappa w_{x x x}=0, \\
\zeta_{t}=\varepsilon F\left(x, \zeta, \zeta_{x x}\right), \tag{6.29}
\end{array}
$$

as the split equations. We concatenate the subsolutions using the Godunov splitting (5.2), such that we solve the three subequations a full time step $\Delta t$ to form a full splitting step. For (6.27) and (6.28) we use SV and Spec, respectively. For (6.29), we form a method which is dependent on the form of the source. We construct four small test problems, where we put $\kappa=0.005$ and let $x$ be in the intervall $[-\pi, \pi]$. The constant $\varepsilon$ is varied between the examples. As initial condition for the problems we use (6.21) (with $c=0.5$ ), and shift it two units to the left.

The first test case is inspired by [16]. We put $F\left(x, u, u_{x x}\right)=a_{1} u+a_{2} u^{2}+a_{3} u^{3}$ in (6.29) and $\varepsilon=0.01$. To solve (6.29) we use an explicit forward difference in time. For the coefficients we use $a_{1}=2, a_{2}=-20$ and $a_{3}=4$. The added source results in that the soliton reduces its energy because of the negative sign in front of $a_{2}$. Thus, the velocity is reduced in addition with the height. If we use only positive coefficients for $F\left(x, u, u_{x x}\right)$, the velocity and height increase. A plot of the solution is given in Figure 6.15. We observe that the height of the soliton is reduced and that the velocity decreases.

In the second test case we put $F\left(x, u, u_{x x}\right)=u_{x x}$. With this source (6.26) turns into the Kortweg-de Vries Burgers' equation. To solve (6.29) we use the Crank-Nicolson


Figure 6.16: Numerical solution to (6.26) using two different sources $F\left(x, u, u_{x x}\right)$. The major difference between (a) and (b) is the appearence of the diffusion term in (b), which result in a smoothing of the solution.
scheme. The solution for this test case, should be close related to those for (6.20), but because of the source term the soliton is smoothed. As a result of this smoothing, the velocity should go down. We put $\varepsilon=0.01$ in the calculations. A plot of solution is given in Figure 6.15, and we observe that the solution is a smoothed version of those in Figure 6.7.

For the third test case we use

$$
F\left(x, u, u_{x x}\right)=3 c \operatorname{sech}^{2}\left(\sqrt{\frac{c}{4 \kappa}} x\right)
$$

where we put $c$ and $\kappa$ as above. We use $\varepsilon=1.0$. Thus, the source produces solitons similar to the initial data around $x=0$. These new solitons should travel to the right. A plot of the solution is given in Figure 6.16.

In the fourth test case we combine the second and third test case, and use

$$
F\left(x, u, u_{x x}\right)=3 c \operatorname{sech}^{2}\left(\sqrt{\frac{c}{4 \kappa}} x\right)+\frac{1}{10} u_{x x}
$$

where we put $c$ and $\kappa$ as above, and we use $\varepsilon=1.0$. The solution should behave similar as in the third test case, but the solitons should be smeared out. A plot is given in Figure 6.16.

We have not been much formal and precise in the testing for (6.26), and we have not analytically analyzed the behaviour of the equation. We have only extended our already existing solvers for the KdV equation, to yield for an added source term. However, by using physical interpretation of $F\left(x, u, u_{x x}\right)$ we have been able to predict the behaviour of the numerical solutions of (6.26), and the solutions followed our intuition in a good way. We have only used rather simple expression for the source term, and more "exotic"
sources could have been tested, but they should in some sense have some relation with the physics of the equation. As a small conclusion, it looks like our extended operator splitting method for (6.26) works well, but the results should be controlled in more details.

### 6.5.7 Discussions

The main purpose for the numerical experiments for the KdV equation (5.8) was to study the numerical convergence rates for the split step size $\Delta t$ when applying the Godunov splitting (5.2) and the Strang splitting (5.3) methods, and compare the numerical results with the theoretical results in Section 5. In this investigation we used an exact one-soliton test case, a two-soliton exact test case and several non-exact test cases.

For the one-soliton test problem (6.20) we experienced that all methods but Diff-LxF and Spec-LxF worked very well. The convergence rates for $\Delta t$ are given in Table 6.8, from which we observe that (5.2) gets overall numerical results which follows the theory very well, while (5.3) gets higher convergence rates, but not as high as the theoretical results. From our numerical results it seems like (5.3) is sensitive for which numerical method that is used for solving the subequations, specially those for (6.3). The methods which use Diff as the numerical method for (6.3) obtain higher convergence rates compared with the methods with Spec. Same behaviour is not present for (5.2). We should not expect that the numerical results fit perfectly with the theory, and our numerical results is an indication on that (5.3) gives a higher convergence rate than (5.2), which is the important essence of the theoretical results. In addition, the $L^{1}$-, $L^{2}$ - and $L^{\infty}$-norm are well-correlated and give approximately the same convergence rates for $\Delta t$.

The numerical behaviour of the two splitting methods in (5.2) and (5.3) is in some way different. The behaviour is best seen when few time steps are used to create the solutions. Oscillations appear in all methods, though with different amplitudes and frequencies, and Diff-SV and Spec-SV turns out to be the best method from this point of view. Moreover, the oscillations is reduced when the number of time steps is increased. However, there is a clear tendency that the oscillations with (5.3) have lower amplitudes compared with the solutions using (5.2). Thus, since (5.3) performs two "half-steps" with (6.3), in each split step, it looks like the numerical methods for (6.3) reduces in some way these oscillations.

The Strang splitting (5.3) involves three function calls in each split step, while the Godunov splitting (5.2) involves two. Thus, when the same amount of steps are performed, (5.3) yield naturally higher CPU runtimes. However, the important point is the accuracy of the splittings, and we experienced that (5.3) needs significantly fewer time steps to give the same accuracy as (5.2), cf. Table 6.11. Thus, from this point of view is (5.3) favourable. When we consider the numerical methods for the subequations, we observe that there is a major difference if we solve (6.3) with Diff or Spec, and the latter is much faster. The differences between $\mathrm{LxF}, \mathrm{McC}$ and $\mathrm{NT}^{*}$ for the (6.1) are small. The slowest methods are the two methods which use SV for the conservation law. This is a result of how the linear system in (6.12) is solved. A natural improvement would have been to solve the system with a Crank-Nicolson method, which would have given
a linear system to solve at each time step. With this implicit scheme we could probably have taken longer time steps, which would have resulted in faster CPU runtimes. When in addition fast iteration methods exist for solving linear system, this would probably have given a much faster method.

Since (5.8) is a conservation law and therefore conserve some densities, we tested how well (5.2) and (5.3) in use with the different numerical methods conserved three densitites. The conclusion is that both the splitting methods in combination with all the numerical methods for the subequations conserve the densities very well for the one-soliton test problem.

DiSc works very well for the one-soliton test problem, and manages to conserve the three densities, though with a relative error larger than the operator splitting solutions. We experience that this difference method is stable for both rough and fine grids, and in addition is it relatively fast. Hence, DiSc works as well as the operator splitting methods for the one-soliton test problem.

For the two-soliton test problem (6.22) all but Spec-SV collapse, in the sense that they not manage to give a correct solution. Spec-SV also conserves the densities for this problem well, for both splitting methods. The convergence rates for $\Delta t$ is not different for the two splitting methods for Spec-SV, cf. Table 6.13. The pointwise error is highest in the interaction of the solitons, cf. Figure 6.11. The interesting with Spec-SV is that even though the error is relatively high in the middle of the domain, the method is able to regain and reduce the error after the interaction. This is a property of the method which we not have seen using other methods, that is, if first an error is introduced it remains in the solution for all times after that point. This means that Spec-SV manages to remember the shape and movement of the two solitons throughout the interaction. Thus, we have found a numerical method which manages to approximate the one-soliton and two-soliton phenomena in a good manner.

For the non-exact test cases Spec-SV in combination with the two splitting methods work well, based on the conserved densities and the mechanism in each term of (5.8). From the collapse on the two-soliton exact test problem, we thought that the other methods were not able to approximate solutions which involved more than one soliton. We were wrong! The other operator splitting methods and DiSc manage to produce correct non-exact solutions which conserve the three densitites, for the non-exact cases. Moreover, the success for the other methods seem to be dependent on the initial data, specially for DiSc, in addition with a strong dependence on $\Delta x$ and $\Delta t$. For instance, to conserve the densities using some of the methods we have to use a much finer grid than with Spec-SV. On the other hand, the CPU runtime for Spec-SV is very high compared with the other methods, which means that we can use finer grids for the other methods and obtain same CPU runtimes. However, by our testing Spec-SV should be favourable since it works well for all the test problems.

As a small conclusion on the numerical convergence rates for $\Delta t$, which overall have been the main purpose to study throughout all the different test problem, it seemes like it it difficult to obtain numerical convergence rates for $\Delta t$ for (5.3) for (5.8) which is as high as the theoretical result. The numerical results for (5.3) seems to be way more
sensitive for the initial data, the grid, and the underlying numerical solvers, than the more simple (5.2).

The non-exact test cases for (5.8) with a source term is more or less a tryout of the operator splitting method for equations with more than two spatial split terms. From our results, which is interpreted using physical intuition, it seems like it is possible to use the operator splitting method for equations with more than two spatial terms. We concatenated the split equations in the most simple way using the Godunov method, since there is no intuitive way of combining "half" steps to form a method similar to Strang splitting for two spatial terms. All the four test cases make sense, and the solution seem to be correct from our intuition, but we have no exact cases to check the numerical methods with. From an analytical point of view, it should be possible to get theoretical convergence result for the Godunov type of an operator splitting method for equations with more than two spatial terms. On the other hand, operator splitting methods which give high order convergence for $\Delta t$ for these types of equations are harder to find. An interesting study would have been to study the operator splitting method applied on very complicated equations involving many terms, each which as a subequation in a splitting method is relatively easy to solve.

### 6.5.8 Conclusions

We have solved the KdV equation (5.8) numerically using the operator splitting method of Godunov and Strang type, given in (5.2) and (5.3), respectively. As initial data, we have used an exact one-soliton solution, an exact two-soliton interaction solution and several non-exact test cases. The main focus was to investigate the numerical convergence rates for $\Delta t$ numerically, and compare them with the theoretical results in Section 5. In addition, several other aspects with the splitting approaches and the numerical methods was investigated, and at last the two operator splitting methods were compared with a full implicit difference scheme ( DiSc ).

We found that the numerical convergence rates for $\Delta t$ followed the theoretical results for the Godunov splitting well for the one-soliton exact test problem, and all the numerical methods worked well. In addition, all the numerical methods conserved three densities, which the KdV equation conserve. The Strang splitting gave better rates than the Godunov splitting, but not as high as the theoretical result. However, the Strang splitting produced more accurate solutions, and should because of this generally be more favourable for this type of problems.

For the two-soliton exact test problem, all numerical methods but a numerical method which use a spectral method for the Airy equation in combination with a spectral viscous method for the inviscid Burgers' equation (Spec-SV) collapsed, in the sense that they not gave correct solutions. Spec-SV was also able to conserve the three densities very well. Hence, Spec-SV seems to be a good numerical method for the KdV equation, using both the Godunov and Strang splitting methods.

We tested how well the operator splitting methods and DiSc solved the KdV equation for three non-exact test cases, which we used the conservered densities and physical intuition as check points for the correctness of the solutions. Even though all of the
methods but Spec-SV collapsed for the two-soliton exact test problem, several of the different methods were able to produce solutions which was intuitively correct using the check points. DiSc also produced sensible solutions.

At last, as a try-out we tested the operator splitting method for the KdV equation with a source term, by splitting it into three equations, and concatenate them using the Godunov method. The numerical solutions followed our intuition, but should be investigated in more details, specially from an analytical view point.

Based on our testing, the operator splitting methods of Godunov and Strang types are successful methods for the KdV equation, and Spec-SV is the best overall method for the equation, both for the Godunov and Strang operator splitting methods.

## Appendices

## A Two Dimensional Examples

We have in this text only considered the viscous Burgers' equation and the Korteweg-de Vries equation in one spatial dimension, and applied the operator splitting method to split the original equations into two subequations, which we solved for small time steps. In these cases the two spatial terms were derivatives in the same dimension. The splitting method can also be used on equations which involves terms which have derivatives in several dimensions, and we use this very small section to illustrate the operator splitting method on two dimensional problems.


Figure A.1: Initial data and numerical solution of the two dimensional inviscid Burgers' equation (A.1) using the operator splitting method of Godunov type.

As the first example, we extend the inviscid Burgers' equation to two dimensions. To do this, consider the inviscid Burgers' equation

$$
u_{t}+u u_{\xi}=0
$$

and put $\xi=x+y$, which yield the two dimensional inviscid Burgers' equation,

$$
\begin{equation*}
u_{t}+u u_{x}+u u_{y}=0, \quad \Omega=[-2 \pi, 2 \pi] \times[-2 \pi, 2 \pi], \tag{A.1}
\end{equation*}
$$

by a change of variables. Since we started with the one dimensional equation, we can use the intuition to interpret how the solutions will behave. As initial data we use a two dimensional guassian centered at origo. Since the coefficients in front of the two nonlinear parts is one, the initial data will be transported in the direction $[1,1]$, and the initial data should be steepened through this movement. From the plot of the solution in Figure A. 1 we observe that this happens. Thus, the operator splitting method works as we expect on this example.


Figure A.2: Initial data and numerical solution of the two dimensional Airy equation (A.2) using the operator splitting method of Godunov type.

As the second example, we use a two dimensional Airy equation,

$$
\begin{equation*}
u_{t}-2 u_{x x x}+u_{y y y}=0, \quad \Omega=[-\pi, \pi] \times[-\pi, \pi] \tag{A.2}
\end{equation*}
$$

which has exact solution $u(x, y, t)=\sin (x+y-t)$. Thus, the solution should be a two dimensional wave. A solution plot is given in Figure A.2, and we see that the solution behaves as we expect. Thus, the operator splitting method works for this problem.


Figure A.3: Initial data and numerical solution of the two dimensional viscous Burgers' equation (A.3) using the operator splitting method of Godunov type.

For the third example, we extend the one dimensional viscous Burgers' equation, $u_{t}+u u_{\xi}-\kappa u_{\xi \xi}=0$, to two dimensions. This is done by using $\xi=x+y$ and a change
of variables, which gives

$$
\begin{equation*}
u_{t}+u u_{x}+u u_{y}-\kappa\left(u_{x x}+u_{y y}\right)=0, \quad[-2 \pi, 2 \pi] \times[-2 \pi, 2 \pi] . \tag{A.3}
\end{equation*}
$$

This example is close related to (A.1), the only difference is the added diffusion which will have an smoothing effect on the solutions. We use

$$
u_{0}(x, y)=\sin \left(x^{2}+y^{2}\right) e^{-\sqrt{x^{2}+y^{2}}}
$$

as the initial data and put $\kappa=0.05$. The initial data should be traveled in the $[1,1]$ direction and during this movement smoothed slightly out. From Figure A. 3 we see that the small initial waves far from origin are smoothed out and are gone at $t=2.0$, and we are left with the highest of the initial waves which are a tilted and smoothed version of the initial wave.

These examples are good illustrations of the robustness of the operator splitting method, and that the method can be applied to several different equation with great success.
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