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## INTRODUCTION

"Tallene og bokstavene møttes en dag og ville slåss. Vi vinner alltid, sa tallene. Vi gir oss aldri, sa bokstavene. Dermed lå de der hulter til bulter."

Inger Hagerup

Partial differential equations (PDEs) describe the underlying physics in many problems from areas such as heat transfer, structural mechanics, fluid mechanics, or electromagnetics. Ever since the introduction of the modern computer there has been a growing interest in computer simulation of such physical systems. In parallel with the last decades' rapid increase in available computer power, there has been an impressive development of new and efficient numerical methods for computer simulation. Numerical methods for PDEs is one field of research that continues to be very active today.

One classical family of methods for the numerical approximation of PDEs is finite element (FE) methods. Depending on the particular problem at hand (for example regularity of the solution), a particular method (or class of methods) is typically better suited than others. A good method minimizes the computational time required to find a numerical approximation at a prescribed level of accuracy.

Most of the papers in this thesis are related to efficient numerical approximation of parametrized PDEs. In addition to the spatial and possibly temporal variables, a parametrized PDE depends on one or several parameters that enter into the equations as coefficients or through coefficient functions. These parameters may be related to physical properties of the system such as material properties or geometry, or interactions of the system with its environment such as applied forces or boundary conditions. The parameter dependence thus defines not only a single PDE but rather a family of PDEs which we wish to approximate. Parametrized PDEs are relevant in many engineering applica-
tions such as parameter estimation, design, or optimization; or for educational or scientific purposes to understand the behavior of the solution as a function of physical parameters.

Typically, one is interested in the solution to a parametrized PDE either for many different input parameter values - many queries - or the solution is required rapidly once the input parameter value is known - real time. In these contexts classical methods may be prohibitively expensive: they do not provide a sufficiently accurate solution within the time available for computation. However, the family of solutions induced by the underlying parameter dependence often provides an opportunity for model reduction: the solution associated with one parameter value is typically similar to the solution associated with a nearby parameter value. The reduced basis method $[1,33,44]$ is one method that takes advantage of precisely this opportunity to provide computational speedup of solutions to parametrized PDEs without compromise to the accuracy of the approximation. The reduced basis method belongs to the large class of model order reduction methods. The common goals of such methods are to reduce the computational complexity of a given problem and preserve important properties of the system such as accuracy and stability.

This introduction chapter is organized as follows. First, we motivate and discuss in Section 1 model order reduction more generally. Then, in Section 2 we give an overview of the reduced basis method. Next, in Section 3 we give an overview of the related empirical interpolation method; this method is used for the approximation of parametrized functions, and is the focus of three of the papers in this thesis. Finally, in Section 4, we summarize and discuss the contributions from each of the papers.

## 1 Model Order Reduction

Classical numerical methods for PDEs, such as finite difference or finite element methods (FE) [9, 10, 35, 40], are frequently used to solve engineering problems in areas such as heat transfer, structural mechanics, electromagnetics, and fluid mechanics. Many of these problems can be solved efficiently with classical methods. However, for complicated problems the number of degrees of freedom required to resolve all features of the solution with sufficient accuracy may be very large. As a result, the associated computational cost may be very large and in some cases prohibitive.

When classical methods are too expensive, model order reduction methods may in some cases be used to reduce the number of degrees of freedom and as
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a result the required computational time. These methods attempt to replace the original (FE, say) system of high order - many degrees of freedom - with a reduced system of lower order - significantly fewer degrees of freedom - in such a way that the solution associated with the lower order system is a good approximation to the solution of the original higher order system. Model order reduction methods must thus in some sense identify the degrees of freedom that are important for the behavior of the system, and retain these degrees of freedom in the reduced system.

Many of the traditional model order reduction techniques have been developed within the field of dynamical system simulation and control. A full order system - a direct physical model or, say, the result of a highly accurate FE spatial discretization of a PDE - may be computationally too costly in the optimal control setting since the solution of the system is required for many (in advance unknown) input controls. For this reason methods for model order reduction have been considered. Classical approaches include Krylov subspace methods [3] and balanced truncation [30]. An approach related to balanced truncation which in fact for parabolic PDEs is relevant to the reduced basis context of this thesis [20], is proper orthogonal decomposition (POD) (also known as principal component analysis) [41, 43, 45]. All these model order reduction techniques share a common goal: provide significant reduction of the computational complexity and hence cost of the system and preserve important properties of the system such as accuracy and stability.

Another branch of model order reduction methods is found in the context of parametrized systems. In this case the input parameters may be physical properties of the system such as material properties, geometrical factors, or boundary conditions. Typically, the parameters enter as coefficients or through coefficient functions in a partial or ordinary differential equation that describe the physical system of interest.

In practical applications, the solution to the system - the state or the field variable - is typically not the main interest per se. Decisions in engineering are typically not based on how the solution "looks" but rather from more quantifiable measures that may be inferred from the state or the field. The main interest is thus certain outputs of interest derived from the solution, such as an average of the field variable over a small region.

Parametrized model order reduction is of particular interest in contexts such as optimal control, design, optimization, parameter estimation, or stochastic simulation. In these contexts either immediate output response is required, or the output is required for many different input parameters. Often, a full order system (many degrees of freedom) is prohibitively expensive in these contexts

- it may be impossible to solve the system to sufficient accuracy within the amount of time or on the computer hardware available. Model order reduction techniques on the other hand may reduce the number of degrees of freedom of the system such that sufficiently accurate output approximations are computationally feasible within these constraints.


## 2 The Reduced Basis Method

The first four papers in this thesis are directly related to the reduced basis (RB) method. In this section, we give a brief overview of the methodology, and a short introduction to some of the technical details involved.

### 2.1 Overview

The RB method is a computational and mathematical framework for parametric model order reduction of parametrized PDEs. The parameters enter into a parametrized PDE as coefficients or through coefficient functions that specify physical properties of the system or interactions between the system and the environment. The key observation of the RB method is that the solution to this equation resides on a typically low-dimensional manifold induced by the parameter dependence. When this manifold is smooth - the solution to the PDE varies smoothly with the parameters - it should be possible to reconstruct a good approximation of the solution associated with any parameter value with only limited knowledge of the manifold.

We now make this statement somewhat more precise. Let $\mathcal{D} \subset \mathbb{R}^{P}$ denote a predefined and bounded parameter domain, and let $\mu \in \mathcal{D}$ denote a particular parameter value; $P \geq 1$ is thus the number of parameters considered. For any $\mu \in \mathcal{D}$, we may write the parametrized PDE on the form

$$
\begin{equation*}
F_{\mu}(u(\mu))=0 \tag{2.1}
\end{equation*}
$$

where $F_{\mu}$ is a parameter dependent (linear or non-linear) differential operator and $u(\mu)$ denotes the solution to the system. The parametric manifold on which the solution to this system resides is then given explicitly as

$$
\begin{equation*}
\mathcal{M}=\{u(\mu): \mu \in \mathcal{D}\} \tag{2.2}
\end{equation*}
$$

Now, say that we are given $N$ parameter values $\mu_{1} \in \mathcal{D}, \ldots, \mu_{N} \in \mathcal{D}$, and associated snapshots $u\left(\mu_{1}\right), \ldots, u\left(\mu_{N}\right)$ of $\mathcal{M}$. If $\mathcal{M}$ is smooth $-u(\mu)$ depends
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smoothly on the parameters - and $\mu_{1}, \ldots, \mu_{N}$ are well chosen, it is possible for any $\mu \in \mathcal{D}$ to compute a good approximation of $u(\mu)$ as a linear combination of the $N$ snapshots $u\left(\mu_{1}\right), \ldots, u\left(\mu_{N}\right)$. In particular, $N$ may typically be chosen relatively small, and hence this approximation to $u(\mu)$ may be calculated at relatively low computational cost.

Of course, in general the snapshots $u\left(\mu_{1}\right), \ldots, u\left(\mu_{N}\right)$ are not known exactly. In practice, we thus precompute highly accurate truth approximations, $u^{\mathcal{N}}\left(\mu_{1}\right) \approx u\left(\mu_{1}\right), \ldots, u^{\mathcal{N}}\left(\mu_{1}\right) \approx u\left(\mu_{N}\right)$, where $\mathcal{N}$ denotes the possibly very large number of degrees of freedom associated with these truth approximations. We shall consider here standard finite- or spectral element truth approximations [ $9,10,35,40]$. However, other variational frameworks such as discontinuous Galerkin methods [22] or finite volume methods [27] may be considered; see [13] and [20] for the application within the RB framework of discontinuous Galerkin methods and finite volume methods, respectively.

This "Lagrange" (snapshot-based) approach to the RB approximation seems to be the most popular approach in recent RB literature. However, alternative "Taylor" [33] or "Hermite" [24] approaches that include information about derivatives with respect to the parameters at one or more parameter values may also be considered. In this thesis, we exclusively pursue the "Lagrange" (snapshot-based) approach.

The RB method was originally developed in the context of non-linear structural analysis $[1,33]$; the methodology was further considered for fluid flow problems in $[24,36]$. Early work on error analysis of the RB approximation include [15, 37, 42]. More recent works have introduced

- rigorous a posteriori bounds for the error of the RB approximation with respect to the underlying truth FE discretization [38, 44];
- quasi-optimal sampling procedures for snapshot selection [20, 47]; and
- strict offline-online computational decoupling between a $\mathcal{N}$-dependent (expensive) precomputation stage followed by a $\mathcal{N}$-independent (much less expensive) input-output prediction stage [31, 44].
We shall discuss each of these ingredients briefly below and more extensively in the subsequent papers. The RB methodology is well developed for linear elliptic coercive and non-coercive equations [23, 44], linear parabolic equations [19, 20], and quadratically non-linear elliptic or parabolic equations such as the incompressible Navier-Stokes equations [25, 32, 46]. A comprehensive overview of both earlier and more recent contributions to the RB methodology can be found in [39, 44]

In particular with the recent development of rigorous a posteriori error bounds, quasi-optimal sampling algorithms, and strict offline-online computational decoupling procedures, the RB method may provide speedup of several orders of magnitude compared to the truth FE alternative with certifiable accuracy. The number of required RB snapshots (and thus degrees of freedom), $N$, is much smaller than the number of degrees of freedom associated with the truth FE space, $\mathcal{N}$. In addition, the error in the RB approximation can be rigorously bounded with respect to the truth FE discretization.

The rapid and certifiable RB output approximation is of particular interest in real time contexts such as parameter estimation [31] and optimal control [14, 19, 21] problems, and in many query contexts, such as stochastic [7] or multiscale $[6,26,34]$ simulation. In both real time and many query contexts the significant precomputation effort required by the RB method can typically be justified. In the former the offline cost is often deemed irrelevant. In the latter, the offline cost is amortized over the many online evaluations; in particular, as the number of online evaluations $n \rightarrow \infty$, we obtain

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\text { offline cost }+n(\text { online cost })}{n}=\text { online cost. } \tag{2.3}
\end{equation*}
$$

### 2.2 Abstract Framework

The point of departure for the RB approximation is the weak form of the PDE. Let us now look at an example. Consider the particular parametrized differential operator $F_{\mu}$ over the spatial domain $\Omega \subset \mathbb{R}^{d}, d=1,2,3$, given by

$$
\begin{equation*}
F_{\mu}(\cdot)=-\nabla \cdot(g(\mu) \nabla(\cdot))-q, \tag{2.4}
\end{equation*}
$$

where, for any $\mu \in \mathcal{D}, g(\mu): \Omega \rightarrow \mathbb{R}$ is a parametrized coefficient function, and $q: \Omega \rightarrow \mathbb{R}$ is the load; we assume sufficient regularity of $g$ and $q$. In this case the strong form of the PDE is

$$
\begin{equation*}
-\nabla \cdot(g(\mu) \nabla u(\mu))=q, \quad \text { in } \Omega \tag{2.5}
\end{equation*}
$$

together with appropriate boundary conditions. We consider in this example

$$
\begin{align*}
u(\mu) & =0, & & \text { on } \Gamma_{\mathrm{D}} \subset \partial \Omega  \tag{2.6}\\
\frac{\partial u(\mu)}{\partial n} & =0, & & \text { on } \Gamma_{\mathrm{N}} \subset \partial \Omega \tag{2.7}
\end{align*}
$$

where $\partial \Omega=\Gamma_{\mathrm{D}} \cup \Gamma_{\mathrm{N}}$ is the boundary of $\Omega$.

We now introduce a function space $V$ of test functions; in this case $V=$ $H_{\mathrm{D}}^{1}(\Omega)$, where $H_{\mathrm{D}}^{1}(\Omega)=\left\{v \in H^{1}(\Omega):\left.v\right|_{\Gamma_{\mathrm{D}}}=0\right\}, H^{1}(\Omega)=\left\{v:|\nabla v| \in L^{2}(\Omega)\right\}$, and $L^{2}(\Omega)$ is the usual space of square integrable functions over $\Omega$. We obtain the weak form of (2.5) by multiplication with a test function $v \in V$,

$$
\begin{equation*}
-\nabla \cdot(g(\mu) \nabla) u(\mu) v=q v, \quad \forall v \in V \tag{2.8}
\end{equation*}
$$

integration over $\Omega$,

$$
\begin{equation*}
-\int_{\Omega} \nabla \cdot(g(\mu) \nabla) u(\mu) v=\int_{\Omega} q v, \quad \forall v \in V \tag{2.9}
\end{equation*}
$$

and finally integration by parts,

$$
\begin{equation*}
\int_{\Omega} g(\mu) \nabla u(\mu) \cdot \nabla v=\int_{\Omega} q v+\int_{\partial \Omega} \frac{\partial u(\mu)}{\partial n} v, \quad \forall v \in V . \tag{2.10}
\end{equation*}
$$

In this case the last term on the right hand side of (2.10) vanishes due to the boundary conditions (2.6) and (2.7) since either $v=0$ or $\partial u(\mu) / \partial n=0$ on $\partial \Omega$. The weak formulation of (2.5)-(2.7) then reads as follows: for any $\mu \in \mathcal{D}$, find $u(\mu) \in V$ such that

$$
\begin{equation*}
\int_{\Omega} g(\mu) \nabla u(\mu) \cdot \nabla v=\int_{\Omega} q v, \quad \forall v \in V \tag{2.11}
\end{equation*}
$$

More generally, we introduce a Hilbert space $X$ associated with the exact solution of the problem. We further introduce for any $\mu \in \mathcal{D}$ a bilinear form $a(\cdot, \cdot ; \mu): X \times X \rightarrow \mathbb{R}$ and a linear functional $f(\cdot ; \mu): X \rightarrow \mathbb{R}$. The exact problem may then be stated as follows: For any $\mu \in \mathcal{D}$, find $u(\mu) \in X$ such that

$$
\begin{equation*}
a(u(\mu), v ; \mu)=f(v ; \mu), \quad \forall v \in X \tag{2.12}
\end{equation*}
$$

We also introduce a linear and bounded output functional $\ell(\cdot ; \mu): X \rightarrow \mathbb{R}$. With the solution $u(\mu)$ of (2.12) we evaluate the output of interest through $\ell$ as

$$
\begin{equation*}
s(\mu)=\ell(u(\mu) ; \mu) . \tag{2.13}
\end{equation*}
$$

We note that if $a(\cdot, \cdot ; \mu)$ is stable and continuous with respect to the $X$-norm, and $f(\cdot ; \mu)$ is bounded with respect to the $X$-norm, $u(\mu) \in X$ exists and is unique [40].

For our particular example (2.11) we identify for all $w \in V, v \in V$,

$$
\begin{equation*}
a(w, v ; \mu)=\int_{\Omega} g(\mu) \nabla w \cdot \nabla v, \quad f(v ; \mu)=\int_{\Omega} q v . \tag{2.14}
\end{equation*}
$$

If $g(\mu)>0$ and $g(\mu)$ is bounded for all $\mu \in \mathcal{D}$, then $a(\cdot, \cdot ; \mu)$ is coercive and continuous for all $\mu \in \mathcal{D}$. In this case, if $q$ has sufficient regularity such that $f(\cdot ; \mu)$ is bounded in $V$, existence of a unique solution $u(\mu)$ to the problem (2.11) for any $\mu \in \mathcal{D}$ is guaranteed by the Lax-Milgram Lemma [40].

### 2.3 Finite Element Discretization

We may now discretize (2.12) with (say) a classical FE method. To this end we introduce a discrete space $X^{\mathcal{N}} \subset X$ of finite dimension $\mathcal{N}$; for example $X^{\mathcal{N}}$ may be the space of piecewise polynomials up to a specified polynomial order. The FE version of (2.12)-(2.13) then reads as follows: For any $\mu \in \mathcal{D}$, find $u^{\mathcal{N}}(\mu) \in X^{\mathcal{N}}$ such that

$$
\begin{equation*}
a\left(u^{\mathcal{N}}(\mu), v ; \mu\right)=f(v ; \mu), \quad \forall v \in X^{\mathcal{N}} \tag{2.15}
\end{equation*}
$$

and evaluate the output

$$
\begin{equation*}
s^{\mathcal{N}}(\mu)=\ell\left(u^{\mathcal{N}}(\mu) ; \mu\right) \tag{2.16}
\end{equation*}
$$

In the RB framework, we shall suppose that $X^{\mathcal{N}}$ is a high-fidelity FE space such that $u^{\mathcal{N}}$ is a good approximation to $u(\mu)$, and consequently $s^{\mathcal{N}}(\mu)$ is a good approximation to $s(\mu)$. Under this assumption we shall neglect the error $u(\mu)-u^{\mathcal{N}}(\mu)$ and consequently the output error $s(\mu)-s^{\mathcal{N}}(\mu)$ : the FE solution $u^{\mathcal{N}}(\mu)$ and output $s^{\mathcal{N}}(\mu)$ are truth approximations to the corresponding exact quantities.

### 2.4 Reduced Basis Approximation

It is the computation of the truth approximation in (2.15)-(2.16) that we wish to accelerate by the RB method without loss of accuracy or rigor. To this end we introduce the RB approximation space

$$
\begin{equation*}
X_{N}=\operatorname{span}\left\{u^{\mathcal{N}}\left(\mu_{1}\right), \ldots, u^{\mathcal{N}}\left(\mu_{N}\right)\right\} \tag{2.17}
\end{equation*}
$$

of dimension $N \ll \mathcal{N}$. The RB space is thus spanned by truth FE snapshots that reside on a presumably smooth parametric manifold $\mathcal{M}^{\mathcal{N}}=\left\{u^{\mathcal{N}}(\mu): \mu \in \mathcal{D}\right\}$, as indicated in Figure 1. ${ }^{1}$ We note that $\mathcal{M}^{\mathcal{N}}$ is only a small subset of the FE space $X^{\mathcal{N}}$; many of the $\mathcal{N}$ degrees of freedom associated with the full FE space is

[^1]
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Figure 1: The RB approximation (green) is a linear combination of FE snapshots (red) that reside on a typically smooth parametric manifold. (This figure is a reproduction of Figure 16 in [44].)
thus in some sense redundant when attention is restricted only to this manifold. We expect that the RB space $X_{N}$ accommodates good approximations $u_{N}(\mu) \approx$ $u^{\mathcal{N}}(\mu)$ for any $\mu \in \mathcal{D}$ provided that the parameters $\mu_{1}, \ldots, \mu_{N}$ are well chosen.

The RB version of (2.15)-(2.16) now reads as follows: For any $\mu \in \mathcal{D}$, find $u_{N}(\mu) \in X_{N}$ such that

$$
\begin{equation*}
a\left(u_{N}(\mu), v ; \mu\right)=f(v ; \mu), \quad \forall v \in X_{N} \tag{2.18}
\end{equation*}
$$

and evaluate the output

$$
\begin{equation*}
s_{N}(\mu)=\ell\left(u_{N}(\mu) ; \mu\right) . \tag{2.19}
\end{equation*}
$$

In addition, we may certify the RB solution or RB output prediction by rapid evaluation of RB a posteriori error estimators $\Delta_{N}(\mu)$ or $\Delta_{N}^{\text {out }}(\mu)$, such that

$$
\begin{equation*}
\Delta_{N}(\mu) \geq\left\|u^{\mathcal{N}}(\mu)-u_{N}(\mu)\right\|_{X} \tag{2.20}
\end{equation*}
$$

or

$$
\begin{equation*}
\Delta_{N}^{\text {out }}(\mu) \geq\left|s^{\mathcal{N}}(\mu)-s_{N}(\mu)\right| \tag{2.21}
\end{equation*}
$$

respectively [44].

Clearly, the choice of the parameter values $\mu_{1}, \ldots, \mu_{N}$ is crucial to the quality of the RB approximation. In particular, if $\mathcal{M}^{\mathcal{N}}$ is smooth and $\mu_{1}, \ldots, \mu_{N}$ are judiciously chosen, we expect rapid convergence (as we increase $N$ ) of the RB approximation over $\mathcal{D}$.

```
Algorithm 1 Greedy sampling strategy
    Set \(N \leftarrow 1\) and choose \(\mu_{1} \in \mathcal{D}\) (randomly, say)
    Compute \(u^{\mathcal{N}}\left(\mu_{1}\right)\) and set \(X_{N}=\operatorname{span}\left\{u^{\mathcal{N}}\left(\mu_{1}\right)\right\}\).
    while \(N<N_{\text {max }}\) do
        \(\mu_{N+1}=\arg \max _{\mu \in \Xi \subset \mathcal{D}} \Delta_{N}(\mu)\)
        Compute \(u^{\mathcal{N}}\left(\mu_{N+1}\right)\) and set \(X_{N+1}=\operatorname{span}\left\{u^{\mathcal{N}}\left(\mu_{1}\right), \ldots, u^{\mathcal{N}}\left(\mu_{N+1}\right)\right\}\).
        \(N \leftarrow N+1\)
    end while
```

In [47], the Greedy sampling stategy listed as Algorithm 1 was proposed. With this strategy, the RB space is constructed iteratively starting from only one (randomly chosen, say) parameter value $\mu_{1} \in \mathcal{D}$ and associated (in practice normalized) basis function $u^{\mathcal{N}}\left(\mu_{1}\right)$. At iteration $N$ of the Greedy algorithm, the a posteriori error estimator $\Delta_{N}(\mu)$ is first evaluated over $\mathcal{D}$. (In practice, $\Delta_{N}(\mu)$ is evaluated over a finite training set $\Xi \subset \mathcal{D}$ - a rich computational surrogate for $\mathcal{D}$.) Denote by $\mu_{N+1}$ the particular parameter value at which the error estimator attains it maximum. The next RB space is then enriched with the (orthonormalized) snapshot $u^{\mathcal{N}}\left(\mu_{N+1}\right)$. We finally set $N \leftarrow N+1$ and proceed to the next iteration; the procedure stops when a specified maximum RB space dimension $N_{\max }$ is reached (or alternatively when the maximum of the a posteriori error estimator over $\Xi$ reaches a specified tolerance).

In practice, the Greedy algorithm typically provides exponential convergence (with $N$ ) of the RB approximation over $\mathcal{D}$. It was first shown in [29] that for certain simple problems it is possible to choose the parameter values $\mu_{1}, \ldots, \mu_{N}$ such that exponential convergence is achieved. More recently, it is shown in $[5,8]$ that the Greedy algorithm achieves exponential convergence, if exponential convergence is possible.

We note that for time-dependent PDEs the snapshots must be chosen at judiciously chosen points in the combined time-parameter domain, and thus a modification to the standard Greedy sampling algorithm is necessary. A first extension of the Greedy algorithm to the time-dependent case was considered in [19]. More relevant to this thesis is a combined POD/Greedy procedure introduced in [20]; this procedure complements the standard Greedy procedure
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in the parameter domain with proper orthogonal decomposition in the temporal domain.

The offline-online computational decoupling is crucial to the efficiency of the RB method. The RB offline stage is essentially execution of the Greedy sampling algorithm: selection and computation of $N$ finite element truth snapshots. In addition, an online dataset of size independent of $\mathcal{N}$ is constructed in the offline stage and stored for subsequent evaluation in the online stage. The computational cost of this process is $\mathcal{N}$-dependent, and hence the offline stage may be rather expensive. However, the offline stage is performed only once as preprocessing.

The RB online stage is evaluation of the RB solution, RB output, and RB output error bound. Thanks to the online dataset constructed and stored in the offline stage, the cost of the RB online stage depends on $N$ and not on $\mathcal{N}$ [44]. ${ }^{2}$ Under the crucial assumption on parametric smoothness, $N$ can be chosen significantly smaller than $\mathcal{N}$ for acceptable numerical accuracy. The $N \times N$ algebraic system associated with the RB problem (2.18) is in this case significantly faster to solve than the $\mathcal{N} \times \mathcal{N}$ system associated with the FE problem (2.15). The RB approximation is thus useful in the many query or real time contexts

## 3 The Empirical Interpolation Method

Papers 5, 6, and 7 of this thesis are related to the empirical interpolation method (EIM) $[4,18]$. We now give an overview of the method and a brief review of the approximation procedure.

### 3.1 Overview

The EIM is a method for "affine" approximation of "non-affine" parameter dependent functions. The EIM was introduced in [4] as a tool within the RB framework for the approximation of non-affine differential operators. It was further considered for the approximation of non-linear differential operators in [18]; see also [17]. In the case of a linear differential operator, the efficient RB offline-online computational procedures require a differential operator that is

[^2]affine in functions of the parameter. In particular, for all $\mu \in \mathcal{D}$, the bilinear form $a(\cdot, \cdot ; \mu)$ and the linear functional $f(\cdot ; \mu)$ must admit expansions
\[

$$
\begin{align*}
a(\cdot, \cdot ; \mu) & =\sum_{q=1}^{Q_{a}} a^{q}(\cdot, \cdot) \Theta_{a}^{q}(\mu),  \tag{3.1}\\
f(\cdot ; \mu) & =\sum_{q=1}^{Q_{f}} f^{q}(\cdot) \Theta_{f}^{q}(\mu) . \tag{3.2}
\end{align*}
$$
\]

Here, for $1 \leq q \leq Q_{a}$, the $a^{q}: X \times X \rightarrow \mathbb{R}$ are parameter independent bilinear forms and the $\Theta_{a}^{q}: \mathcal{D} \rightarrow \mathbb{R}$ are parameter dependent functions, and for $1 \leq q \leq Q_{f}$, the $f^{q}: X \rightarrow \mathbb{R}$ are parameter independent linear functionals and the $\Theta_{f}^{q}: \mathcal{D} \rightarrow \mathbb{R}$ are parameter dependent functions. In particular, these affine expansions enable the offline construction of the online dataset (of size independent of $\mathcal{N}$ ), which in turn allows online evaluation of the RB solution, RB output, and RB output error bound at computational cost dependent only on $N, Q_{a}$, and $Q_{f}$, and not on $\mathcal{N}$. In the case of a non-affine differential operator, the EIM serves to construct an affine approximation and thus recover the efficient computational procedures.

In the case of a non-linear (in the solution $u(\mu)$ ) differential operator, it is only possible to develop efficient RB offline-online procedures for low-order polynomial non-linearities. In the case of higher order or non-polynomial nonlinearities, the EIM serves to recover efficient offline-online procedures through approximations of the non-linear terms.

The EIM has applications also outside the RB framework; several examples are mentioned in [28]. A closely related method is the discrete empirical interpolation method [12], which combines a discrete version of the EIM with proper orthogonal decomposition for model order reduction of non-linear dynamical systems.

### 3.2 EIM Approximation

As in the previous section, $\Omega$ denotes here a spatial domain, and $\mathcal{D}$ denotes a parameter domain. Consider the parametrized function $g: \Omega \times \mathcal{D} \rightarrow \mathbb{R}$; we assume that $g(\cdot ; \mu) \in L^{\infty}(\Omega)$ for all $\mu \in \mathcal{D}$. For any $\mu \in \mathcal{D}$, the EIM serves to construct an approximation $g_{M}(\cdot ; \mu) \approx g(\cdot ; \mu)$ such that $g_{M}(\cdot ; \mu)$ resides in an approximation space

$$
\begin{equation*}
W_{M}=\operatorname{span}\left\{g\left(\cdot ; \mu_{1}\right), \ldots, g\left(\cdot ; \mu_{M}\right)\right\} \tag{3.3}
\end{equation*}
$$

of finite dimesion $M$. We note that $W_{M}$ is spanned by $M$ snapshots of a parametric manifold

$$
\begin{equation*}
\mathcal{M}_{g}=\{g(\cdot ; \mu): \mu \in \mathcal{D}\} . \tag{3.4}
\end{equation*}
$$

If $\mathcal{M}_{g}$ is smooth, and if the parameters $\mu_{1}, \ldots, \mu_{M}$ are well chosen, it should thus be possible to find a good approximation $g_{M}(\cdot ; \mu) \approx g(\cdot ; \mu)$ in $W_{M}$ for any $\mu \in \mathcal{D}$ for $M$ relatively small. In practice, $\mu_{1}, \ldots, \mu_{M}$ are chosen through a Greedy sampling procedure.

For any $\mu \in \mathcal{D}$, the EIM approximation is given as a linear combination of the snapshots,

$$
\begin{equation*}
g_{M}(\cdot ; \mu)=\sum_{m=1}^{M} \varphi_{m}(\mu) g\left(\cdot ; \mu_{m}\right) \tag{3.5}
\end{equation*}
$$

Here, the coefficients $\varphi_{m}(\mu), 1 \leq m \leq M$, are determined by interpolation at $M$ judiciously chosen points $t_{1} \in \Omega, \ldots, t_{M} \in \Omega$. For $1 \leq m \leq M$, and all $\mu \in \mathcal{D}$, we thus determine $\varphi_{m}(\mu), 1 \leq m \leq M$, as the solution coefficients to the linear system

$$
\begin{equation*}
\sum_{m=1}^{M} \varphi_{m}(\mu) g\left(t_{n} ; \mu_{m}\right)=g\left(t_{n} ; \mu_{m}\right), \quad 1 \leq n \leq M \tag{3.6}
\end{equation*}
$$

Note that in contrast, the RB approximation is based on Galerkin projection.
We mention here the paper [28], which comprises a theoretical analysis of the EIM approximation and an elaborate discussion of the EIM interpolation nodes $t_{1}, \ldots, t_{M}$. In particular, these nodes are compared with known optimal point distributions in the context of polynomial interpolation on simple domains. Because of a remarkable resemblence with optimal point distributions, the EIM interpolation nodes are in [28] called the magic points.

A typical use of the EIM is evaluation of parametrized integrals. Consider as an example

$$
\begin{equation*}
G(\mu)=\int_{\Omega} g(\cdot ; \mu) \psi \tag{3.7}
\end{equation*}
$$

Here, $\psi: \Omega \rightarrow \mathbb{R}$, and we assume that the product $g(\cdot ; \mu) \psi$ is integrable over $\Omega$. (Note that a parametrized bilinear form associated with a parametrized partial differential equation may be viewed as a special case of (3.7).) Evaluation of $G(\mu)$ with for example standard Gauss-Lobatto-Legendre quadrature may be
prohibitively expensive, in particular when $G(\mu)$ is required in real time or for many different $\mu \in \mathcal{D}$. For any $\mu \in \mathcal{D}$ the EIM provides an approximation $G_{M}(\mu) \approx G(\mu)$ as

$$
\begin{equation*}
G_{M}(\mu)=\int_{\Omega} g_{M}(\cdot ; \mu) \psi=\sum_{m=1}^{M} \varphi_{m}(\mu) \int_{\Omega} g\left(\cdot ; \mu_{m}\right) \psi \tag{3.8}
\end{equation*}
$$

The key point here is that the integration can be performed as precomputation, since the integrals to the right are parameter independent.

## 4 Summary of Papers

### 4.1 Overview

The topics of this thesis are either directly or indirectly related to the reduced basis method. We now briefly discribe the contributions from each of the papers.

A first topic is the evaluation of a particular class of output functionals in the reduced basis context: integrals of fluxes over parts of the boundary of the spatial domain. If we explicitly define the output functional $\ell$ as the integral of the flux, then $\ell$ is not an $X$-bounded functional. For this reason, flux integrals are typically not evaluated directly but rather indirectly through the variational problem formulation [2, 11]. This strategy necessitates the choice of a lifting function. In a standard FE context it is obvious how to choose this lifting function. In the RB context, this choice is not so obvious. In Paper 1 we comment on "good" choices for the lifting function and demonstrate the impact these choices have on the RB approximation error.

A second topic is the hp reduced basis method ( $h p-\mathrm{RB}$ ). This method is a generalization of the standard RB method, and may provide an additional online computational speedup of the RB approximation at additional offline cost. With this method we first construct an adaptive partition of the parameter domain $\mathcal{D}$ into parameter subdomains; subsequently, we construct standard RB approximation spaces restricted to parameter values within each subdomain. The idea is that these local (in parameter) spaces may be chosen significantly smaller than the global spaces associated with a standard RB procedure.

With the $h p$-RB method we adopt the concepts of " $h$-type" and " $p$-type" approximations from the "FE language" to the parametric context of the RB method. The initial partition of the parameter domain is $h$-refinement; the subsequent application of the standard RB method within a parameter subdomain
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is $p$-refinement. The combination of these two strategies thus yields the $h p$ - RB method. The $h p-\mathrm{RB}$ method is presented for elliptic equations in Paper 2 and for parabolic equations in Paper 3. In Paper 4 we introduce a two-step $R B$ method. This method is of particular interest in the $h p-\mathrm{RB}$ context, since it may significantly reduce the $h p$ - RB offline cost.

The remainder of the thesis is related to the empirical interpolation method. In Paper 5, we develop $h p$ strategies for the empirical interpolation method These $h p$-EIM methods share the fundamental ideas with the $h p$-RB method: partition of the full parameter domain into parameter subdomains, and application of the standard EIM procedure independently within each subdomain.

In the original EIM papers [4, 18], estimators for the EIM error were introduced. Although these estimators are typically very sharp, they are not rigorous error bounds. In Paper 6 we introduce rigorous a posteriori error bounds for the EIM approximation. These bounds work well and may be computed efficiently in certain simple cases. In the general case, more work is required in particular for the efficient computation of the bounds.

For a given parametrized function, the sharpness of the associated rigorous EIM error bounds introduced in Paper 6 depends on the error in the EIM approximation of derivatives of this parametrized function with respect to the parameters (parametric derivatives). This is the motivation for the work in Paper 7, in which we more generally consider the EIM approximation of parametric derivatives. In particular we show in this paper that, as we increase the number of EIM basis functions, the error in the EIM derivative approximation goes to zero if the error in the EIM approximation of the original function goes to zero.

Although the motivation for our work in Paper 7 was to assess the sharpness of the EIM error bounds in Paper 6, the results show that the EIM may be used in practice for the efficient approximation of parametric derivatives. Moreover the convergence results in Paper 7 are in fact not restricted to the EIM, but apply to a much larger class of approximation schemes. The results may be useful in contexts such as optimization and parameter estimation, since Jacobians can be evaluated at only minor additional cost.

### 4.2 List of Papers

This thesis consists of this introduction chapter and the following papers:

Paper 1: J. L. Eftang and E. M. Rønquist, Evaluation of flux integral outputs for the reduced basis method. Mathematical Models and Methods in Applied

Sciences, Vol. 20, No. 3 (2010), pp. 351-374.
In this paper, we consider the evaluation of flux integral outputs from reduced basis solutions to second-order PDE's. In order to evaluate such outputs, a lifting function $v^{\star}$ must be chosen. In the standard finite element context, this choice is not relevant, whereas in the reduced basis context, as we show, it greatly affects the output error. We propose two "good" choices for $v^{\star}$, and illustrate their effect on the output error by examining a numerical example. We also make clear the role of $v^{\star}$ in a more general primal-dual reduced basis approximation framework.

Paper 2: J. L. Eftang, A. T. Patera, and E. M. Rønquist. An "hp" Certified Reduced Basis Method for Parametrized Elliptic Partial Differential Equations. SIAM Journal on Scientific Computing, Vol. 32, No. 6 (2010), pp. 3170-3200.

We present a new " $h p$ " parameter multidomain certified reduced basis (RB) method for rapid and reliable online evaluation of functional outputs associated with parametrized elliptic partial differential equations. We propose, and provide theoretical justification for, a new procedure for adaptive partition (" $h$ "refinement) of the parameter domain into smaller parameter subdomains: we pursue a hierarchical splitting of the parameter (sub)domains based on proximity to judiciously chosen parameter anchor points within each subdomain. Subsequently, we construct individual standard RB approximation spaces (" $p$ "refinement) over each subdomain. Greedy parameter sampling procedures and a posteriori error estimation play important roles in both the " $h$ "-type and " $p$ "type stages of the new algorithm. We present illustrative numerical results for a convection-diffusion problem: the new " $h p$ "-approach is considerably faster (respectively, more costly) than the standard " $p$ "-type reduced basis method in the online (respectively, offline) stage.

Paper 3: J. L. Eftang, D. J. Knezevic, and A. T. Patera. An hp Certified Reduced Basis Method for Parametrized Parabolic Partial Differential Equations. To appear in Mathematical and Computer Modelling of Dynamical Systems, 2011.

In this paper we introduce an $h p$ certified reduced basis method for parabolic partial differential equations. We invoke a POD (in time) / Greedy (in parameter) sampling procedure first in the initial partition of the parameter domain ( $h$ refinement) and subsequently in the construction of reduced basis approximation spaces restricted to each parameter subdomain ( $p$-refinement). We show that proper balance between additional POD modes and additional parameter values
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in the initial subdivision process guarantees convergence of the approach. We present numerical results for two model problems: linear convection-diffusion, and quadratically nonlinear Boussinesq natural convection. The new procedure is significantly faster (respectively, more costly) in the reduced basis Online (respectively, Offline) stage.

Paper 4: J. L. Eftang, D. B. P. Huynh, D. J. Knezevic, and A. T. Patera A Two-Step Certified Reduced Basis Method. Accepted in Springer Journal of Scientific Computing, 2011.

In this paper we introduce a two-step Certified Reduced Basis (RB) method. In the first step we construct from an expensive finite element "truth" discretization of dimension $\mathcal{N}$ an intermediate RB model of dimension $N \ll \mathcal{N}$. In the second step we construct from this intermediate RB model a derived RB (DRB) model of dimension $M \leq N$. The construction of the DRB model is effected at cost $\mathcal{O}(N)$ and in particular at cost independent of $\mathcal{N}$; subsequent evaluation of the DRB model may then be effected at cost $\mathcal{O}(M)$. The DRB model comprises both the DRB output and a rigorous a posteriori error bound for the error in the DRB output with respect to the truth discretization.

The new approach is of particular interest in two contexts: focus calculations and $h p-R B$ approximations. In the former the new approach serves to reduce online cost, $M \ll N$ : the DRB model is restricted to a slice or subregion of a larger parameter domain associated with the intermediate RB model. In the latter the new approach enlarges the class of problems amenable to $h p$-RB treatment by a significant reduction in offline (precomputation) cost: in the development of the $h p$ parameter domain partition and associated "local" (now derived) RB models the finite element truth is replaced by the intermediate RB model. We present numerical results to illustrate the new approach.

Paper 5: J. L. Eftang and B. Stamm. Parameter Multi-Domain "hp" Empirical Interpolation. NTNU Preprint Numerics No. 3/2011. Submitted to International Journal for Numerical Methods in Engineering, 2011.

In this paper, we introduce two parameter multi-domain " $h p$ " techniques for the empirical interpolation method (EIM). In both approaches, we construct a partition of the original parameter domain into parameter subdomains: $h$ refinement. We apply the standard EIM independently within each subdomain to yield local (in parameter) approximation spaces: p-refinement. Further, for a particularly simple case we introduce a priori convergence theory for the partition procedure. We show through two numerical examples that our approaches
provide significant reduction in the EIM approximation space dimension, and thus significantly reduce the computational cost associated with EIM approximations.

Paper 6: J. L. Eftang, M. A. Grepl, and A. T. Patera. A Posteriori Error Bounds for the Empirical Interpolation Method. Comptes Rendus Mathematique, Vol. 348, No. 9-10 (2010), pp. 575-579.

We present rigorous a posteriori error bounds for the Empirical Interpolation Method (EIM). The essential ingredients are (i) analytical upper bounds for the parametric derivatives of the function to be approximated, (ii) the EIM "Lebesgue constant," and (iii) information concerning the EIM approximation error at a finite set of points in parameter space. The bound is computed "offline" and is valid over the entire parameter domain; it is thus readily employed in (say) the "online" reduced basis context. We present numerical results that confirm the validity of our approach.

Paper 7: J. L. Eftang, M. A. Grepl, E. M. Rønquist, and A. T. Patera. Approximation of Parametric Derivatives by the Empirical Interpolation Method. NTNU Preprint Numerics No. $4 / 2011$. To be submitted to Foundations of Computational Mathematics, 2011.

We introduce a general a priori convergence result for the approximation of parametric derivatives. We show - with rather general assumptions on the particular approximation scheme - that the derivative approximation is convergent provided that the approximation to the original function is convergent. In this paper we focus on the approximation of parametric derivatives by the Empirical Interpolation Method (EIM); we present numerical results with the EIM to illustrate the general theory.
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#### Abstract

In this paper, we consider the evaluation of flux integral outputs from reduced basis solutions to second-order PDE's. In order to evaluate such outputs, a lifting function $v^{\star}$ must be chosen. In the standard finite element context, this choice is not relevant, whereas in the reduced basis context, as we show, it greatly affects the output error. We propose two "good" choices for $v^{\star}$, and illustrate their effect on the output error by examining a numerical example. We also make clear the role of $v^{\star}$ in a more general primal-dual reduced basis approximation framework.


## 1 Introduction

For many practical applications, one is interested in certain physical averages, or outputs of interest, which can be defined as functionals of the solution to a partial differential equation (PDE) that describes an underlying physical problem. For example, the output of interest may be the average heat flux through (or average temperature on) a surface, or the average force acting on a wall due to fluid flow. In this paper, we are concerned with outputs of flux integral type, i.e., outputs that can be written as surface integrals of the normal derivative of the solution to the underlying PDE. We consider second-order equations, for which it is possible to evaluate flux integral outputs directly via the weak problem formulation, and in particular without the need for any numerical differentiation.

Mathematically, we consider a weakly written problem defined on a domain $\Omega$ : Find $u \in X(\Omega)$ such that

$$
\begin{equation*}
a(u, v)=f(v), \quad \forall v \in X(\Omega) \tag{1.1}
\end{equation*}
$$

where $a$ is a coercive, continuous and for simplicity also symmetric bilinear form derived from some second-order differential operator, $f$ is a linear and bounded


Figure 1: Illustration of a general domain $\Omega$ in the particular case that the Dirichlet boundary $\Gamma^{\mathrm{D}}=\cup_{k=0}^{K-1} \Gamma_{k}^{\mathrm{D}}$ consists of $K=4$ disjoint sections.
functional, $X(\Omega)=\left\{v \in H^{1}(\Omega):\left.v\right|_{\Gamma^{\mathrm{D}}}=0\right\}$ is our exact space, and $\Gamma^{\mathrm{D}} \subset \partial \Omega$ denotes the parts of the boundary of $\Omega$ on which we impose (for simplicity homogeneous) Dirichlet boundary conditions. As usual, $H^{1}(\Omega)$ denotes the Sobolev space of functions with square integrable first order derivatives over $\Omega$. Henceforth, the $\Omega$-dependence of our spaces is understood when no ambiguity may arise.

We shall assume that the Dirichlet boundary, $\Gamma^{\mathrm{D}}$, may be written as $\Gamma^{\mathrm{D}}=$ $\cup_{k=0}^{K-1} \Gamma_{k}^{\mathrm{D}}$, where $\Gamma_{k}^{\mathrm{D}} \subset \partial \Omega, 0 \leq k \leq K-1$, are disjoint sections, as illustrated in Figure 1 for the special case $K=4$. In addition, we require any two such sections $\Gamma_{i}^{\mathrm{D}}$ and $\Gamma_{j}^{\mathrm{D}}(i \neq j)$ to be separated by a section on which a Neumann boundary condition is imposed. Our output of interest shall be the integral of the flux through $\Gamma_{0}^{\mathrm{D}} \subseteq \Gamma^{\mathrm{D}}$, i.e., the integral of the flux through an entire separate section of $\Gamma^{D}$. We thus define the output functional

$$
\begin{equation*}
\tilde{l}^{\text {out }}(w) \equiv \int_{\Gamma_{0}^{\mathrm{D}}} \frac{\partial w}{\partial n} \mathrm{~d} s \tag{1.2}
\end{equation*}
$$

where $\partial / \partial n$ denotes the outward normal derivative and $s$ is the surface measure on $\partial \Omega$. When solving e.g. Poisson or Helmholtz problems with the finite element (FE) method, it is preferable $[1,2,6,10]$ to instead evaluate flux integral outputs through an affine functional

$$
\begin{equation*}
l^{\text {out }}(w) \equiv a\left(w, v^{\star}\right)-f\left(v^{\star}\right) \tag{1.3}
\end{equation*}
$$

where $v^{\star} \in H^{1}$ is any function that is equal to unity on $\Gamma_{0}^{\mathrm{D}}$ and equal to zero on $\Gamma^{\mathrm{D}} \backslash \Gamma_{0}^{\mathrm{D}}$. Of course, even though (1.2) and (1.3) make sense for any $w \in X$, they are only of interest for $w \approx u$, where $u$ is the solution of (1.1). One way
to derive (1.3), is to recast the original problem (1.1) as a "Neumann problem" for which there are no restrictions on the test and trial functions on $\Gamma_{0}^{D}$. Thus, if we suppose $(1.1)$ is a Poisson or Helmholtz problem, this modified problem reads: Find $u \in \tilde{X}$ such that

$$
\begin{equation*}
a(u, v)=f(v)+\int_{\Gamma_{0}^{\mathrm{D}}} \frac{\partial u}{\partial n} v \mathrm{~d} s, \quad \forall v \in \tilde{X} \tag{1.4}
\end{equation*}
$$

where $\tilde{X}=\left\{v \in H^{1}:\left.v\right|_{\Gamma^{\mathrm{D}} \backslash \Gamma_{0}^{\mathrm{D}}=0}\right\} \supset X$. Moving $f(v)$ to the left hand side and choosing $v=v^{\star} \in \tilde{X}$, we see that $\tilde{l}^{\text {out }}(u)=l^{\text {out }}(u)$.

Suppose we solve (1.1) numerically to obtain a FE approximation to $u$, $u^{\mathcal{N}} \in X^{\mathcal{N}}$, satisfying

$$
\begin{equation*}
a\left(u^{\mathcal{N}}, v\right)=f(v), \quad \forall v \in X^{\mathcal{N}} \tag{1.5}
\end{equation*}
$$

Here, $X^{\mathcal{N}} \subset X$ is a discrete FE space of dimension $\mathcal{N}$. The FE output of interest can now be evaluated in two ways, either as $\tilde{l}^{\text {out }}\left(u^{\mathcal{N}}\right)$ or as $l^{\text {out }}\left(u^{\mathcal{N}}\right)$. In the latter case, we substitute $u^{\mathcal{N}}$ for $u$ and consequently $\approx$ for $=$ in (1.4). With $v=v^{\star}$, we get $l^{\text {out }}\left(u^{\mathcal{N}}\right) \approx \int_{\Gamma_{0}^{\text {D }}} \frac{\partial u^{\mathcal{N}}}{\partial n} \mathrm{~d} s$. Hence, in general, $l^{\text {out }}\left(u^{\mathcal{N}}\right) \neq \tilde{l}^{\text {out }}\left(u^{\mathcal{N}}\right)$.

We shall refer to $v^{\star}$ as a flux lifting function, and we shall denote the set of possible such functions as $V^{\star}$. Specifically,

$$
\begin{equation*}
V^{\star} \equiv\left\{v \in H^{1}:\left.v\right|_{\Gamma^{\mathrm{D}} \backslash \Gamma_{0}^{\mathrm{D}}}=0,\left.v\right|_{\Gamma_{0}^{\mathrm{D}}}=1\right\} . \tag{1.6}
\end{equation*}
$$

In [2], $v^{\star}$ is called an extraction function, and the method described above for flux integral output evaluation is an example of an extraction method. In [10], the method - with more emphasis on pointwise quantities, rather than on surface integrals - is called the consistent Galerkin FEM. A collection of post-processing methods for flux integral and other types of outputs, including pointwise quantities, can be found in [1].

Typically, $l^{\text {out }}\left(u^{\mathcal{N}}\right)$ converges to $l^{\text {out }}(u)$ quadratically with the energy-norm error of the field variable. In contrast, $\tilde{l}^{\text {out }}\left(u^{\mathcal{N}}\right)$ typically exhibits only linear convergence $[2,6]$. Another advantage of $l^{\text {out }}$ over $\tilde{l}^{\text {out }}$ is that the former requires no calculation of normal derivatives, which is particularly convenient in higher dimensions and for problems on domains with curved boundaries.

Aside from the essential boundary condition in (1.6), we have not made any particular choice for $v^{\star} \in H^{1}$. In fact, within a standard finite element framework, this choice is not a big issue due to Galerkin orthogonality and the richness of the approximation spaces used $[2,6]$. In contrast, as we will show
numerically and theoretically, one should take a little more care when evaluating flux integral outputs by way of the method described above within the reduced basis (RB) framework. For a thorough introduction to RB methods, confer e.g. [17] or [20].

In the next section, we shall consider a very simple numerical example which illustrates how $l^{\text {out }}$ may be superior to $\tilde{l}^{\text {out }}$ in terms of numerical accuracy within the FE framework. In Section 3, we first briefly review the RB method and then elaborate on the discrepancy between the FE and RB methods with respect to the choice of $v^{\star}$. We then propose two "good" choices for $v^{\star}$ to use in the RB context. We also make clear the role of $v^{\star}$ in the more general primal-dual RB approximation procedure which is used to speed up the convergence for non-compliant problems $[18,20]$. In Section 4, we remain in the RB context and illustrate the effect of different $v^{\star}$ 's by examining yet another numerical example, and in Section 5 we end our discussion with some concluding remarks.

## 2 Flux Output Evaluation: a 1D Example

We consider a one-dimensional Helmholtz problem on $\Omega=(0,2)$ with homogeneous Dirichlet boundary conditions. The weak formulation of the problem reads: Find $u \in H_{0}^{1}$ such that

$$
\begin{equation*}
\underbrace{\int_{0}^{2}\left(\frac{\partial u}{\partial x} \frac{\partial v}{\partial x}+u v\right) \mathrm{d} x}_{=a(u, v)}=\underbrace{\int_{0}^{2} q v \mathrm{~d} x}_{=f(v)}, \quad \forall v \in H_{0}^{1} \tag{2.1}
\end{equation*}
$$

where $H_{0}^{1}=\left\{v \in H^{1}: v(0)=v(2)=0\right\}$. For the purpose of this example, we want the solution $u$ to be weakly singular. In order to achieve this, we choose the source term as $q(x)=x^{2 / 3}$. Our output of interest is the derivative of $u$ at $x=\Gamma_{0}^{\mathrm{D}}=\{2\}$, and our two output functionals now reduce to

$$
\begin{equation*}
\tilde{l}^{\text {out }}(w)=\left.\frac{\partial w}{\partial x}\right|_{x=2} \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
l^{\text {out }}(w)=a\left(w, v^{\star}\right)-f\left(v^{\star}\right) \tag{2.3}
\end{equation*}
$$

where $v^{\star} \in V^{\star}$.
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With a spectral (high order polynomial) method, we discretise (2.1) and find $u^{\mathcal{N}} \in X^{\mathcal{N}}$ such that

$$
\begin{equation*}
a\left(u^{\mathcal{N}}, v\right)=f(v), \quad \forall v \in X^{\mathcal{N}} \tag{2.4}
\end{equation*}
$$

where

$$
\begin{equation*}
X^{\mathcal{N}}=\left\{v \in \mathbb{P}_{\mathcal{N}}: v_{\Gamma^{\mathrm{D}}}=0\right\} \tag{2.5}
\end{equation*}
$$

is our discrete space. Here, $\Gamma^{\mathrm{D}}=\{0,2\}$ and $\mathbb{P}_{\mathcal{N}}$ denotes the space of polynomials of degree $\mathcal{N}$ (note that here, $\operatorname{dim}\left(X^{\mathcal{N}}\right)=\mathcal{N}-1$ due to the Dirichlet boundary conditions).

We shall also consider the dual problem: Find $\psi \in H_{0}^{1}$ such that

$$
\begin{equation*}
a(v, \psi)=-a\left(v, v^{\star}\right), \quad \forall v \in H_{0}^{1} \tag{2.6}
\end{equation*}
$$

The spectral discretisation of (2.6) reads: Find $\psi^{\mathcal{N}} \in X^{\mathcal{N}}$ such that

$$
\begin{equation*}
a\left(v, \psi^{\mathcal{N}}\right)=-a\left(v, v^{\star}\right), \quad \forall v \in X^{\mathcal{N}} . \tag{2.7}
\end{equation*}
$$

Note that $a\left(v, v^{\star}\right)$ - the (bounded) linear functional part of $l^{\text {out }}$ - enters on the right hand side in the dual problem (with a minus sign). Thus, $v^{\star}$ also plays the role of a Dirichlet lifting function for the dual problem, with Dirichlet data equal to unity on $\Gamma_{0}^{\mathrm{D}}$ (i.e. at $x=2$ ). Also note that the dual problem exhibits no (singular) source term. Provided $v^{\star}$ is smooth (deliberately choosing $v^{\star}$ singular seems somewhat peculiar), we expect $\psi$ to be a smooth function and thus the convergence of $\psi^{\mathcal{N}}$ to $\psi$ to be of infinite order.

We are interested in the errors in the output of interest, which we define for each of our two output functionals as

$$
\begin{equation*}
\left.\tilde{e}^{\mathcal{N}, \text { out }} \equiv\left|\frac{\partial u}{\partial x}\right|_{x=2}-\tilde{l}^{\text {out }}\left(u^{\mathcal{N}}\right) \right\rvert\, \tag{2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
e^{\mathcal{N}, \text { out }} \equiv\left|\frac{\partial u}{\partial x}\right|_{x=2}-l^{\text {out }}\left(u^{\mathcal{N}}\right)\left|=\left|l^{\text {out }}(u)-l^{\text {out }}\left(u^{\mathcal{N}}\right)\right|,\right. \tag{2.9}
\end{equation*}
$$

respectively. For $e^{\mathcal{N}, \text { out }}$, we deduce that

$$
\begin{align*}
e^{\mathcal{N}, \text { out }} & =\left|a\left(u-u^{\mathcal{N}}, v^{\star}\right)\right| \\
& =\left|a\left(u-u^{\mathcal{N}}, \psi\right)\right| \\
& =\left|a\left(u-u^{\mathcal{N}}, \psi-\psi^{\mathcal{N}}\right)\right| \\
& \leq\left\|u-u^{\mathcal{N}}\right\|\left\|\psi-\psi^{\mathcal{N}}\right\|, \tag{2.10}
\end{align*}
$$



Figure 2: Energy error $(\times)$ and output errors $e^{\mathcal{N}, \text { out }}(\triangle)$ and $\tilde{e}^{\mathcal{N} \text {,out }}(\circ)$ for increasing polynomial degree, $\mathcal{N}$, of the underlying spectral approximation.
by using the definition of $e^{\mathcal{N}, \text { out }}$, the fact that $u-u^{\mathcal{N}} \in H_{0}^{1}$ and the definition of the dual problem (2.6), Galerkin orthogonality of $u-u^{\mathcal{N}}$ and the CauchySchwarz inequality, respectively. Here, $\|\cdot\|=\sqrt{a(\cdot, \cdot)}$ denotes the energy norm. A consequence of this estimate is that if $\psi$ happens to be a smooth function, $e^{\mathcal{N}, \text { out }}$ will decay exponentially with $\mathcal{N}$, even if $u$ is singular. Note that in practice, we never actually compute the discrete solution $\psi^{\mathcal{N}}$ to the dual problem.

In Figure 2, we plot the energy norm error $\left\|u-u^{\mathcal{N}}\right\|$ and the output errors $\tilde{e}^{\mathcal{N}, \text { out }}$ and $e^{\mathcal{N}, \text { out }}$ for $1 \leq \mathcal{N} \leq 50$. As our flux lifting function, we have made the choice $v^{\star}=x / 2$. As expected, the error $\left\|u-u^{\mathcal{N}}\right\|$ decays algebraically, while $e^{\mathcal{N} \text {,out }}$ decays at an infinite rate due to the smoothness of $\psi$. Note that we reach double precision accuracy for $e^{\mathcal{N}, \text { out }}$ for $\mathcal{N} \gtrsim 10$.

Let us make a few remarks concerning the above results. Firstly, although for $v, w \in X^{\mathcal{N}}$ the integrals $a(v, w)$ and $f(v)$ are easy to evaluate analytically, we have chosen to perform all integration by using numerical quadrature since we can then employ a very general computational framework (which can also be used to solve more difficult problems in which analytic integration is not possible). However, since $q(x)=x^{2 / 3}$ is not a smooth function over $\Omega$, the integrand on the right hand side of the primal problem is singular, and hence accurate evaluation of the integral $f(v)$ requires quadrature of very high order.
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If $f(v)$ is not computed with sufficient accuracy, $u^{\mathcal{N}}$ will carry an additional numerical integration error which will compromise Galerkin orthogonality which we exploited in the error bound (2.10) - and hence also the exponential convergence of the output. In our numerical experiment, we assume negligible numerical integration errors since all numerical integration is performed with Gauss-Lobatto-Legendre (GLL) quadrature [5] over $n_{q} \gg \mathcal{N}+1$ quadrature points. Specifically, $n_{q}=121$.

Secondly, we note that the error $\left\|u-u^{\mathcal{N}}\right\|$ decays much faster than expected from the standard error estimate. It can be shown that, for our problem, the most singular term of $u$ behaves like $x^{8 / 3}$, and hence $u \in H^{\sigma}$ for all $0 \leq \sigma<$ $19 / 6$. From the standard estimate [5], we would expect $\left\|u-u^{\mathcal{N}}\right\| \leq \overline{c \mathcal{N}^{1-\sigma}}$ for some positive constant $c$, and hence a slope of $-13 / 6$. In contrast, the actual decay is in fact of order -4.33 , which is twice as good as expected. The reason for this superconvergence is related to the particular type of singularity exhibited by the solution to our problem - it appears at an endpoint and is of $x^{\alpha}$-type - and the rather good capability of polynomials to approximate functions with such singularities [4, 12].

Thirdly, we note that for our simple one-dimensional problem, $\tilde{e}^{\mathcal{N}}$,out decays as fast as the error $\left\|u-u^{\mathcal{N}}\right\|$. We would expect similar results were we to use a linear ( $h$-type) finite element method. In fact, if $u_{h}$ denotes a linear FE approximation to $u$ on a mesh with elements of size $h$, we would from standard FE error estimates [19] expect convergence of order $\mathcal{O}\left(h^{2}\right)$ for the output $l^{\text {out }}\left(u_{h}\right)$, and of order $\mathcal{O}(h)$ for the energy-norm error $\left\|u-u_{h}\right\|$ (note that for our particular problem, the singularity in $u$ is weak enough that full linear convergence (in $h$ ) is achieved). Based on the preceeding results, we would also expect convergence of order $\mathcal{O}(h)$ for the output $\tilde{l}^{\text {out }}\left(u_{h}\right)$. Indeed, our results and comments here are consistent with results presented in [6] and a note made in [2] for the $h$ and and $h-p$ finite element methods, respectively, applied to the problem (2.4).

Finally, as noted in [2], any two choices of $v^{\star} \in\left(V^{\star} \cap \tilde{X}^{\mathcal{N}}\right)$ produce the same result for $l^{\text {out }}\left(u^{\mathcal{N}}\right)$. To see this, let $v_{1}^{\star}, v_{2}^{\star} \in\left(V^{\star} \cap \tilde{X}^{\mathcal{N}}\right)$. Then $w^{\star}=v_{1}^{\star}-v_{2}^{\star} \in$ $X^{\mathcal{N}}$, and

$$
\begin{equation*}
\left[a\left(u^{\mathcal{N}}, v_{1}^{\star}\right)-l\left(v_{1}^{\star}\right)\right]-\left[a\left(u^{\mathcal{N}}, v_{2}^{\star}\right)-l\left(v_{2}^{\star}\right)\right]=a\left(u^{\mathcal{N}}, w^{\star}\right)-l\left(w^{\star}\right)=0 \tag{2.11}
\end{equation*}
$$

by (2.4). A convenient choice for $v^{\star}$, then, is the function that is equal to unity at the node at $x=2$ and equal to zero at every other node (or, in the low-order finite element case, the function that is equal to unity at $x=2$ with support only on the element adjacent to the boundary). For this reason, we do
not specifically emphasise our choice for $v^{\star}$ when considering outputs from FE solutions.

In the next section, we turn our focus to flux integral outputs in the reduced basis context.

## 3 Flux Output Evaluation in the RB Framework

### 3.1 RB formulation

### 3.1.1 Parametrised weak form

Of interest within the reduced basis ( RB ) framework $[9,18,20]$ is the solution and ultimately the corresponding output of interest - of parameter-dependent PDE's in cases where the output is either required in real time, or for a large number of input parameters. In the following, $\mathcal{D} \subset \mathbb{R}^{P}$ shall denote the admissible parameter domain, and $\boldsymbol{\mu} \in \mathcal{D}$ a parameter $P$-tuple that governs e.g. boundary conditions or material or geometrical properties of the underlying physical problem. We shall consider the following parametrised problem on a domain $\Omega$ : Given any $\boldsymbol{\mu} \in \mathcal{D}$, find $u(\boldsymbol{\mu}) \in X$ such that

$$
\begin{equation*}
a(u(\boldsymbol{\mu}), v ; \boldsymbol{\mu})=f(v ; \boldsymbol{\mu}), \quad \forall v \in X \tag{3.1}
\end{equation*}
$$

where, for each $\boldsymbol{\mu} \in \mathcal{D}, a(\cdot, ; \boldsymbol{\mu})$ is a coercive, continuous and for simplicity also symmetric bilinear form originating from a second-order differential operator, and $f(\cdot ; \boldsymbol{\mu})$ is a linear and bounded functional. We also assume that $a$ and $f$ are parametrically affine, in the sense that the $\boldsymbol{\mu}$-dependency of $a$ and $f$ take the form

$$
\begin{equation*}
a(v, w ; \boldsymbol{\mu})=\sum_{q=1}^{Q_{a}} a^{q}(v, w) \Theta_{a}^{q}(\boldsymbol{\mu}), \quad f(v ; \boldsymbol{\mu})=\sum_{q=1}^{Q_{f}} f^{q}(v) \Theta_{f}^{q}(\boldsymbol{\mu}), \tag{3.2}
\end{equation*}
$$

for finite numbers $Q_{a}$ and $Q_{f}$, where the $a^{q}$ and $f^{q}$ are parameter independent bilinear and linear forms, respectively, and the $\Theta_{a}^{q}$ and $\Theta_{f}^{q}$ are parameter dependent functions.

We still impose homogeneous Dirichlet boundary conditions on $\Gamma^{D} \subset \partial \Omega$, and take as our exact output of interest the flux integral

$$
\begin{equation*}
\tilde{s}(\boldsymbol{\mu})=\int_{\Gamma_{0}^{\mathrm{D}}} \frac{\partial u(\boldsymbol{\mu})}{\partial n} \mathrm{~d} s \tag{3.3}
\end{equation*}
$$
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where $\Gamma_{0}^{\mathrm{D}} \subseteq \Gamma^{\mathrm{D}}$ is an entire separate section of the Dirichlet boundary.
Finally, we define the now parameter dependent "energy" norm

$$
\begin{equation*}
\|\cdot\|_{\boldsymbol{\mu}} \equiv \sqrt{a(\cdot, \cdot ; ; \boldsymbol{\mu})} \tag{3.4}
\end{equation*}
$$

and the equivalent parameter-independent $X$-norm

$$
\begin{equation*}
\|\cdot\|_{X} \equiv \sqrt{a(\cdot, \cdot ; \overline{\boldsymbol{\mu}})} \tag{3.5}
\end{equation*}
$$

where $\overline{\boldsymbol{\mu}} \in \mathcal{D}$ is some fixed, preselected reference parameter. Note that by the assumptions of symmetry, coercivity and continuity, $a(\cdot, \cdot ; \boldsymbol{\mu})$ defines an innerproduct, and $\|\cdot\|_{\mu}$ a norm equivalent to the $H_{1}$-norm, for each $\boldsymbol{\mu} \in \mathcal{D}$.

### 3.1.2 FE "truth" approximation

The reduced basis approximations will be built upon snapshots of "truth" finite element approximations to solutions of (3.1), computed for wisely selected points in the admissible parameter domain. Let $X^{\mathcal{N}}$ be a standard finite element discrete space of dimension $\mathcal{N}$. The "truth" discretisation of (3.1) reads: For any $\boldsymbol{\mu} \in \mathcal{D}$, find $u^{\mathcal{N}}(\boldsymbol{\mu}) \in X^{\mathcal{N}}$ such that

$$
\begin{equation*}
a\left(u^{\mathcal{N}}(\boldsymbol{\mu}), v ; \boldsymbol{\mu}\right)=f(v ; \boldsymbol{\mu}), \quad \forall v \in X^{\mathcal{N}} \tag{3.6}
\end{equation*}
$$

The corresponding "truth" output of interest is

$$
\begin{equation*}
s^{\mathcal{N}}(\boldsymbol{\mu}) \equiv l^{\text {out }}\left(u^{\mathcal{N}}(\boldsymbol{\mu}) ; \boldsymbol{\mu}\right) \equiv a\left(u^{\mathcal{N}}(\boldsymbol{\mu}), v^{\star} ; \boldsymbol{\mu}\right)-f\left(v^{\star} ; \boldsymbol{\mu}\right) . \tag{3.7}
\end{equation*}
$$

By the appellation "truth", we here understand that, for all $\boldsymbol{\mu} \in \mathcal{D}$, the FE solution and output errors are assumed smaller than some prescribed (problem dependent) tolerance. Moreover, for any given $\boldsymbol{\mu} \in \mathcal{D}$, the RB a posteriori error estimators (to which we return in Section 3.3) provide upper bounds only for the gap between the RB field, or output, and the corresponding "truth" FE field, or output, respectively. Hence, the RB fields and outputs are both built upon and estimated relative to the "truth" fields and outputs, respectively, which thus in effect serve as surrogates for the exact fields and outputs, respectively.

### 3.1.3 RB approximation

For $1 \leq N \leq N_{\max }$, the RB approximation space, $X_{N}$, will be the span of precomputed snapshots taken of $u^{\mathcal{N}}$ at $N$ different points in $\mathcal{D}$. Specifically,
given a set of $N$ wisely selected parameter vectors $\boldsymbol{\mu}_{1}, \boldsymbol{\mu}_{2}, \ldots, \boldsymbol{\mu}_{N} \in \mathcal{D}$, we define the corresponding RB space as

$$
\begin{equation*}
X_{N}=\operatorname{span}\left\{u^{\mathcal{N}}\left(\boldsymbol{\mu}_{1}\right), \ldots, u^{\mathcal{N}}\left(\boldsymbol{\mu}_{N}\right)\right\} \tag{3.8}
\end{equation*}
$$

We assume the $u^{\mathcal{N}}\left(\boldsymbol{\mu}_{n}\right), 1 \leq n \leq N$, to be linearly independent. The reduced basis problem now becomes: Given any $\boldsymbol{\mu} \in \mathcal{D}$, find $u_{N}(\boldsymbol{\mu}) \in X_{N}$ such that

$$
\begin{equation*}
a\left(u_{N}(\boldsymbol{\mu}), v ; \boldsymbol{\mu}\right)=f(v ; \boldsymbol{\mu}), \quad \forall v \in X_{N}, \tag{3.9}
\end{equation*}
$$

and evaluate the RB flux integral output

$$
\begin{equation*}
s_{N}(\boldsymbol{\mu}) \equiv l^{\text {out }}\left(u_{N}(\boldsymbol{\mu}) ; \boldsymbol{\mu}\right)=a\left(u_{N}(\boldsymbol{\mu}), v^{\star} ; \boldsymbol{\mu}\right)-f\left(v^{\star} ; \boldsymbol{\mu}\right) . \tag{3.10}
\end{equation*}
$$

Starting from an initial (e.g. randomly chosen) $\boldsymbol{\mu}_{1} \in \mathcal{D}$, the parameter vectors $\boldsymbol{\mu}_{N}, 2 \leq N \leq N_{\max }$, are chosen one at a time in a greedy manner. For each value of $N$, we evaluate the a posteriori (e.g. field energy norm) error estimator, $\Delta_{N-1}(\boldsymbol{\mu})$, for every $\boldsymbol{\mu}$ in a finite training sample, $\Xi_{\text {train }} \subset \mathcal{D}$. We then choose $\boldsymbol{\mu}_{N}$ equal to $\boldsymbol{\mu} \in \Xi_{\text {train }}$ that maximises $\Delta_{N-1}(\boldsymbol{\mu})$, and compute the corresponding snapshot $u^{\mathcal{N}}\left(\boldsymbol{\mu}_{N}\right)$ as the next RB basis function. The greedy parameter selection procedure was introduced in [22]. For a detailed description, see also [17, 20].

Note that we have assumed evaluation of the "truth" and RB flux integral outputs in (3.7) and (3.10), respectively, by using a flux lifting function $v^{\star} \in V^{\star}$, although we have not yet made any particular choice for $v^{\star}$.

Under the assumption that $u^{\mathcal{N}}(\boldsymbol{\mu})$ varies smoothly with $\boldsymbol{\mu} \in \mathcal{D}$, we may expect that - for any $\boldsymbol{\mu} \in \mathcal{D}$ - very few RB basis functions will suffice in order to reproduce a very good RB approximation, $u_{N}(\boldsymbol{\mu})$, to the corresponding "truth" approximation, $u^{\mathcal{N}}(\boldsymbol{\mu})$, via the Galerkin formulation (3.9). Consequently, the corresponding RB output, $s_{N}(\boldsymbol{\mu})$, will be very close to the "truth" output, $s^{\mathcal{N}}(\boldsymbol{\mu})$. In particular, for a fixed level of accuracy relative to the exact field, $u(\boldsymbol{\mu})$, or output, $\tilde{s}(\boldsymbol{\mu})$, we expect that the number of required degrees of freedom associated with the RB approximations, $N$, is much lower than the number of required degrees of freedom associated with the "truth" approximations, $\mathcal{N}$, since the RB approximation space is specifically taylored to the problem at hand. As a result, only a small system of algebraic equations needs to be solved for each new given $\boldsymbol{\mu}$, once a sufficiently large RB space, $X_{N}$, is constructed.

Imperative to the efficiency of the RB method is a computational decoupling in offline (preprocessing) and online stages. The offline stage - which is performed only once - may be computationally very costly and includes the greedy
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parameter selection process and the computation of the corresponding "truth" snapshots, i.e., the RB basis functions. The online stage - in which, given any new $\boldsymbol{\mu} \in \mathcal{D}$, the RB solution, $u_{N}(\boldsymbol{\mu})$, and RB output of interest, $s_{N}(\boldsymbol{\mu})$, are computed - is very fast. In particular, owing to the assumptions (3.2) on parametric affinity, the computational complexity of the RB online stage can be made independent of $\mathcal{N}[17,20]$.

Of interest within the RB context is the concept of a compliant problem. A problem is said to be compliant if, for all $\boldsymbol{\mu} \in \mathcal{D}, i)$ the output functional $l^{\text {out }}(\cdot ; \boldsymbol{\mu})$ (more generally, in the case of $l^{\text {out }}(\cdot ; \boldsymbol{\mu})$ affine, the linear functional part of $\left.l^{\text {out }}(\cdot ; \boldsymbol{\mu})\right)$ is equal to the right-hand-side $f(\cdot ; \boldsymbol{\mu})$ of $(3.1)$, and ii) $a(\cdot, \cdot ; \boldsymbol{\mu})$ is symmetric. In the compliant case, the error in the RB output of interest is equal to the square of the energy-norm error of the primary field variable [17, 18, 20].

In our case, $l^{\text {out }}(\cdot ; \boldsymbol{\mu})$ as defined in (3.7) (or (3.10)) above is a non-compliant output functional since its linear functional part $a\left(\cdot, v^{\star} ; \boldsymbol{\mu}\right)$ is, in general, different from the right-hand-side $f(\cdot ; \boldsymbol{\mu})$ of (3.1). We make a comment in Section 4.4 on a very particular case in which $l^{\text {out }}(\cdot ; \boldsymbol{\mu})$ is, in fact, compliant.

### 3.2 Relevance of the flux lifting function

In Section 2, we saw that any two choices for $v^{\star}$ belonging to ( $V^{\star} \cap \tilde{X}^{\mathcal{N}}$ ) produced the same output $l^{\text {out }}\left(u^{\mathcal{N}}\right)$ within a standard FE framework. This is of course a consequence of Galerkin orthogonality and, when compared to the RB space, $X_{N}$, the richness and generality of the FE space, $X^{\mathcal{N}}$. Within the RB framework however, the choice of flux lifting function does affect the numerical value of the output. To see this, let $v_{1}^{\star}, v_{2}^{\star} \in\left(V^{\star} \cap \tilde{X}^{\mathcal{N}}\right)$, and define $w^{\star} \equiv v_{1}^{\star}-v_{2}^{\star}$. In order to denote the RB output for a particular $\boldsymbol{\mu} \in \mathcal{D}$, computed with a particular $v^{\star}$, we write

$$
\begin{equation*}
s_{N}\left(\boldsymbol{\mu} ; v^{\star}\right) \equiv a\left(u_{N}(\boldsymbol{\mu}), v^{\star} ; \boldsymbol{\mu}\right)-f\left(v^{\star} ; \boldsymbol{\mu}\right) . \tag{3.11}
\end{equation*}
$$

Hence, the outputs corresponding to $v_{1}^{\star}$ and $v_{2}^{\star}$ are given by

$$
\begin{align*}
& s_{N}\left(\boldsymbol{\mu} ; v_{1}^{\star}\right)=a\left(u_{N}(\boldsymbol{\mu}), v_{1}^{\star} ; \boldsymbol{\mu}\right)-f\left(v_{1}^{\star} ; \boldsymbol{\mu}\right),  \tag{3.12}\\
& s_{N}\left(\boldsymbol{\mu} ; v_{2}^{\star}\right)=a\left(u_{N}(\boldsymbol{\mu}), v_{2}^{\star} ; \boldsymbol{\mu}\right)-f\left(v_{2}^{\star} ; \boldsymbol{\mu}\right), \tag{3.13}
\end{align*}
$$

respectively. But then,

$$
\begin{align*}
s_{N}\left(\boldsymbol{\mu} ; v_{1}^{\star}\right)-s_{N}\left(\boldsymbol{\mu} ; v_{2}^{\star}\right)= & a\left(u_{N}(\boldsymbol{\mu}), v_{1}^{\star} ; \boldsymbol{\mu}\right)-f\left(v_{1}^{\star} ; \boldsymbol{\mu}\right) \\
& \quad-\left(a\left(u_{N}(\boldsymbol{\mu}), v_{2}^{\star} ; \boldsymbol{\mu}\right)-f\left(v_{2}^{\star} ; \boldsymbol{\mu}\right)\right) \\
= & a\left(u_{N}(\boldsymbol{\mu}), w^{\star} ; \boldsymbol{\mu}\right)-f\left(w^{\star} ; \boldsymbol{\mu}\right), \tag{3.14}
\end{align*}
$$

which by (3.9) is equal to zero for all $w^{\star} \in X_{N}$. However, there must clearly exist $w^{\star} \in X^{\mathcal{N}}$ such that $a\left(u_{N}(\boldsymbol{\mu}), w^{\star} ; \boldsymbol{\mu}\right)-f\left(w^{\star} ; \boldsymbol{\mu}\right)$ is nonzero. Otherwise, $u_{N}(\boldsymbol{\mu})$ would have been identical to $u^{\mathcal{N}}(\boldsymbol{\mu})$, which is provably not the case for a general $\boldsymbol{\mu} \in \mathcal{D}$. In conclusion, the two evaluations $s_{N}\left(\boldsymbol{\mu}, v_{1}^{\star}\right)$ and $s_{N}\left(\boldsymbol{\mu}, v_{2}^{\star}\right)$ are not in general equivalent (unless $v_{1}^{\star}-v_{2}^{\star}$ happens to belong to $X_{N}$ ). Naturally, this raises the question of which $v^{\star}$ we should choose within the RB framework.

### 3.3 A posteriori error estimation

Before we proceed to our actual choices for "good" RB flux lifting functions, we shall consider the a posteriori error upper bound associated with the output $s_{N}(\boldsymbol{\mu})$. To arrive at such a bound, we first require a bound for the error in the field variable. We assume that we have available a lower bound $\alpha_{\text {LB }}(\boldsymbol{\mu})>0$ for the coercivity constant of $a(\cdot, \cdot ; \boldsymbol{\mu})$ over $X^{\mathcal{N}}$ with respect to the $X$-norm defined in (3.5). Specifically, for all $\boldsymbol{\mu} \in \mathcal{D}$,

$$
\begin{equation*}
\alpha_{\mathrm{LB}}(\boldsymbol{\mu}) \leq \alpha(\boldsymbol{\mu})=\inf _{v \in X^{\mathcal{N}}} \frac{a(v, v ; \boldsymbol{\mu})}{\|v\|_{X}^{2}} . \tag{3.15}
\end{equation*}
$$

We also define the residual

$$
\begin{equation*}
r_{N}(v ; \boldsymbol{\mu}) \equiv f(v ; \boldsymbol{\mu})-a\left(u_{N}(\boldsymbol{\mu}), v ; \boldsymbol{\mu}\right) \tag{3.16}
\end{equation*}
$$

for all $v \in X^{\mathcal{N}}$. In particular, with $e_{N}(\boldsymbol{\mu})=u^{\mathcal{N}}(\boldsymbol{\mu})-u_{N}(\boldsymbol{\mu})$, we have

$$
\begin{equation*}
a\left(e_{N}(\boldsymbol{\mu}), v ; \boldsymbol{\mu}\right)=r_{N}(v ; \boldsymbol{\mu}), \quad \forall v \in X^{\mathcal{N}} \tag{3.17}
\end{equation*}
$$

Hence, with $\hat{e}_{N}^{\mathcal{N}}(\boldsymbol{\mu}) \in X^{\mathcal{N}}$ that satisfies

$$
\begin{equation*}
a\left(\hat{e}_{N}^{\mathcal{N}}(\boldsymbol{\mu}), v ; \overline{\boldsymbol{\mu}}\right)=r_{N}(v ; \boldsymbol{\mu}), \quad \forall v \in X^{\mathcal{N}} \tag{3.18}
\end{equation*}
$$

we may write

$$
\begin{align*}
a\left(e_{N}(\boldsymbol{\mu}), e_{N}(\boldsymbol{\mu}) ; \boldsymbol{\mu}\right) & =a\left(\hat{e}_{N}^{\mathcal{N}}(\boldsymbol{\mu}), e_{N}(\boldsymbol{\mu}) ; \overline{\boldsymbol{\mu}}\right) \\
& \leq\left\|\hat{e}_{N}^{\mathcal{N}}(\boldsymbol{\mu})\right\|_{X}\left\|e_{N}(\boldsymbol{\mu})\right\|_{X} \\
& \leq\left\|\hat{e}_{N}^{\mathcal{N}}(\boldsymbol{\mu})\right\|_{X} \frac{\left\|e_{N}(\boldsymbol{\mu})\right\|_{\boldsymbol{\mu}}}{\left(\alpha_{\mathrm{LB}}(\boldsymbol{\mu})\right)^{1 / 2}} \tag{3.19}
\end{align*}
$$

## Evaluation of Flux Integral Outputs

where we have used $v=e_{N}(\boldsymbol{\mu}) \in X^{\mathcal{N}}$ in (3.17) and (3.18), the Cauchy-Schwarz inequality and the definition (3.15) of the coercivity lower bound. Hence,

$$
\begin{equation*}
\left\|u^{\mathcal{N}}(\boldsymbol{\mu})-u_{N}(\boldsymbol{\mu})\right\|_{\boldsymbol{\mu}} \leq \frac{\left\|\hat{e}_{N}^{\mathcal{N}}(\boldsymbol{\mu})\right\|_{X}}{\left(\alpha_{\mathrm{LB}}(\boldsymbol{\mu})\right)^{1 / 2}} \equiv \Delta_{N}(\boldsymbol{\mu}) \tag{3.20}
\end{equation*}
$$

where $\left\|\hat{e}_{N}^{\mathcal{N}}(\boldsymbol{\mu})\right\|_{X}=\sup _{v \in X^{\mathcal{N}}}\left(r_{N}(v ; \boldsymbol{\mu}) /\|v\|_{X}\right)$ is the dual norm of the residual. Again, due to the affinity assumptions (3.2), an efficient offline-online computational approach for $\Delta_{N}(\boldsymbol{\mu})$ can be developed. For a detailed derivation of (3.20) and the corresponding computational procedure, see [17, 18, 20].

Now, we let $\tilde{X}^{\mathcal{N}} \supset X^{\mathcal{N}}$ be a discrete FE space identical to $X^{\mathcal{N}}$ except for the restriction on its members vanishing on $\Gamma_{0}^{\mathrm{D}}$. Then we let $\psi^{\mathcal{N}}(\boldsymbol{\mu}) \in\left(V^{\star} \cap \tilde{X}^{\mathcal{N}}\right)$ be the solution of the problem

$$
\begin{equation*}
a\left(v, \psi^{\mathcal{N}}(\boldsymbol{\mu}) ; \boldsymbol{\mu}\right)=0, \quad \forall v \in X^{\mathcal{N}} \tag{3.21}
\end{equation*}
$$

Note that since $\psi^{\mathcal{N}}(\boldsymbol{\mu}) \in\left(V^{\star} \cap \tilde{X}^{\mathcal{N}}\right)$, we impose the essential Dirichlet condition $\left.\psi^{\mathcal{N}}(\boldsymbol{\mu})\right|_{\Gamma_{0}^{\mathrm{D}}}=1$.

Next, if we choose any $v^{\star} \in\left(V^{\star} \cap \tilde{X}^{\mathcal{N}}\right)$, our "truth output" - to which the RB output will be compared - is given from (3.7) as

$$
\begin{equation*}
s^{\mathcal{N}}(\boldsymbol{\mu})=a\left(u^{\mathcal{N}}(\boldsymbol{\mu}), v^{\star} ; \boldsymbol{\mu}\right)-f\left(v^{\star} ; \boldsymbol{\mu}\right) \tag{3.22}
\end{equation*}
$$

and we obtain the error estimate

$$
\begin{align*}
\left|s^{\mathcal{N}}(\boldsymbol{\mu})-s_{N}\left(\boldsymbol{\mu} ; v^{\star}\right)\right| & =\left|a\left(u^{\mathcal{N}}(\boldsymbol{\mu}), v^{\star} ; \boldsymbol{\mu}\right)-a\left(u_{N}(\boldsymbol{\mu}), v^{\star} ; \boldsymbol{\mu}\right)\right| \\
& =\left|a\left(e_{N}(\boldsymbol{\mu}), v^{\star} ; \boldsymbol{\mu}\right)\right| \\
& =\left|a\left(e_{N}(\boldsymbol{\mu}), v^{\star}-\psi^{\mathcal{N}}(\boldsymbol{\mu}) ; \boldsymbol{\mu}\right)\right| \\
& \leq\left\|e_{N}(\boldsymbol{\mu})\right\|_{\mu}\left\|v^{\star}-\psi^{\mathcal{N}}(\boldsymbol{\mu})\right\|_{\boldsymbol{\mu}}, \tag{3.23}
\end{align*}
$$

by using (3.21) with $e_{N}(\boldsymbol{\mu}) \in X^{\mathcal{N}}$, and the Cauchy-Schwarz inequality. Thus, $\left|s^{\mathcal{N}}(\boldsymbol{\mu})-s_{N}\left(\boldsymbol{\mu} ; v^{\star}\right)\right| \leq \Delta_{N}(\boldsymbol{\mu})\left\|v^{\star}-\psi^{\mathcal{N}}(\boldsymbol{\mu})\right\|_{\boldsymbol{\mu}}$, and a good $v^{\star}$ is also a good approximation to $\psi^{\mathcal{N}}(\boldsymbol{\mu})$, making the term $\left\|v^{\star}-\psi^{\mathcal{N}}(\boldsymbol{\mu})\right\|_{\boldsymbol{\mu}}$ small.

To bound the term $\left\|v^{\star}-\psi^{\mathcal{N}}(\boldsymbol{\mu})\right\|_{\boldsymbol{\mu}}$, we view $v^{\star}$ as an approximation to $\psi^{\mathcal{N}}$, and define the residual $r_{v^{\star}}(v ; \boldsymbol{\mu}) \equiv-a\left(v, v^{\star} ; \boldsymbol{\mu}\right)$. Analogously to (3.20), we have

$$
\begin{equation*}
\left\|v^{\star}-\psi^{\mathcal{N}}(\boldsymbol{\mu})\right\|_{\boldsymbol{\mu}} \leq \frac{\left\|\hat{e}_{v^{\star}}^{\mathcal{N}}(\boldsymbol{\mu})\right\|_{X}}{\left(\alpha_{\mathrm{LB}}(\boldsymbol{\mu})\right)^{1 / 2}} \equiv \Delta_{v^{\star}}(\boldsymbol{\mu}), \tag{3.24}
\end{equation*}
$$

where $\hat{e}_{v^{\star}}^{\mathcal{N}}(\boldsymbol{\mu})$ belongs to $X^{\mathcal{N}}$ and solves $a\left(\hat{e}_{v^{\star}}^{\mathcal{N}}(\boldsymbol{\mu}), v ; \overline{\boldsymbol{\mu}}\right)=r_{v^{\star}}(v ; \boldsymbol{\mu})$ for all $v \in$ $X^{\mathcal{N}}$. We thus arrive at

$$
\begin{equation*}
\left|s^{\mathcal{N}}(\boldsymbol{\mu})-s_{N}\left(\boldsymbol{\mu} ; v^{\star}\right)\right| \leq \Delta_{N}(\boldsymbol{\mu}) \Delta_{v^{\star}}(\boldsymbol{\mu}) \equiv \Delta_{N, v^{\star}}^{\text {out }}(\boldsymbol{\mu}) \tag{3.25}
\end{equation*}
$$

as an upper bound for our output of interest.
Note that if we write $\psi^{\mathcal{N}}(\boldsymbol{\mu})=\psi^{\mathcal{N}, 0}(\boldsymbol{\mu})+\psi^{\mathrm{D}}$, where $\psi^{\mathrm{D}} \in\left(V^{\star} \cap \tilde{X}^{\mathcal{N}}\right)$ is some chosen Dirichlet lift, we can write $(3.21)$ as: Given $\boldsymbol{\mu} \in \mathcal{D}$, find $\psi^{\mathcal{N}, 0}(\boldsymbol{\mu}) \in X^{\mathcal{N}}$ such that

$$
\begin{equation*}
a\left(v, \psi^{\mathcal{N}, 0}(\boldsymbol{\mu}) ; \boldsymbol{\mu}\right)=-a\left(v, \psi^{\mathrm{D}} ; \boldsymbol{\mu}\right), \quad \forall v \in X^{\mathcal{N}} \tag{3.26}
\end{equation*}
$$

Thus, if we choose $\psi^{\mathrm{D}}$ equal to $v^{\star},(3.26)$ is in fact the dual problem corresponding to the primal problem (3.6) with the output functional $l^{\text {out }}(\cdot ; \boldsymbol{\mu})$ given in (3.7), since $a\left(\cdot, v^{\star} ; \boldsymbol{\mu}\right)$ is the linear functional part of $l^{\text {out }}(\cdot ; \boldsymbol{\mu})$. We elaborate on this in Section 3.5.

## 3.4 "Good" flux lifting functions

We must keep two things in mind when choosing the flux lifting function $v^{\star}$. Firstly, it is important that the term $\left\|v^{\star}-\psi^{\mathcal{N}}(\boldsymbol{\mu})\right\|_{\mu}$ in the estimate (3.23) is small. Secondly, we must make sure that the computational cost associated with the computation of $v^{\star}$ is small in the RB online stage.

Note that actually solving (3.21) for every new $\boldsymbol{\mu}$ and setting $v^{\star}=\psi^{\mathcal{N}}(\boldsymbol{\mu})$ will result in a zero error in the RB output, but obviously also in an unaffordable "truth FE complexity" online computational cost.

We next consider two alternative choices of "good" $v^{\star}$ 's which both meet the two requirements mentioned above.

### 3.4.1 Coarse finite element approximation

Our first choice is to construct a coarse finite element approximation to $\psi^{\mathcal{N}}(\boldsymbol{\mu})$. That is to say, we first find $\psi^{\mathcal{M}}(\boldsymbol{\mu}) \in\left(V^{\star} \cap \tilde{X}^{\mathcal{M}}\right) \subset\left(V^{\star} \cap \tilde{X}^{\mathcal{N}}\right)$ such that

$$
\begin{equation*}
a\left(v, \psi^{\mathcal{M}}(\boldsymbol{\mu}) ; \boldsymbol{\mu}\right)=0, \quad \forall v \in X^{\mathcal{M}} \tag{3.27}
\end{equation*}
$$

where the coarse FE space $X^{\mathcal{M}} \subset X^{\mathcal{N}}$ has dimension $\mathcal{M} \ll \mathcal{N}$, and $\tilde{X}^{\mathcal{M}}$ is equal to $X^{\mathcal{M}}$ except for the restriction on its members vanishing on $\Gamma_{0}^{\mathrm{D}}$. We then choose $v^{\star}=\psi^{\mathcal{M}}(\boldsymbol{\mu})$ as the flux lifting function. In particular, $\mathcal{M}$ should here be chosen small enough that it is affordable to compute $\psi^{\mathcal{M}}(\boldsymbol{\mu})$ in the RB online stage, without compromising the rapid online RB output evaluation.

## Evaluation of Flux Integral Outputs

Now, to bound the term $\left\|\psi^{\mathcal{M}}(\boldsymbol{\mu})-\psi^{\mathcal{N}}(\boldsymbol{\mu})\right\|_{\boldsymbol{\mu}}$, we use the result (3.24) to arrive at $\left\|\psi^{\mathcal{M}}(\boldsymbol{\mu})-\psi^{\mathcal{N}}(\boldsymbol{\mu})\right\|_{\mu} \leq \Delta_{\mathcal{M}}(\boldsymbol{\mu})$ (we here use $\mathcal{M}_{\mathcal{M}}$ to indicate that the $v^{\star}$ in (3.24) is now a coarse FE approximation to $\left.\psi^{\mathcal{N}}(\boldsymbol{\mu})\right)$. Then, we define $\Delta_{N, \mathcal{M}}^{\text {out }}(\boldsymbol{\mu}) \equiv \Delta_{N}(\boldsymbol{\mu}) \Delta_{\mathcal{M}}(\boldsymbol{\mu})$, and conclude that for all $\boldsymbol{\mu} \in \mathcal{D}$,

$$
\begin{equation*}
\left|s^{\mathcal{N}}(\boldsymbol{\mu})-s_{N}\left(\boldsymbol{\mu} ; \psi^{\mathcal{M}}(\boldsymbol{\mu})\right)\right| \leq \Delta_{N, \mathcal{M}}^{\text {out }}(\boldsymbol{\mu}) \tag{3.28}
\end{equation*}
$$

### 3.4.2 Reference parameter approximation

Alternatively, we may take $v^{\star}=\psi^{\mathcal{N}}(\overline{\boldsymbol{\mu}})$ as our approximation of $\psi^{\mathcal{N}}(\boldsymbol{\mu})$ for any $\boldsymbol{\mu} \in \mathcal{D}$. Since $v^{\star}=\psi^{\mathcal{N}}(\overline{\boldsymbol{\mu}})$ is the solution to (3.21) for the preselected reference parameter, it can be precomputed in the RB offline stage and then reused every time we evaluate the RB output of interest, without any additional RB online cost.

From (3.24), an upper bound for the term $\left\|\psi^{\mathcal{N}}(\boldsymbol{\mu})-\psi^{\mathcal{N}}(\overline{\boldsymbol{\mu}})\right\|_{\mu}$ is given by $\Delta_{\bar{\mu}}(\boldsymbol{\mu})$ (where we substitute $\bar{\mu}$ for $v_{v^{\star}}$ to remember our particular choice for $v^{\star}$ ). We thus get

$$
\begin{equation*}
\left|s^{\mathcal{N}}(\boldsymbol{\mu})-s_{N}\left(\boldsymbol{\mu} ; \psi^{\mathcal{N}}(\overline{\boldsymbol{\mu}})\right)\right| \leq \Delta_{N}(\boldsymbol{\mu}) \Delta_{\bar{\mu}}(\boldsymbol{\mu}) \equiv \Delta_{N, \bar{\mu}}^{\mathrm{out}}(\boldsymbol{\mu}) \tag{3.29}
\end{equation*}
$$

as an upper bound for the error in the RB output of interest.

### 3.5 Primal-dual RB approximation

Evidently, one way to approximate $\psi^{\mathcal{N}}(\boldsymbol{\mu})$ is by way of a reduced basis approximation $\psi_{M}(\boldsymbol{\mu})$. The RB problem corresponding to (3.26) (and (3.21)) reads: Find $\psi_{M}^{0}(\boldsymbol{\mu}) \in X_{M}^{\mathrm{du}}$ such that

$$
\begin{equation*}
a\left(v, \psi_{M}^{0}(\boldsymbol{\mu}) ; \boldsymbol{\mu}\right)=-a\left(v, \psi^{\mathrm{D}} ; \boldsymbol{\mu}\right), \quad \forall v \in X_{M}^{\mathrm{du}} \tag{3.30}
\end{equation*}
$$

and set $\psi_{M}(\boldsymbol{\mu})=\psi_{M}^{0}(\boldsymbol{\mu})+\psi^{\mathrm{D}}$. Here, $X_{M}^{\mathrm{du}}$ denotes the RB dual approximation space, given by

$$
\begin{equation*}
X_{M}^{\mathrm{du}}=\operatorname{span}\left\{\psi^{\mathcal{N}}\left(\boldsymbol{\mu}_{m}\right)-\psi^{\mathrm{D}}\right\}_{m=1}^{M} \tag{3.31}
\end{equation*}
$$

where the $\psi^{\mathcal{N}}\left(\boldsymbol{\mu}_{m}\right)$ are snapshots taken of $\psi^{\mathcal{N}}$ at $M$ different points in parameter space. In fact, the formulation of the two problems (3.9) and (3.30), together with the output of interest given in (3.10), correspond to a standard RB primaldual formulation, which is the standard way of speeding up the convergence of $R B$ solutions to general non-compliant problems [18, 20]. Let us spend a few lines elaborating on this.

First, we choose a $v^{\star} \in\left(V^{\star} \cap \tilde{X}^{\mathcal{N}}\right)$ and let $\psi^{\mathrm{D}}=v^{\star}$. Hence, the right-handside of (3.30) is precisely the linear functional part of the output functional (with a minus sign), and $v^{\star}$ is the Dirichlet lifting function for the dual problem. The standard "dual-corrected" RB output reads

$$
\begin{equation*}
\hat{s}_{M, N}(\boldsymbol{\mu}) \equiv s_{N}\left(\boldsymbol{\mu} ; \psi^{\mathrm{D}}\right)-r_{N}\left(\psi_{M}^{0}(\boldsymbol{\mu}) ; \boldsymbol{\mu}\right), \tag{3.32}
\end{equation*}
$$

where $\left.r_{N}(v ; \boldsymbol{\mu})=f(v ; \boldsymbol{\mu})-a\left(u_{N}(\boldsymbol{\mu}), v ; \boldsymbol{\mu}\right)\right)$ is the primal residual and $\psi_{M}^{0}(\boldsymbol{\mu})$ is the homogeneous part of the solution to (3.30). In the below expression, we drop the argument $\boldsymbol{\mu}$ of functions in all intermediate steps for brevity. With $e_{N}(\boldsymbol{\mu})=u^{\mathcal{N}}(\boldsymbol{\mu})-u_{N}(\boldsymbol{\mu})$, we see that

$$
\begin{align*}
\left|s^{\mathcal{N}}(\boldsymbol{\mu})-\hat{s}_{M, N}(\boldsymbol{\mu})\right| & =\left|s^{\mathcal{N}}(\boldsymbol{\mu})-s_{N}\left(\boldsymbol{\mu} ; \psi^{\mathrm{D}}\right)+r_{N}\left(\psi_{M}^{0} ; \boldsymbol{\mu}\right)\right| \\
& =\left|a\left(e_{N}, \psi^{\mathrm{D}} ; \boldsymbol{\mu}\right)+r_{N}\left(\psi_{M}^{0} ; \boldsymbol{\mu}\right)\right| \\
& =\left|a\left(e_{N}, \psi^{\mathcal{N}, 0} ; \boldsymbol{\mu}\right)-r_{N}\left(\psi_{M}^{0} ; \boldsymbol{\mu}\right)\right| \\
& =\left|a\left(e_{N}, \psi^{\mathcal{N}, 0} ; \boldsymbol{\mu}\right)+a\left(u_{N}, \psi_{M}^{0} ; \boldsymbol{\mu}\right)-f\left(\psi_{M}^{0} ; \boldsymbol{\mu}\right)\right| \\
& =\left|a\left(e_{N}, \psi^{\mathcal{N}, 0} ; \boldsymbol{\mu}\right)+a\left(u_{N}, \psi_{M}^{0} ; \boldsymbol{\mu}\right)-a\left(u^{\mathcal{N}}, \psi_{M}^{0} ; \boldsymbol{\mu}\right)\right| \\
& =\left|a\left(e_{N}, \psi^{\mathcal{N}, 0}-\psi_{M}^{0} ; \boldsymbol{\mu}\right)\right| \\
& \leq\left\|e_{N}(\boldsymbol{\mu})\right\|_{\boldsymbol{\mu}}\left\|\psi^{\mathcal{N}, 0}(\boldsymbol{\mu})-\psi_{M}^{0}(\boldsymbol{\mu})\right\|_{\boldsymbol{\mu}} . \tag{3.33}
\end{align*}
$$

In the two first steps, we here use the expression (3.32) for $\hat{s}_{M, N}$ and then arbitrarity (up to functions in $\left(V^{\star} \cap \tilde{X}^{\mathcal{N}}\right)$ ) of the flux lifting function for the "truth" output (we can thus write $s^{\mathcal{N}}(\boldsymbol{\mu})-s_{N}\left(\boldsymbol{\mu} ; \psi^{\mathrm{D}}\right)=a\left(e_{N}(\boldsymbol{\mu}), \psi^{\mathrm{D}} ; \boldsymbol{\mu}\right)$ ). In the third and fourth steps, we invoke (3.26) with $v=-e_{N}(\boldsymbol{\mu})$ and then (3.16) with $v=\psi_{M}^{0}$. Next, we use the definition of the "truth" primal problem, then linearity and lastly the Cauchy-Schwarz inequality. Hence, if we solve the RB primal and dual problems in parallel with $M \approx N$, we get a "quadratic" effect in the convergence of the output of interest.

Next, it is straightforward to deduce that $\hat{s}_{M, N}(\boldsymbol{\mu})=s_{N}\left(\boldsymbol{\mu} ; \psi_{M}(\boldsymbol{\mu})\right)$, i.e., that these two output evaluations are equivalent. We start with the expression (3.32), and then appeal to the (bi)linearity of $a(\cdot, \cdot ; \boldsymbol{\mu})$ and $f(\cdot ; \boldsymbol{\mu})$. Again, we drop the $\boldsymbol{\mu}$-dependence of functions for typesetting convenience:

$$
\begin{align*}
\hat{s}_{M, N}(\boldsymbol{\mu}) & =s_{N}\left(\boldsymbol{\mu} ; \psi^{\mathrm{D}}\right)-r_{N}\left(\psi_{M}^{0} ; \boldsymbol{\mu}\right) \\
& =a\left(u_{N}, \psi^{\mathrm{D}} ; \boldsymbol{\mu}\right)+a\left(u_{N}, \psi_{M}^{0} ; \boldsymbol{\mu}\right)-f\left(\psi^{\mathrm{D}} ; \boldsymbol{\mu}\right)-f\left(\psi_{M}^{0} ; \boldsymbol{\mu}\right) \\
& =a\left(u_{N}, \psi^{\mathrm{D}}+\psi_{M}^{0} ; \boldsymbol{\mu}\right)-f\left(\psi^{\mathrm{D}}+\psi_{M}^{0} ; \boldsymbol{\mu}\right) \\
& =s_{N}\left(\boldsymbol{\mu} ; \psi_{M}\right) . \tag{3.34}
\end{align*}
$$

## Evaluation of Flux Integral Outputs

In other words, the standard dual-corrected output with $v^{\star}=\psi^{\mathrm{D}}$ produces the same result as the non-corrected output with $v^{\star}=\psi_{M}(\boldsymbol{\mu})=\psi_{M}^{0}(\boldsymbol{\mu})+\psi^{\mathrm{D}}$. Thus, for flux integral outputs, the standard RB primal-dual approximation framework may be viewed as a technique for improving upon any initial choice $v^{\star}=\psi^{\mathrm{D}}$.

Up to this point, we have only considered a single output of interest. Surely, it could in a practical application be desirable to evaluate several outputs of interest, all being functionals of the solution of the same underlying PDE. For example, we might want the integral of the flux through $J$ entire disjoint sections $\Gamma_{0}^{\mathrm{D}}, \Gamma_{1}^{\mathrm{D}}, \ldots, \Gamma_{J-1}^{\mathrm{D}}$ of the boundary, resulting in $J$ different output functionals and thus in turn $J$ different dual problems. Of course, in the case of multiple outputs, no more than one can be compliant.

When $J$ is small, solving the primal and dual problems in parallel with (say) $M \approx N$ basis functions may drastically reduce the RB output error(s) and error bound(s). However, for many outputs (large $J$ ), online computation of the solution to every corresponding dual problem (when $M \approx N$ ) may be impracticable - $\mathcal{O}\left(N^{3}\right)$ and $\mathcal{O}\left(M^{3}\right)$ operations are required for direct computation of the solutions to the primal and dual RB problems, respectively - and we are thus forced to trade numerical accuracy for computational speed. In this situation, choosing good flux lifting functions seems important.

On the other hand, if we do proceed with RB approximations to the solution(s) to the dual problem(s) as well, making good choices for the dual Dirichlet liftings would surely be of interest (obviously, $\psi^{\mathrm{D}}=\psi^{\mathcal{N}}(\boldsymbol{\mu})$ would be the optimal, though an impractical, choice).

### 3.6 Computational approach for output evaluation

In the RB online stage, and without regard to our particular choice for $v^{\star}$, we need to compute

$$
\begin{equation*}
s_{N}(\boldsymbol{\mu})=l^{\text {out }}\left(u_{N}(\boldsymbol{\mu}) ; \boldsymbol{\mu}\right)=a\left(u_{N}(\boldsymbol{\mu}), v^{\star} ; \boldsymbol{\mu}\right)-f\left(v^{\star} ; \boldsymbol{\mu}\right) \tag{3.35}
\end{equation*}
$$

once the RB solution is obtained. Note that also when we pursue a primal-dual approximation, we are still left with an evaluation on this form, due to the result (3.34).

Since, for each $\boldsymbol{\mu} \in \mathcal{D}, a(\cdot, \cdot ; \boldsymbol{\mu})$ and $f(\cdot ; \boldsymbol{\mu})$ are, by assumption, parametrically affine, $l^{\text {out }}(\cdot ; \boldsymbol{\mu})$ will also be parametrically affine. Hence, we can compute the RB output at an additional computational cost of $\mathcal{O}(N)$ operations. To see this, we write $a(v, w ; \boldsymbol{\mu})$ and $f(v ; \boldsymbol{\mu})$ in their parametrically affine expansions
(3.2) as

$$
\begin{equation*}
a(v, w ; \boldsymbol{\mu})=\sum_{q=1}^{Q_{a}} a^{q}(v, w) \Theta_{a}^{q}(\boldsymbol{\mu}), \quad f(v ; \boldsymbol{\mu})=\sum_{q=1}^{Q_{f}} f^{q}(v) \Theta_{f}^{q}(\boldsymbol{\mu}), \tag{3.36}
\end{equation*}
$$

for any $v, w \in X$. With $u_{N}(\boldsymbol{\mu})=\sum_{n=1}^{N} u_{N, n}(\boldsymbol{\mu}) \zeta_{n}$, where the $\zeta_{n}$ are the orthogonalised RB basis functions (in order to get a reduced system of equations that is well conditioned, the basis functions $u^{\mathcal{N}}\left(\boldsymbol{\mu}_{n}\right), 1 \leq n \leq N$, are orthonormalised with respect to the norm $\|\cdot\|_{X}$, cf. [20]) and $u_{N, n}(\boldsymbol{\mu})$ are the RB solution coefficients, we get

$$
\begin{align*}
l^{\text {out }}\left(u_{N}(\boldsymbol{\mu}) ; \boldsymbol{\mu}\right) & =\sum_{q=1}^{Q_{a}} a^{q}\left(u_{N}(\boldsymbol{\mu}), v^{\star}\right) \Theta_{a}^{q}(\boldsymbol{\mu})-\sum_{q=1}^{Q_{f}} f^{q}\left(v^{\star}\right) \Theta_{f}^{q}(\boldsymbol{\mu}) \\
& =\sum_{n=1}^{N} u_{N, n}(\boldsymbol{\mu}) \sum_{q=1}^{Q_{a}} a^{q}\left(\zeta_{n}, v^{\star}\right) \Theta_{a}^{q}(\boldsymbol{\mu})-\sum_{q=1}^{Q_{f}} f^{q}\left(v^{\star}\right) \Theta_{f}^{q}(\boldsymbol{\mu}) \tag{3.37}
\end{align*}
$$

which is a $Q_{a} N+Q_{f}$ operations summation, assuming that the values $a^{q}\left(\zeta_{n}, v^{\star}\right)$, $1 \leq q \leq Q_{a}$, and $f^{q}\left(v^{\star}\right), 1 \leq q \leq Q_{f}$ are precomputed in the RB offline stage, and that the function values $\Theta_{a}^{q}(\boldsymbol{\mu})$ and $\Theta_{f}^{q}(\boldsymbol{\mu})$ are readily computable. Note that we have here assumed for simplicity that $v^{\star}$ is $\boldsymbol{\mu}$-independent (according to, for example, the reference parameter approximation discussed in Section 3.4.2).

Thus far, we have assumed that $a$ and $f$ are parametrically affine. In the more general case of a non-affine problem, it is possible to construct parametrically affine expansions that are good approximations of $a(\cdot, \cdot ; \boldsymbol{\mu})$ and $f(\cdot ; \boldsymbol{\mu})$ for any $\boldsymbol{\mu} \in \mathcal{D}$ by invoking the empirical interpolation method [3, 9, 14]. In this case, the additional computational cost for output evaluation is still only $\mathcal{O}(N)$ in the RB online stage, but the RB problem solved is slightly modified.

## 4 An Illustrative Example

### 4.1 Problem formulation

We consider the electrostatic potential, $u$, inside a square domain $\Omega=(0,3) \times$ $(0,3)$ which contains an "insulating" square anomaly, $\Omega_{\mathrm{an}}$, with edges of length 0.6, as depicted in Figure 3.

Attached to the boundary of $\Omega, \partial \Omega$, are four electrodes of unity length, centred on each of the edges of $\Omega$. The electrodes constitute the Dirichlet


Figure 3: Physical domain $\Omega$ with an electrode attached to each edge.
boundary $\Gamma^{\mathrm{D}} \equiv \Gamma_{\text {south }} \cup \Gamma_{\text {north }} \cup \Gamma_{\text {east }} \cup \Gamma_{\text {west }}$, on which the potential is presicribed as

$$
u= \begin{cases}1, & \text { on } \Gamma_{\text {south }},  \tag{4.1}\\ 0, & \text { on } \Gamma_{\text {north }} \cup \Gamma_{\text {east }} \cup \Gamma_{\text {west }} .\end{cases}
$$

On the Neumann boundary, $\Gamma^{\mathrm{N}} \equiv \partial \Omega \backslash \Gamma^{\mathrm{D}}$, we assume electrostatic insulation, i.e.

$$
\begin{equation*}
\frac{\partial u}{\partial n}=0, \quad \text { on } \Gamma^{\mathrm{N}} \tag{4.2}
\end{equation*}
$$

We define the "background material" as $\Omega_{\mathrm{bg}} \equiv \Omega \backslash \bar{\Omega}_{\mathrm{an}}$. The electric permittivity, $\epsilon$, inside $\Omega$ is given as

$$
\epsilon \equiv \begin{cases}\epsilon_{\mathrm{bg}} \equiv 1, & \text { in } \Omega_{\mathrm{bg}},  \tag{4.3}\\ \epsilon_{\mathrm{an}} \equiv 0.1, & \text { in } \Omega_{\mathrm{an}} .\end{cases}
$$

Finally, in $\Omega_{\mathrm{bg}} \cup \Omega_{\mathrm{an}}$, the electrostatic potential is governed by the Laplace equation,

$$
\begin{equation*}
-\nabla^{2} u=0 \tag{4.4}
\end{equation*}
$$

Our problem is parametrised by the parameter vector $\boldsymbol{\mu} \equiv\left(\mu_{1}, \mu_{2}\right) \in \mathcal{D}$, which determines the position of the centre of $\Omega_{\mathrm{an}}$. Here, $\mathcal{D} \subset \Omega$ is our parameter

Paper 1


Figure 4: Decomposition of the physical domain into nine (deformed square) spectral elements.
domain, defined as $\mathcal{D} \equiv[1,2] \times[1,2]$. Hence, the shape of $\Omega_{\mathrm{bg}}$ and the position of $\Omega_{\text {an }}$ depend upon $\boldsymbol{\mu}$. For typesetting convenience however, we do not explicitly denote these dependencies in formulas.

Our output of interest is the accumulated charge on the eastern electrode, i.e., the capacitance corresponding to the "south-east" pair of electrodes, given by the flux integral

$$
\begin{equation*}
\tilde{s}(\boldsymbol{\mu}) \equiv-\epsilon_{\mathrm{bg}} \int_{\Gamma_{\text {east }}} \frac{\partial u(\boldsymbol{\mu})}{\partial n} \mathrm{~d} s \tag{4.5}
\end{equation*}
$$

### 4.2 RB treatment

### 4.2.1 Parametrised weak form

Let $u^{\mathrm{D}} \in H^{1}$ be a lifting of the Dirichlet data (4.1), and write $u(\boldsymbol{\mu})=u^{0}(\boldsymbol{\mu})+u^{\mathrm{D}}$. With the boundary conditions (4.1) and (4.2), together with the assumption of flux continuity on the interior boundary and global continuity of the solution, the parametric weak form of our problem reads: Given any $\boldsymbol{\mu} \in \mathcal{D}$, find $u^{0}(\boldsymbol{\mu}) \in X$ such that

$$
\begin{equation*}
a(u(\boldsymbol{\mu}), v ; \boldsymbol{\mu})=0, \quad \forall v \in X \tag{4.6}
\end{equation*}
$$

where $u(\boldsymbol{\mu})=u^{0}(\boldsymbol{\mu})+u^{\mathrm{D}}$,

$$
\begin{equation*}
a(u(\boldsymbol{\mu}), v ; \boldsymbol{\mu})=\epsilon_{\mathrm{bg}} \int_{\Omega_{\mathrm{bg}}} \nabla u(\boldsymbol{\mu}) \cdot \nabla v \mathrm{~d} \Omega+\epsilon_{\mathrm{an}} \int_{\Omega_{\mathrm{an}}} \nabla u(\boldsymbol{\mu}) \cdot \nabla v \mathrm{~d} \Omega \tag{4.7}
\end{equation*}
$$

and $X=\left\{v \in H^{1}:\left.v\right|_{\Gamma^{\mathrm{D}}}=0\right\}$.
In order to treat our problem numerically, we decompose our domain into nine subdomains, as depicted in Figure 4. Next, we introduce a reference domain $\hat{\Omega} \equiv(-1,1) \times(-1,1)$ and standard transfinite mappings $[8] \mathcal{F}_{i}: \Omega_{i} \rightarrow \hat{\Omega}$, $1 \leq i \leq 9$. We may then write our bilinear form, $a$, in terms of the reference variables $(\xi, \eta)$ on the reference domain as

$$
\begin{equation*}
a(u(\boldsymbol{\mu}), v ; \boldsymbol{\mu})=\sum_{i=1}^{9} \epsilon_{i} \int_{\hat{\Omega}}\left(\hat{\nabla} \hat{u}_{i}(\boldsymbol{\mu})\right)^{\mathrm{T}} G_{i}(\boldsymbol{\mu}) \hat{\nabla} \hat{v}_{i} \mathrm{~d} \hat{\Omega}, \tag{4.8}
\end{equation*}
$$

where $\hat{\nabla}$ is the gradient operator in the reference variables and, for $1 \leq i \leq 9$, $\epsilon_{i}$ denotes the electric permittivity in $\Omega_{i},\left.\hat{v}_{i}(\xi, \eta) \equiv v(x, y)\right|_{\Omega_{i}} \circ \mathcal{F}_{i}$, and $G_{i}$ is a parametrically and spatially dependent $2 \times 2$ symmetric positive definite matrix comprising the geometrical factors induced by $\mathcal{F}_{i}$.

### 4.2.2 "Truth" spectral element approximation

In order to construct the snapshots upon which to build the RB approximations, we define the "truth" discretisation of (4.6). To this end, we shall employ a standard spectral element method based on high-order polynomials [15].

As our discrete "truth" approximation space, we define

$$
\begin{equation*}
X^{\mathcal{N}} \equiv\left\{v \in H^{1}(\Omega):\left.v\right|_{\Gamma^{\mathrm{D}}}=0, \hat{v}_{i} \in \mathbb{P}_{P}(\hat{\Omega}), 1 \leq i \leq 9\right\} \tag{4.9}
\end{equation*}
$$

where $\mathbb{P}_{P}(\hat{\Omega})$ denotes the space of polynomials of degree $P$ in each direction over $\hat{\Omega}$. With $\mathcal{N}=\operatorname{dim}\left(X^{\mathcal{N}}\right)$, we note that $\mathcal{N} \sim P^{2}$. For the Dirichlet and flux lifting functions, we shall also use (mapped) polynomials. We thus require the spaces

$$
\begin{align*}
\tilde{X}_{\text {east }}^{\mathcal{N}} & \equiv\left\{v \in H^{1}(\Omega):\left.v\right|_{\Gamma^{\mathrm{D}} \backslash \Gamma_{\text {east }}}=0, \hat{v}_{i} \in \mathbb{P}_{P}(\hat{\Omega}), 1 \leq i \leq 9\right\},  \tag{4.10}\\
\tilde{X}_{\text {south }}^{\mathcal{N}} & \equiv\left\{v \in H^{1}(\Omega):\left.v\right|_{\Gamma^{\mathrm{D}} \backslash \Gamma_{\text {south }}}=0, \hat{v}_{i} \in \mathbb{P}_{P}(\hat{\Omega}), 1 \leq i \leq 9\right\}, \tag{4.11}
\end{align*}
$$

and we also define

$$
\begin{equation*}
V^{\star} \equiv\left\{v \in H^{1}:\left.v\right|_{\Gamma^{\mathrm{D}} \backslash \Gamma_{\text {east }}}=0,\left.v\right|_{\Gamma_{\text {east }}}=1\right\} . \tag{4.12}
\end{equation*}
$$

We now state the "truth" discretisation of (4.6) as: For any $\boldsymbol{\mu} \in \mathcal{D}$, find $u^{\mathcal{N}, 0}(\boldsymbol{\mu}) \in X^{\mathcal{N}}$ such that

$$
\begin{equation*}
a\left(u^{\mathcal{N}}(\boldsymbol{\mu}), v ; \boldsymbol{\mu}\right)=0, \quad \forall v \in X^{\mathcal{N}} \tag{4.13}
\end{equation*}
$$

where $u^{\mathcal{N}}(\boldsymbol{\mu})=u^{\mathcal{N}, 0}(\boldsymbol{\mu})+u^{\mathrm{D}}$ and $u^{\mathrm{D}} \in \tilde{X}_{\text {south }}^{\mathcal{N}}$ is some chosen ( $\boldsymbol{\mu}$-independent) lifting of the Dirichlet data (4.1). The corresponding "truth" output of interest is

$$
\begin{equation*}
s^{\mathcal{N}}(\boldsymbol{\mu})=l^{\text {out }}\left(u^{\mathcal{N}}(\boldsymbol{\mu}) ; \boldsymbol{\mu}\right)=a\left(u^{\mathcal{N}}(\boldsymbol{\mu}), v^{\star} ; \boldsymbol{\mu}\right) \tag{4.14}
\end{equation*}
$$

In (4.14), we have omitted the minus sign (that appeared in (4.5) since the capacitance is positive by definition). Also note that for the "truth" problem, any two $v^{\star} \in\left(V^{\star} \cap \tilde{X}_{\text {east }}^{\mathcal{N}}\right)$ will produce the same numerical output, as we saw in Section 2.

As basis functions for the three discrete spaces above, and as shape functions for the "truth" approximations, we use the Lagrange polynomials over the $(P+$ $1)^{2}$ tensorised GLL nodes (on $\hat{\Omega}$ ) [5]. Specifically, we have made the choice $P=35$.

Due to the change from Neumann to Dirichlet boundary conditions at the electrode edges, $u$ exhibits known singularities [2, 11] which will limit the convergence of the high order polynomial approximation. Although there exist techniques to improve the finite element convergence rate when singularities are present, (e.g. using an adaptive $h-p$ finite element method [2]) we restrict ourselves here to a standard spectral element approximation based on high order polynomials since our focus in this paper is the accuracy of the $R B$ approximation relative to the "truth" approximation.

### 4.2.3 Reduced basis approximation

The RB approximation spaces are defined as

$$
\begin{equation*}
X_{N} \equiv \operatorname{span}\left\{u^{\mathcal{N}, 0}\left(\boldsymbol{\mu}_{n}\right)\right\}_{n=1}^{N} \tag{4.15}
\end{equation*}
$$

for $1 \leq N \leq N_{\max }$. If we move the term comprising the Dirichlet lifting to the right-hand-side, the RB problem may be written as: For any $\boldsymbol{\mu} \in \mathcal{D}$, find $u_{N}^{0}(\boldsymbol{\mu}) \in X_{N}$ such that

$$
\begin{equation*}
a\left(u_{N}^{0}(\boldsymbol{\mu}), v ; \boldsymbol{\mu}\right)=-a\left(u^{\mathrm{D}}, v ; \boldsymbol{\mu}\right), \quad \forall v \in X_{N} \tag{4.16}
\end{equation*}
$$
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and set $u_{N}(\boldsymbol{\mu})=u_{N}^{0}(\boldsymbol{\mu})+u^{\mathrm{D}}$. We then evaluate our output of interest as

$$
\begin{equation*}
s_{N}\left(\boldsymbol{\mu} ; v^{\star}\right) \equiv a\left(u_{N}(\boldsymbol{\mu}), v^{\star} ; \boldsymbol{\mu}\right) \tag{4.17}
\end{equation*}
$$

where we choose $v^{\star} \in\left(V^{\star} \cap \tilde{X}_{\text {east }}^{\mathcal{N}}\right)$.
In order to construct $X_{N}, 1 \leq N \leq N_{\max }$, we use the greedy parameter selection process outlined in Section 3.1.3. We start by choosing $\boldsymbol{\mu}_{1}$ randomly from $\mathcal{D}$ and then compute the corresponding first snapshot $u^{\mathcal{N}, 0}\left(\boldsymbol{\mu}_{1}\right)$. Next, for $2 \leq N \leq N_{\max }$, we choose $\boldsymbol{\mu}_{N}$ from a training sample $\Xi_{\text {train }} \subset \mathcal{D}$ in a greedy manner based on a posteriori upper bounds $\Delta_{N-1}(\boldsymbol{\mu})$ - computed for every $\boldsymbol{\mu} \in \Xi_{\text {train }}$ - for the energy-norm errors $\left\|u^{\mathcal{N}, 0}(\boldsymbol{\mu})-u_{N-1}^{0}(\boldsymbol{\mu})\right\|_{\mu}$, and then compute the next snapshot as $u^{\mathcal{N}, 0}\left(\boldsymbol{\mu}_{N}\right)$. (A detailed description of the procedure can be found in $[17,20]$.) Here, we have chosen $\Xi_{\text {train }}$ as an equidistant "grid" of 225 points in $\mathcal{D}$.

Unfortunately, the elements of the matrices $G_{k}$ do not permit a parametrically affine expansion of $a$, as assumed in (3.2). For this reason, our computations do not immediately decouple into the very desirable offline and online stages. However, as commented in the previous section, the empirical interpolation method provides means to this end $[3,9,14]$. In fact, we can make the empirical interpolation error negligible if we make sure to include enough terms in the approximate affine expansion of $a$. If the number of required terms is not too large, we can at the same time use an efficient offline-online computational approach. In the numerical tests that follow, however, we have chosen to not use an offline-online decoupling approach, since this is not critical for our conclusions.

### 4.2.4 A posteriori error estimation: a coercivity lower bound

If we were to use an offline-online decoupling approach for our particular problem, we should also include additional terms in the a posteriori error estimators in order to account for the empirical interpolation error [3, 16]. However, the standard estimators from Section 3 are still valid under the assumption of a negligible interpolation error because the additional terms will vanish as the interpolation error goes to zero. Hence, if we for any $\boldsymbol{\mu} \in \mathcal{D}$ can establish a coercivity lower bound $\alpha_{\mathrm{LB}}(\boldsymbol{\mu})$, we can compute an energy-norm error bound $\Delta_{N}(\boldsymbol{\mu})$ and output error bounds $\Delta_{N, \mathcal{M}}^{\text {out }}(\boldsymbol{\mu})$ and $\Delta_{N, \bar{\mu}}^{\text {out }}(\boldsymbol{\mu})$ as described in Sections 3.3, 3.4.1 and 3.4.2. In fact, if we for $1 \leq k \leq 9$ let $\sigma_{k}(\boldsymbol{\mu})$ denote the set of eigenvalues of the (symmetric and positive definite) matrix $G_{k}(\boldsymbol{\mu})$ of geometrical
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factors, and define

$$
\begin{equation*}
\lambda^{-}(\boldsymbol{\mu}) \equiv \min _{\substack{(\xi, \eta) \in \hat{\Omega} \\ 1 \leq k \leq 9}} \sigma_{k}(\xi, \eta ; \boldsymbol{\mu}), \quad \lambda^{+}(\boldsymbol{\mu}) \equiv \max _{\substack{(\xi, \eta) \in \hat{\Omega} \\ 1 \leq k \leq 9}} \sigma_{k}(\xi, \eta ; \boldsymbol{\mu}), \tag{4.18}
\end{equation*}
$$

it can be shown (c.f. [7, 13]) that a coercivity lower bound for our particular problem is given by

$$
\begin{equation*}
\alpha_{\mathrm{LB}}(\boldsymbol{\mu})=\frac{\lambda^{-}(\boldsymbol{\mu})}{\lambda^{+}(\overline{\boldsymbol{\mu}})} . \tag{4.19}
\end{equation*}
$$

Our particular choice for the reference parameter vector is $\overline{\boldsymbol{\mu}}=(1.5,1.5)$, i.e., the centre of $\mathcal{D}$. We make a remark here that we in practice realise the maximum and minimum of the $\sigma_{k}(\cdot, \cdot ; \boldsymbol{\mu})$ over the tensorised GLL nodes. An efficient offline-online decomposition procedure for the coercivity lower bound - the successive constraint method - can be found in [20].

### 4.3 Numerical results

Here, we present results for the RB output error, defined as

$$
\begin{equation*}
e_{N}^{\text {out }}\left(\boldsymbol{\mu} ; v^{\star}\right) \equiv\left|s^{\mathcal{N}}(\boldsymbol{\mu})-s_{N}\left(\boldsymbol{\mu} ; v^{\star}\right)\right| \tag{4.20}
\end{equation*}
$$

and the RB output error bound $\Delta_{N, v^{\star}}^{\text {out }}(\boldsymbol{\mu})$. For $v^{\star} \in\left(V^{\star} \cap \tilde{X}_{\text {east }}^{\mathcal{N}}\right)$, we shall make use of three different functions: The reference parameter approximation $\psi^{\mathcal{N}}(\overline{\boldsymbol{\mu}})$ discussed in Section 3.4.2 with $\overline{\boldsymbol{\mu}}=(1.5,1.5)$, the coarse finite element approximation $\psi^{\mathcal{M}_{2}}(\boldsymbol{\mu})$ discussed in Section 3.4.1, which corresponds to the solution of (3.27) using quadratic polynomials as basis functions, and a "naive" choice, $v_{\text {naive }}^{\star}$, given as

$$
v_{\text {naive }}^{\star} \equiv \begin{cases}1, & \text { on } \Gamma_{\text {east }},  \tag{4.21}\\ 0, & \text { at every other GLL node. }\end{cases}
$$

Note that in a spectral element context, the naive choice would be the natural and computationally convenient choice to make for $v^{\star}$.

In order to test the RB approximations, we introduce a test sample $\Xi_{\text {test }} \subset \mathcal{D}$ consisting of 200 random points with a uniform distribution over $\mathcal{D}$. We assume that $\Xi_{\text {test }}$ is dense enough that the behavior of the RB output for $\boldsymbol{\mu} \in \Xi_{\text {test }}$ gives a good representation of the behavior of the RB output for all $\boldsymbol{\mu} \in \mathcal{D}$.


Figure 5: Maximum (left) and mean (right) of the output errors $e_{N}^{\text {out }}\left(\boldsymbol{\mu} ; v^{\star}\right)$ over $\Xi_{\text {test }}$ for the three choices $\psi^{\mathcal{N}}(\overline{\boldsymbol{\mu}})(\times), \psi^{\mathcal{M}_{2}}(\boldsymbol{\mu})(\circ)$ and $v_{\text {naive }}^{\star}(\square)$ for $v^{\star}$, as functions of the number of reduced basis functions, $N$.

In Figure 5, we plot the maximum (to the left) and mean (to the right) of the output errors $e_{N}^{\text {out }}\left(\boldsymbol{\mu} ; \psi^{\mathcal{N}}(\overline{\boldsymbol{\mu}})\right), e_{N}^{\text {out }}\left(\boldsymbol{\mu} ; \psi^{\mathcal{M}_{2}}(\boldsymbol{\mu})\right)$ and $e_{N}^{\text {out }}\left(\boldsymbol{\mu} ; v_{\text {naive }}^{\star}\right)$ over all $\boldsymbol{\mu} \in \Xi_{\text {test }}$ as functions of the number of RB basis functions, $N$. We conclude that the two "good" choices for $v^{\star}$ in general perform about an order of magnitude better than the naive choice.

Next, for all $\boldsymbol{\mu} \in \Xi_{\text {test }}$, and for the particular case of $N=25$, we compute the effectivity associated with the output error estimator $\Delta_{N, \bar{\mu}}^{\text {out }}$, defined as

$$
\begin{equation*}
\nu_{N, \overline{\boldsymbol{\mu}}}^{\text {out }}(\boldsymbol{\mu}) \equiv \frac{\Delta_{N, \boldsymbol{\mu}}^{\text {out }}(\boldsymbol{\mu})}{e_{N}^{\text {out }}\left(\boldsymbol{\mu} ; \psi^{\mathcal{N}}(\overline{\boldsymbol{\mu}})\right)} \tag{4.22}
\end{equation*}
$$

Associated with the other two choices for $v^{\star}$, we define the effectivities $\nu_{N, \mathcal{M}_{2}}^{\text {out }}(\boldsymbol{\mu})$ and $\nu_{N, v_{\text {naive }}^{\star}}^{\text {out }}(\boldsymbol{\mu})$ in a similar way. For most $\boldsymbol{\mu} \in \Xi_{\text {test }}$, the effectivity $\nu_{N, \boldsymbol{\mu}}^{\text {out }}(\boldsymbol{\mu})$ is in the range $\mathcal{O}(100)<\nu_{N, \bar{\mu}}^{\text {out }}(\boldsymbol{\mu})<\mathcal{O}(1000)$, as shown in Figure 6. For the other two effectivities, $\nu_{N, \mathcal{M}_{2}}^{\text {out }}(\boldsymbol{\mu})$ and $\nu_{N, v_{\text {naive }}^{\star}}^{\text {out }}(\boldsymbol{\mu})$, the results are similar (not shown). We also find that, for most $\boldsymbol{\mu} \in \Xi_{\text {test }}, \nu_{N, \mathcal{M}_{2}}^{\text {out }}(\boldsymbol{\mu})<\nu_{N, \bar{\mu}}^{\text {out }}(\boldsymbol{\mu})<\nu_{N, v_{\text {naive }}^{\star}}^{\text {out }}(\boldsymbol{\mu})$. This is, however, not generally true for other choices of $N$.

The reason for the output error estimators being rather conservative is the large "angle" between the error of the primal problem, $u_{N}(\boldsymbol{\mu})-u^{\mathcal{N}}(\boldsymbol{\mu})$, and the error of the dual problem, $\psi^{\mathcal{N}}(\overline{\boldsymbol{\mu}})-\psi^{\mathcal{N}}(\boldsymbol{\mu})$. Thus, the Cauchy-Schwarz inequality, used in (3.23), becomes unsharp. This point is readily verified for the
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Figure 6: Output error bound effectivity $\nu_{N, \bar{\mu}}^{\text {out }}(\boldsymbol{\mu})$ for all $\boldsymbol{\mu} \in \Xi_{\text {test }}$ for $N=25$ (in no particular order).
estimator $\Delta_{N, \bar{\mu}}^{\text {out }}$ by separate computation of the effectivities associated with the estimators $\Delta_{N}(\boldsymbol{\mu})$ and $\Delta_{\bar{\mu}}(\boldsymbol{\mu})$ for the primal and dual problems, respectively, which are indeed close to unity (of course, the same argument works for the other estimators as well). For $N=25$, we find

$$
\begin{equation*}
\max _{\mu \in \Xi_{\text {test }}} \frac{\Delta_{N}(\boldsymbol{\mu})}{\left\|u^{\mathcal{N}}(\boldsymbol{\mu})-u_{N}(\boldsymbol{\mu})\right\|_{\mu}} \approx 2.68 \tag{4.23}
\end{equation*}
$$

and (irrespective of $N$ )

$$
\begin{equation*}
\max _{\boldsymbol{\mu} \in \Xi_{\text {test }}} \frac{\Delta_{\bar{\mu}}(\boldsymbol{\mu})}{\left\|\psi^{\mathcal{N}}(\boldsymbol{\mu})-\psi^{\mathcal{N}}(\overline{\boldsymbol{\mu}})\right\|_{\mu}} \approx 2.94 \tag{4.24}
\end{equation*}
$$

Hence, we do have a quite sharp bound for the right hand side of (3.23) for all $\boldsymbol{\mu} \in \Xi_{\text {test }}$, and the unsharpness of the RB output error bound must be ascribed to the Cauchy-Schwarz inequality. Another implication of the sharpness of the individual error bounds is that our coercivity lower bound, $\alpha_{\text {LB }}(\boldsymbol{\mu})$, must be very sharp for all $\boldsymbol{\mu} \in \Xi_{\text {test }}$.

## Evaluation of Flux Integral Outputs

### 4.4 A note on a special compliant problem

Since the governing equation for our problem is the Laplace equation (4.4), the parametrised bilinear form $a(\cdot, \cdot ; \boldsymbol{\mu})$ is symmetric for each $\boldsymbol{\mu} \in \mathcal{D}$, and the only term that enters on the right-hand-side in the weak formulation is the Dirichlet lifting term $-a\left(u^{\mathrm{D}}, v ; \boldsymbol{\mu}\right)$ (as in (4.16)). Now, in the very special case that we would like to evaluate the flux integral output over the same electrode on which a unity potential is imposed, we may choose $v^{\star}=u^{\mathrm{D}}$ as the flux lifting function. In this case, our RB output of interest is $s_{N}\left(\boldsymbol{\mu} ; u^{\mathrm{D}}\right)=a\left(u_{N}(\boldsymbol{\mu}), u^{\mathrm{D}} ; \boldsymbol{\mu}\right)$. With $e_{N}(\boldsymbol{\mu})=u^{\mathcal{N}}(\boldsymbol{\mu})-u_{N}(\boldsymbol{\mu})$, we get

$$
\begin{align*}
\left|s^{\mathcal{N}}(\boldsymbol{\mu})-s_{N}\left(\boldsymbol{\mu} ; u^{\mathrm{D}}\right)\right| & =\left|a\left(e_{N}(\boldsymbol{\mu}), u^{\mathrm{D}} ; \boldsymbol{\mu}\right)\right| \\
& =\left|a\left(u^{\mathrm{D}}, e_{N}(\boldsymbol{\mu}) ; \boldsymbol{\mu}\right)\right| \\
& =\left|a\left(u^{\mathcal{N}, 0}(\boldsymbol{\mu}), e_{N}(\boldsymbol{\mu}) ; \boldsymbol{\mu}\right)\right| \\
& =\left|a\left(e_{N}(\boldsymbol{\mu}), e_{N}(\boldsymbol{\mu}) ; \boldsymbol{\mu}\right)\right|=\left\|e_{N}(\boldsymbol{\mu})\right\|_{\boldsymbol{\mu}}^{2} \tag{4.25}
\end{align*}
$$

where we use the symmetry of $a(\cdot, \cdot ; \boldsymbol{\mu})$, then (4.13) (with $u^{\mathcal{N}}(\boldsymbol{\mu})=u^{\mathcal{N}, 0}(\boldsymbol{\mu})+$ $\left.u^{\mathrm{D}}(\boldsymbol{\mu})\right)$ and the fact that $e_{N}(\boldsymbol{\mu}) \in X^{\mathcal{N}}$, and finally again symmetry of $a(\cdot, \cdot ; \boldsymbol{\mu})$ and Galerkin orthogonality. Hence, the RB output error converges quadratically with the energy-norm error without any simultaneous primal-dual treatment.

In the multi-electrode case, it is of little practical interest to evaluate the capacitance over the electrode with unity Dirichlet data, since this evaluation would only yield the total capacitance, as if we were to sum up the capacitances between the selected electrode and each of the other electrodes. However, for the sake of argument, suppose our system consists of only two electrodes. Then the exact output over one of the electrodes is equal to the exact output over the other, with a minus sign. We can thus choose to evaluate the output over the electrode with unity Dirichlet data (and multiply by $(-1)$ ).

We emphasise again that this compliant effect is restricted to the special case in which $f=0$, the unity Dirichlet input electrode coincides with the output electrode and $a(\cdot, \cdot ; \boldsymbol{\mu})$ is symmetric for each $\boldsymbol{\mu} \in \mathcal{D}$.

In [7], the numerical example discussed in Sections 4.1-4.3 is extended to incorporate three outputs (specifically, the capacitances between the south electrode, $\Gamma_{\text {south }}$, and each of the other electrodes, $\Gamma_{\text {east }}, \Gamma_{\text {north }}$ and $\left.\Gamma_{\text {west }}\right)$. Also, several symmetries of the problem are exploited - which we have not done in this paper for the sake of simplicity of exposition - and the empirical interpolation method is used in order to achieve an efficient offline-online decoupling of the RB computations. Finally, we also mention [21], in which a very similar electrostatics problem is solved with the $h-p$ finite element method. As in our
example, the outputs of interest are the capacitances corresponding to pairs of electrodes, and evaluation of the outputs both via a flux lifting function and by direct computation is considered.

## 5 Concluding Remarks

We have shown that the flux lifting function, which we call $v^{\star}$, should be chosen with care when evaluating flux integral outputs from reduced basis approximations. Our two different proposals for a "good" $v^{\star}$ have been seen to give better results (a smaller RB output error) than a naive $v^{\star}$ in a simple (Laplace equation) numerical example. In contrast, we note that the naive $v^{\star}$ would have performed equally well as the "good" ones within a standard finite element context. (In fact, the naive choice is convenient in terms of implementation, and is thus often used in practice for the FE method.)

In the case of many (flux integral) outputs of interest that are all functionals of the same RB solution, a standard primal-dual error reduction technique may become too expensive. In this case, choosing a good $v^{\star}$ is important to make sure that the RB (primal only) output error is not unnecessarily large.
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#### Abstract

We present a new " $h p$ " parameter multidomain certified reduced basis (RB) method for rapid and reliable online evaluation of functional outputs associated with parametrized elliptic partial differential equations. We propose, and provide theoretical justification for, a new procedure for adaptive partition (" $h$ "-refinement) of the parameter domain into smaller parameter subdomains: we pursue a hierarchical splitting of the parameter (sub)domains based on proximity to judiciously chosen parameter anchor points within each subdomain. Subsequently, we construct individual standard RB approximation spaces (" $p$ "-refinement) over each subdomain. Greedy parameter sampling procedures and a posteriori error estimation play important roles in both the " $h$ "-type and " $p$ "-type stages of the new algorithm. We present illustrative numerical results for a convection-diffusion problem: the new " $h p$ "-approach is considerably faster (respectively, more costly) than the standard " $p$ "-type reduced basis method in the online (respectively, offline) stage.


## 1 Introduction

The certified reduced basis ( RB ) method provides a computational framework for rapid and reliable evaluation of outputs associated with parametrized partial differential equations. Given any input parameter vector-such as geometric factors or material property coefficients-the RB field approximation is constructed as a Galerkin linear combination of precomputed "truth" finite element
(FE) "snapshots" at optimally chosen parameter values; the RB output approximation is then evaluated as a functional of the RB field approximation. The methodology was originally introduced in $[1,21]$ and then further analyzed in [22, 23]; for a review of both earlier and more recent contributions, see [24].

For problems in which the field variable varies smoothly with the parameters, good RB approximations can be obtained with very few snapshots: the RB approximation converges exponentially fast [5, 8]. Furthermore, rigorous a posteriori upper bounds for the error in the RB approximation (with respect to the truth discretization) can be readily developed [24]. Finally, under an assumption on "affine" parameter dependence (perhaps only approximate [4, 13]), both the RB output approximation and the associated RB output error bound can be computed very efficiently by offline-online computational procedures [24]. The RB method is especially attractive in engineering contexts in which low marginal (online) computational cost is advantageous: "real-time"-such as parameter estimation [19] and optimal control-and "many-query"-such as multiscale [6] or stochastic simulation [7].

The RB approximation space is specifically constructed to provide accurate approximations for any parameter value in a predefined parameter domain. Hence, larger parameter domains typically induce larger RB spaces and greater computational cost. In this paper we propose, and provide theoretical justification for, a new procedure for adaptive partition (" $h$ "-refinement) of the parameter domain into smaller parameter subdomains: we pursue a hierarchical splitting of the parameter (sub)domains based on proximity to judiciously chosen parameter anchor points within each subdomain. Subsequently, we construct individual standard RB approximation spaces (" $p$ "-refinement) over each subdomain. Greedy sampling procedures and rigorous a posteriori error estimation play important roles in both the " $h$ "-type and " $p$ "-type stages of the algorithm.

In this new approach, the RB approximation associated with any new parameter value is, as always, constructed as a linear Galerkin combination of snapshots from the parameter (sub)domain in which this new parameter value resides. However, we expect the online computational cost of the new approach to be greatly reduced relative to the online cost of the standard RB approach due to the smaller parameter (sub)domains and hence lower-dimensional local RB approximation spaces associated with the " $h p$ " approximation. The method should be particularly effective for problems in which the solution has very different structures in different regions of the parameter domain-problems for which a snapshot from one parameter region may be of limited value for the RB approximation in another parameter region.
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The notion of parameter domain refinement within the model order reduction framework is considered in several earlier works. In [2, 3], a reduced-order parameter multielement "interpolation" procedure is introduced for aeroelasticity problems; this interpolation procedure and our approach here share a similar error-adaptive domain-decomposition foundation. However, the two approaches are quite different: interpolation on a manifold rather than Galerkin projection (here); parameter domain partition based on a Voronoi diagram rather than a hierarchical tree structure decomposition (here); heuristic error indicators rather than rigorous error bounds (here); and less strict rather than strict offline-online segregation (here). However, our own approach cannot yet treat problems of the complexity considered in $[2,3]$.

In other related work $[14,15,25]$, adaptive train sample refinement is considered to render the Greedy parameter sampling procedure more efficient: richer samples are considered only as needed in the Greedy iterations [25] and only where needed in the parameter domain $[14,15]$. Our approach invokes a similar technique: we include new points in the train sample within each subdomain at each new level of " $h$ "-refinement; we thus effectively adapt the train sample to the more "difficult" parameter regions which require many subdomains. Reference [14] also proposes a multiple-bases (" $h p$ ") approach which shares certain features with our approach here but also differs in several important ways in particular related to the " $h$ "-refinement partition strategy.

In section 2 we give the general problem statement along with various definitions required throughout the paper. In section 3 we review the standard (" $p$ "-type) RB method; in section 4 we present the new " $h$ "-type RB method and provide an a priori convergence theory for a zeroth-order approximation in the one-parameter case; in section 5 we present the new " $h p$ "-type RB method as a combination of the " $p$ "- and " $h$ "-type methods. In section 6 we present numerical results for a convection-diffusion model problem and in particular we compare the computational cost of the new " $h p$ "-approach to the standard " $p$ "-type method. We conclude in section 7 with some final remarks.

## 2 Problem statement

We shall consider linear, elliptic, coercive, second-order partial differential equations. We denote the physical domain by $\Omega \subset \mathbb{R}^{2}$, and we introduce the spaces $L^{2}(\Omega)=\left\{v: \int_{\Omega} v^{2} \mathrm{~d} \Omega<\infty\right\}, H^{1}(\Omega)=\left\{v \in L^{2}(\Omega):|\nabla v| \in L^{2}(\Omega)\right\}$, and $H_{0}^{1}(\Omega)=\left\{v \in H^{1}(\Omega):\left.v\right|_{\partial \Omega}=0\right\}$. We further define the space associated with the exact solution (hence ${ }^{e}$ ) $X^{e} \equiv X^{e}(\Omega)$ such that $H_{0}^{1}(\Omega) \subseteq X^{e}(\Omega) \subseteq H^{1}(\Omega)$.

We introduce a compact parameter domain $\mathcal{D} \subset \mathbb{R}^{P}$; a point in $\mathcal{D}$ shall be denoted $\boldsymbol{\mu}=\left(\mu_{1}, \ldots, \mu_{P}\right)$.

For each $\boldsymbol{\mu} \in \mathcal{D}, a(\cdot, \cdot ; \boldsymbol{\mu})$ is an $X^{e}$-coercive and $X^{e}$-continuous bilinear form and $f(\cdot ; \boldsymbol{\mu})$ is an $X^{e}$-bounded linear functional. To accommodate an efficient offline-online computational procedure, we assume that $a$ and $f$ admit affine expansions as

$$
\begin{equation*}
a(\cdot, \cdot ; \boldsymbol{\mu})=\sum_{q=1}^{Q_{a}} a^{q}(\cdot, \cdot) \Theta_{a}^{q}(\boldsymbol{\mu}), \quad f(\cdot ; \boldsymbol{\mu})=\sum_{q=1}^{Q_{f}} f^{q}(\cdot) \Theta_{f}^{q}(\boldsymbol{\mu}) \tag{2.1}
\end{equation*}
$$

for modest $Q_{a}$ and $Q_{f}$, where the $a^{q}$ and $f^{q}$ are $\boldsymbol{\mu}$-independent continuous bilinear forms and linear functionals, respectively, and the $\Theta_{a}^{q}$ and $\Theta_{f}^{q}$ are $\boldsymbol{\mu}$ dependent continuous functions. (The assumption (2.1) can be relaxed with the empirical interpolation method $[4,13]$ for the construction of good affine approximations to $a$ and $f$.) For simplicity, we introduce $Q=\max \left\{Q_{a}, Q_{f}\right\}$.

The exact problem statement reads as follows: Given any $\boldsymbol{\mu} \in \mathcal{D}$, find $u^{e}(\boldsymbol{\mu}) \in X^{e}$ such that

$$
\begin{equation*}
a\left(u^{e}(\boldsymbol{\mu}), v ; \boldsymbol{\mu}\right)=f(v ; \boldsymbol{\mu}) \quad \forall v \in X^{e} . \tag{2.2}
\end{equation*}
$$

The output of interest can then be evaluated as a functional of the field variable, say, $s(\boldsymbol{\mu})=l\left(u^{e}(\boldsymbol{\mu}) ; \boldsymbol{\mu}\right)$ for some $X^{e}$-bounded linear functional $l(\cdot ; \boldsymbol{\mu})$. In this paper, however, for simplicity of exposition, we consider no particular output(s) of interest; our " $h p$ " procedure does not depend on the output functional(s) chosen.

We next introduce a "truth" finite element (FE) space $X \equiv X^{\mathcal{N}}(\Omega) \subset X^{e}(\Omega)$ of finite dimension $\mathcal{N}$. The truth discretization of (2.2) reads as follows: For any $\boldsymbol{\mu} \in \mathcal{D}$, find $u(\boldsymbol{\mu}) \in X$ such that

$$
\begin{equation*}
a(u(\boldsymbol{\mu}), v ; \boldsymbol{\mu})=f(v ; \boldsymbol{\mu}) \quad \forall v \in X . \tag{2.3}
\end{equation*}
$$

We assume that $X$ is rich enough that the error between the truth and exact solutions is in practice negligible. The RB approximation will be built upon truth snapshots $u\left(\boldsymbol{\mu}_{n}\right) \approx u^{e}\left(\boldsymbol{\mu}_{n}\right), 1 \leq n \leq N$, for judiciously chosen $\boldsymbol{\mu}_{1} \in$ $\mathcal{D}, \ldots, \boldsymbol{\mu}_{N} \in \mathcal{D}$, and the RB error shall be measured with respect to the truth FE approximation.

For any $\boldsymbol{\mu} \in \mathcal{D}$, let $a_{s}(\cdot, \cdot ; \boldsymbol{\mu})$ denote the symmetric part of $a(\cdot, \cdot ; \boldsymbol{\mu})$ : for any $\boldsymbol{\mu} \in \mathcal{D}$ and for all $v, w \in X, a_{s}(w, v ; \boldsymbol{\mu})=\frac{1}{2}(a(w, v ; \boldsymbol{\mu})+a(v, w ; \boldsymbol{\mu}))$. Further, let $\overline{\boldsymbol{\mu}} \in \mathcal{D}$ denote a fixed reference parameter. We then define the parameterindependent $X$-inner product and corresponding $X$-norm as

$$
\begin{equation*}
(\cdot, \cdot)_{X} \equiv a_{s}(\cdot, \cdot ; \overline{\boldsymbol{\mu}}), \quad\|\cdot\|_{X}=\sqrt{(\cdot, \cdot \cdot)_{X}} \tag{2.4}
\end{equation*}
$$
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respectively. By our assumptions, $\|\cdot\|_{X}$ is equivalent to the $H^{1}$-norm.
Finally, we introduce for all $\boldsymbol{\mu} \in \mathcal{D}$ the coercivity and continuity constants of $a(\cdot, \cdot ; \boldsymbol{\mu})$ with respect to the $X$-norm,

$$
\begin{equation*}
\alpha(\boldsymbol{\mu}) \equiv \inf _{w \in X} \frac{a(w, w ; \boldsymbol{\mu})}{\|w\|_{X}^{2}}, \quad \gamma(\boldsymbol{\mu}) \equiv \sup _{v \in X} \sup _{w \in X} \frac{a(v, w ; \boldsymbol{\mu})}{\|v\|_{X}\|w\|_{X}}, \tag{2.5}
\end{equation*}
$$

respectively. For any particular $\boldsymbol{\mu} \in \mathcal{D}$, we further require lower and upper bounds,

$$
\begin{align*}
0<\alpha_{\mathrm{LB}}(\boldsymbol{\mu}) & \leq \alpha(\boldsymbol{\mu}),  \tag{2.6}\\
\infty & >\gamma_{\mathrm{UB}}(\boldsymbol{\mu}) \tag{2.7}
\end{align*}
$$

which shall play a role in our computational procedures. We shall also invoke lower and upper bounds over $\mathcal{D}$,

$$
\begin{align*}
\underline{\alpha} & =\min _{\boldsymbol{\mu} \in \mathcal{D}} \alpha(\boldsymbol{\mu}),  \tag{2.8}\\
\bar{\gamma} & =\max _{\boldsymbol{\mu} \in \mathcal{D}} \gamma(\boldsymbol{\mu}), \tag{2.9}
\end{align*}
$$

for the purposes of our theoretical arguments.
We shall later need the following lemma.
Lemma 1. Let $\Theta_{a}^{q}: \mathcal{D} \rightarrow \mathbb{R}, 1 \leq q \leq Q_{a}, \Theta_{f}^{q}: \mathcal{D} \rightarrow \mathbb{R}, 1 \leq q \leq Q_{f}$, satisfy Lipschitz conditions

$$
\begin{array}{lll}
\left|\Theta_{a}^{q}\left(\boldsymbol{\mu}_{1}\right)-\Theta_{a}^{q}\left(\boldsymbol{\mu}_{2}\right)\right| \leq C_{a}\left|\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{2}\right| & \forall \boldsymbol{\mu}_{1}, \boldsymbol{\mu}_{2} \in \mathcal{D}, & 1 \leq q \leq Q_{a} \\
\left|\Theta_{f}^{q}\left(\boldsymbol{\mu}_{1}\right)-\Theta_{f}^{q}\left(\boldsymbol{\mu}_{2}\right)\right| \leq C_{f}\left|\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{2}\right| & \forall \boldsymbol{\mu}_{1}, \boldsymbol{\mu}_{2} \in \mathcal{D}, & 1 \leq q \leq Q_{f} \tag{2.11}
\end{array}
$$

Then, given any $\boldsymbol{\mu}_{1}, \boldsymbol{\mu}_{2} \in \mathcal{D}$, there exists a positive constant $\tilde{C}$ such that

$$
\begin{equation*}
\left\|u\left(\boldsymbol{\mu}_{1}\right)-u\left(\boldsymbol{\mu}_{2}\right)\right\|_{X} \leq \tilde{C}\left|\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{2}\right| . \tag{2.12}
\end{equation*}
$$

Proof. We have

$$
\begin{array}{ll}
a\left(u\left(\boldsymbol{\mu}_{1}\right), v ; \boldsymbol{\mu}_{1}\right)=f\left(v ; \boldsymbol{\mu}_{1}\right) & \forall v \in X, \\
a\left(u\left(\boldsymbol{\mu}_{2}\right), v ; \boldsymbol{\mu}_{2}\right)=f\left(v ; \boldsymbol{\mu}_{2}\right) & \forall v \in X . \tag{2.14}
\end{array}
$$

By bilinearity of $a$, we thus have for all $v \in X$

$$
\begin{align*}
a\left(u\left(\boldsymbol{\mu}_{1}\right)-u\left(\boldsymbol{\mu}_{2}\right), v ; \boldsymbol{\mu}_{1}\right)=f\left(v ; \boldsymbol{\mu}_{1}\right) & -f\left(v ; \boldsymbol{\mu}_{2}\right) \\
& +a\left(u\left(\boldsymbol{\mu}_{2}\right), v ; \boldsymbol{\mu}_{2}\right)-a\left(u\left(\boldsymbol{\mu}_{2}\right), v ; \boldsymbol{\mu}_{1}\right) \tag{2.15}
\end{align*}
$$

We first examine the right-hand side of (2.15).
By the triangle inequality and the affine expansions (2.1) for $a$ and $f$, we have for all $w, v \in X$ and any $\boldsymbol{\mu}_{1}, \boldsymbol{\mu}_{2} \in \mathcal{D}$

$$
\begin{equation*}
\left|a\left(w, v ; \boldsymbol{\mu}_{1}\right)-a\left(w, v ; \boldsymbol{\mu}_{2}\right)\right| \leq \sum_{q=1}^{Q_{a}}\left|a^{q}(w, v)\left(\Theta_{a}^{q}\left(\boldsymbol{\mu}_{1}\right)-\Theta_{a}^{q}\left(\boldsymbol{\mu}_{2}\right)\right)\right| \tag{2.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|f\left(v ; \boldsymbol{\mu}_{1}\right)-f\left(v ; \boldsymbol{\mu}_{2}\right)\right| \leq \sum_{q=1}^{Q_{f}}\left|f^{q}(v)\left(\Theta_{f}^{q}\left(\boldsymbol{\mu}_{1}\right)-\Theta_{f}^{q}\left(\boldsymbol{\mu}_{2}\right)\right)\right| \tag{2.17}
\end{equation*}
$$

respectively. By our hypothesis, (2.10) and (2.11) on $\Theta_{a}^{q}, 1 \leq q \leq Q_{a}$, and $\Theta_{f}^{q}$, $1 \leq q \leq Q_{f}$, respectively, and continuity of $a^{q}, 1 \leq q \leq Q_{a}$, and $f^{q}, 1 \leq q \leq Q_{f}$, there exist constants $\tilde{c}_{1}$ and $\tilde{c}_{2}$ (independent of $\boldsymbol{\mu}_{1}$ and $\boldsymbol{\mu}_{2}$ ) such that

$$
\begin{equation*}
\left|a\left(w, v ; \boldsymbol{\mu}_{1}\right)-a\left(w, v ; \boldsymbol{\mu}_{2}\right)\right| \leq \tilde{c}_{1}\|v\|_{X}\|w\|_{X}\left|\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{2}\right| \tag{2.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|f\left(v ; \boldsymbol{\mu}_{1}\right)-f\left(v ; \boldsymbol{\mu}_{2}\right)\right| \leq \tilde{c}_{2}\|v\|_{X}\left|\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{2}\right| . \tag{2.19}
\end{equation*}
$$

Recall that $Q_{a}$ and $Q_{f}$ are fixed and finite.
We now let $v=u\left(\boldsymbol{\mu}_{1}\right)-u\left(\boldsymbol{\mu}_{2}\right)$ in (2.15) and deduce from the triangle inequality, (2.18), and (2.19) that

$$
\begin{align*}
a\left(u\left(\boldsymbol{\mu}_{1}\right)-u\left(\boldsymbol{\mu}_{2}\right),\right. & \left.u\left(\boldsymbol{\mu}_{1}\right)-u\left(\boldsymbol{\mu}_{2}\right) ; \boldsymbol{\mu}_{1}\right) \\
& \leq\left(\tilde{c}_{1}\left\|u\left(\boldsymbol{\mu}_{2}\right)\right\|_{X}+\tilde{c}_{2}\right)\left\|u\left(\boldsymbol{\mu}_{1}\right)-u\left(\boldsymbol{\mu}_{2}\right)\right\|_{X}\left|\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{2}\right| \tag{2.20}
\end{align*}
$$

By coercivity and the bound (2.8), we get

$$
\begin{equation*}
\left\|u\left(\boldsymbol{\mu}_{1}\right)-u\left(\boldsymbol{\mu}_{2}\right)\right\|_{X} \leq \frac{1}{\underline{\alpha}}\left(\tilde{c}_{1}\left\|u\left(\boldsymbol{\mu}_{2}\right)\right\|_{X}+\tilde{c}_{2}\right)\left|\boldsymbol{\mu}_{2}-\boldsymbol{\mu}_{1}\right| . \tag{2.21}
\end{equation*}
$$

Finally, by the Lax-Milgram lemma, (2.8), the boundedness of $f(\cdot ; \boldsymbol{\mu})$ for any $\boldsymbol{\mu} \in \mathcal{D}$, and the fact that $\mathcal{D} \subset \mathbb{R}^{P}$ is closed,

$$
\begin{equation*}
\left\|u\left(\boldsymbol{\mu}_{2}\right)\right\|_{X} \leq \frac{\left\|f\left(\cdot ; \boldsymbol{\mu}_{2}\right)\right\|_{X^{\prime}}}{\alpha_{\mathrm{LB}}(\boldsymbol{\mu})} \leq \max _{\boldsymbol{\mu} \in \mathcal{D}} \frac{\|f(\cdot ; \boldsymbol{\mu})\|_{X^{\prime}}}{\underline{\alpha}} \tag{2.22}
\end{equation*}
$$
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(here $X^{\prime}$ denotes the dual space of $X$ ), and we thus obtain the desired result with

$$
\begin{equation*}
\tilde{C}=\max _{\boldsymbol{\mu} \in \mathcal{D}} \frac{\tilde{c}_{1}\|f(\cdot ; \boldsymbol{\mu})\|_{X^{\prime}}+\tilde{c}_{2} \underline{\alpha}}{\underline{\alpha}^{2}} . \tag{2.23}
\end{equation*}
$$

(We can develop a constant $\tilde{C}$ that is furthermore independent of $\mathcal{N}$ by replacing the truth entities $\underline{\alpha}$ and $\|f(\cdot ; \boldsymbol{\mu})\|_{X^{\prime}}$ in (2.23) by the corresponding exact entities.)

## 3 The " $p$ "-type RB method

In the standard RB approach, a single approximation space is enriched with new basis functions until the space is considered sufficiently rich; we shall refer to this approach as the " $p$ "-type RB method. The new " $h$ "-type and " $h p$ "-type methods will borrow and adapt several of the ingredients from the standard approach: a posteriori error estimation; greedy parameter sampling; and offline-online computational decoupling of the RB discretization and the truth FE discretization through a construction-evaluation decomposition. Below, we summarize the standard RB method with particular emphasis on these key ingredients.

### 3.1 Approximation

The RB approximation space $X_{N} \equiv X_{N}(\Omega) \subset X^{\mathcal{N}}(\Omega)$ is defined in terms of a set of parameter vectors $\boldsymbol{\mu}_{1} \in \mathcal{D}, \ldots, \boldsymbol{\mu}_{N} \in \mathcal{D}$ as

$$
\begin{equation*}
X_{N}=\operatorname{span}\left\{u\left(\boldsymbol{\mu}_{1}\right), \ldots, u\left(\boldsymbol{\mu}_{N}\right)\right\} \tag{3.1}
\end{equation*}
$$

(Note that, in practice, an $(\cdot, \cdot)_{X}$-orthonormal basis for $X_{N}$ is constructed by a Gram-Schmidt procedure.) The RB approximation reads as follows: Given any $\boldsymbol{\mu} \in \mathcal{D}$, find $u_{N}(\boldsymbol{\mu}) \in X_{N}$ such that

$$
\begin{equation*}
a\left(u_{N}(\boldsymbol{\mu}), v ; \boldsymbol{\mu}\right)=f(v ; \boldsymbol{\mu}) \quad \forall v \in X_{N} . \tag{3.2}
\end{equation*}
$$

Under the assumption that $u(\boldsymbol{\mu})$ depends smoothly on the parameters, we expect that $N$ - the dimension of the RB space - can be chosen much smaller than $\mathcal{N}$ the dimension of the truth space $X$-for comparable numerical accuracy.

We finally formally define the "order" $p$ of the RB approximation as $p \equiv$ $N^{1 / P}-1$. We shall return to this point and elaborate on this interpretation in Remark 5.

### 3.2 A posteriori error estimation

We recall here the derivation of an a posteriori $X$-norm bound for the error in the RB field approximation relative to the corresponding truth approximation [24].

Given any $\boldsymbol{\mu} \in \mathcal{D}$, we obtain the RB approximation, $u_{N}(\boldsymbol{\mu})$, from (3.2); we then define for all $v \in X$ the RB residual as

$$
\begin{equation*}
r_{N}(v ; \boldsymbol{\mu}) \equiv f(v ; \boldsymbol{\mu})-a\left(u_{N}(\boldsymbol{\mu}), v ; \boldsymbol{\mu}\right) . \tag{3.3}
\end{equation*}
$$

The Riesz representation of the residual, $\mathcal{R}_{N}(\boldsymbol{\mu}) \in X$, satisfies

$$
\begin{equation*}
\left(\mathcal{R}_{N}(\boldsymbol{\mu}), v\right)_{X}=r_{N}(v ; \boldsymbol{\mu}) \quad \forall v \in X . \tag{3.4}
\end{equation*}
$$

We can now state the following lemma.
Lemma 2 (a posteriori $X$-norm error bound). For any $\boldsymbol{\mu} \in \mathcal{D}$, the $R B$ error bound

$$
\begin{equation*}
\Delta_{N}(\boldsymbol{\mu}) \equiv \frac{\left\|\mathcal{R}_{N}(\boldsymbol{\mu})\right\|_{X}}{\alpha_{\mathrm{LB}}(\boldsymbol{\mu})} \tag{3.5}
\end{equation*}
$$

satisfies

$$
\begin{align*}
\left\|u(\boldsymbol{\mu})-u_{N}(\boldsymbol{\mu})\right\|_{X} & \leq \Delta_{N}(\boldsymbol{\mu}),  \tag{3.6}\\
\frac{\Delta_{N}(\boldsymbol{\mu})}{\left\|u(\boldsymbol{\mu})-u_{N}(\boldsymbol{\mu})\right\|_{X}} & \leq \frac{\gamma_{\mathrm{UB}}(\boldsymbol{\mu})}{\alpha_{\mathrm{LB}}(\boldsymbol{\mu})} \tag{3.7}
\end{align*}
$$

for $\alpha_{\mathrm{LB}}(\boldsymbol{\mu})$ and $\gamma_{\mathrm{UB}}(\boldsymbol{\mu})$ given by (2.6) and (2.7), respectively.
Proof. The RB error, $e_{N}(\boldsymbol{\mu})=u(\boldsymbol{\mu})-u_{N}(\boldsymbol{\mu})$, satisfies the error-residual equation

$$
\begin{equation*}
a\left(e_{N}(\boldsymbol{\mu}), v ; \boldsymbol{\mu}\right)=r_{N}(v ; \boldsymbol{\mu}) \quad \forall v \in X \tag{3.8}
\end{equation*}
$$

To obtain (3.6), we choose $e_{N}(\boldsymbol{\mu})$ for $v$ in (3.8) and invoke (3.4) and the CauchySchwarz inequality to get

$$
\begin{equation*}
a\left(e_{N}(\boldsymbol{\mu}), e_{N}(\boldsymbol{\mu}) ; \boldsymbol{\mu}\right)=\left(\mathcal{R}_{N}(\boldsymbol{\mu}), e_{N}(\boldsymbol{\mu})\right)_{X} \leq\left\|\mathcal{R}_{N}(\boldsymbol{\mu})\right\|_{X}\left\|e_{N}(\boldsymbol{\mu})\right\|_{X} ; \tag{3.9}
\end{equation*}
$$

we then invoke coercivity and (2.6) to arrive at

$$
\begin{equation*}
\alpha_{\mathrm{LB}}(\boldsymbol{\mu})\left\|e_{N}(\boldsymbol{\mu})\right\|_{X}^{2} \leq\left\|\mathcal{R}_{N}(\boldsymbol{\mu})\right\|_{X}\left\|e_{N}(\boldsymbol{\mu})\right\|_{X} . \tag{3.10}
\end{equation*}
$$

The result (3.6) now directly follows from the definition (3.5).
To obtain (3.7), we choose $\mathcal{R}_{N}(\boldsymbol{\mu})$ for $v$ in (3.8) and invoke (3.4), continuity, and (2.7) to get

$$
\begin{equation*}
\left\|\mathcal{R}_{N}(\boldsymbol{\mu})\right\|_{X}^{2}=a\left(e_{N}(\boldsymbol{\mu}), \mathcal{R}_{N}(\boldsymbol{\mu}) ; \boldsymbol{\mu}\right) \leq \gamma_{\mathrm{UB}}(\boldsymbol{\mu})\left\|e_{N}(\boldsymbol{\mu})\right\|_{X}\left\|\mathcal{R}_{N}(\boldsymbol{\mu})\right\|_{X} \tag{3.11}
\end{equation*}
$$

hence $\left\|\mathcal{R}_{N}(\boldsymbol{\mu})\right\|_{X} /\left\|e_{N}(\boldsymbol{\mu})\right\|_{X} \leq \gamma_{\mathrm{UB}}(\boldsymbol{\mu})$, and the result (3.7) follows from the definition (3.5).

### 3.3 Construction-evaluation decomposition

Thanks to the assumption (2.1) on affine parameter dependence, the computational procedures for the RB solution and error bound admit constructionevaluation decompositions (see also [18, 20]): the construction stage is computationally expensive - the operation count depends on $\mathcal{N}$; however, in the subsequent evaluation stage we can then rapidly-independently of $\mathcal{N}$-evaluate the RB approximation and RB error bound for any $\boldsymbol{\mu} \in \mathcal{D}$. (In actual practice we would of course also evaluate the RB output and RB output error bound at negligible additional cost.) The construction-evaluation decomposition in turn permits the full offline-online computational decoupling described in the introduction; we further discuss this decoupling below.

We first describe the construction-evaluation decomposition for the RB approximation: Let $\left\{\zeta_{1} \in X_{N}, \ldots, \zeta_{N} \in X_{N}\right\}$ denote an $X$-orthonormal basis for $X_{N}$. In the construction stage, we assemble the matrices $A_{N}^{q} \in \mathbb{R}^{N \times N}$, $1 \leq q \leq Q_{a}$, and the vectors $F_{N}^{q} \in \mathbb{R}^{N}, 1 \leq q \leq Q_{f}$, the elements of which are defined by

$$
\begin{equation*}
A_{N, m n}^{q} \equiv a^{q}\left(\zeta_{n}, \zeta_{m}\right), \quad F_{N, m}^{q} \equiv f^{q}\left(\zeta_{m}\right), \quad 1 \leq m, n \leq N \tag{3.12}
\end{equation*}
$$

respectively. In the evaluation stage, given any $\boldsymbol{\mu} \in \mathcal{D}$, we evaluate the functions $\Theta_{a}^{q}(\boldsymbol{\mu}), 1 \leq q \leq Q_{a}$, and $\Theta_{f}^{q}(\boldsymbol{\mu}), 1 \leq q \leq Q_{f}$, in $\mathcal{O}(Q)$ operations; we then construct the RB stiffness matrix and load vector as

$$
\begin{equation*}
A_{N}(\boldsymbol{\mu})=\sum_{q=1}^{Q_{a}} \Theta_{a}^{q}(\boldsymbol{\mu}) A_{N}^{q}, \quad F_{N}(\boldsymbol{\mu})=\sum_{q=1}^{Q_{f}} \Theta_{f}^{q}(\boldsymbol{\mu}) F_{N}^{q} \tag{3.13}
\end{equation*}
$$

respectively, in $\mathcal{O}\left(Q_{a} N^{2}+Q_{f} N\right)=\mathcal{O}\left(Q N^{2}\right)$ operations; finally, we solve the associated system of equations

$$
\begin{equation*}
A_{N}(\boldsymbol{\mu}) \underline{u}_{N}(\boldsymbol{\mu})=F_{N}(\boldsymbol{\mu}) \tag{3.14}
\end{equation*}
$$

for the RB basis coefficients $\underline{u}_{N}(\boldsymbol{\mu}) \equiv\left[u_{N, 1}(\boldsymbol{\mu}), \ldots, u_{N, N}(\boldsymbol{\mu})\right]^{\mathrm{T}}$ in $\mathcal{O}\left(N^{3}\right)$ operations (we must anticipate that $A_{N}(\boldsymbol{\mu})$ is dense).

We next describe the construction-evaluation decomposition for the dual norm of the residual. By linearity, we can write (3.4) as

$$
\begin{align*}
\left(\mathcal{R}_{N}(\boldsymbol{\mu}), v\right)_{X} & =\sum_{q=1}^{Q_{f}} \Theta_{f}^{q}(\boldsymbol{\mu}) f^{q}(v)-\sum_{q=1}^{Q_{a}} \sum_{n=1}^{N} \Theta_{a}^{q}(\boldsymbol{\mu}) u_{N, n}(\boldsymbol{\mu}) a^{q}\left(\zeta_{n}, v\right)  \tag{3.15}\\
& \equiv \sum_{n=1}^{\hat{N}} \Gamma_{n}(\boldsymbol{\mu}) \mathcal{L}_{n}(v) \tag{3.16}
\end{align*}
$$

where $\hat{N}=Q_{f}+N Q_{a}$. By linear superposition, we can thus write

$$
\begin{equation*}
\mathcal{R}_{N}(\boldsymbol{\mu})=\sum_{n=1}^{\hat{N}} \Gamma_{n}(\boldsymbol{\mu}) \mathcal{G}_{n} \tag{3.17}
\end{equation*}
$$

where, for $1 \leq n \leq \hat{N}$,

$$
\begin{equation*}
\left(\mathcal{G}_{n}, v\right)_{X}=\mathcal{L}_{n}(v) \quad \forall v \in X \tag{3.18}
\end{equation*}
$$

We thus have

$$
\begin{align*}
\left\|\mathcal{R}_{N}(\boldsymbol{\mu})\right\|_{X}^{2} & =\left(\mathcal{R}_{N}(\boldsymbol{\mu}), \mathcal{R}_{N}(\boldsymbol{\mu})\right)_{X}  \tag{3.19}\\
& =\sum_{m=1}^{\hat{N}} \sum_{n=1}^{\hat{N}} \Gamma_{m}(\boldsymbol{\mu}) \Gamma_{n}(\boldsymbol{\mu}) G_{m n} \tag{3.20}
\end{align*}
$$

where the $G_{m n}$ are defined as

$$
\begin{equation*}
G_{m n} \equiv\left(\mathcal{G}_{m}, \mathcal{G}_{n}\right)_{X}, \quad 1 \leq m, n \leq \hat{N} \tag{3.21}
\end{equation*}
$$

In the construction stage we first perform the truth Poisson solves (3.18) for $\mathcal{G}_{n}$, $1 \leq n \leq \hat{N}$; we then compute and store the inner products $G_{m n}, 1 \leq m, n \leq$ $\hat{N}$. In the evaluation stage, we evaluate the functions $\Gamma_{n}(\boldsymbol{\mu}), 1 \leq n \leq \hat{N}$, in $\mathcal{O}\left(N Q_{a}+Q_{f}\right)=\mathcal{O}(N Q)$ operations and then perform the summation (3.19) in $\mathcal{O}\left(\left(N Q_{a}+Q_{f}\right)^{2}\right)=\mathcal{O}\left(N^{2} Q^{2}\right)$ operations.

In general, the coercivity lower bound $\alpha_{\mathrm{LB}}(\boldsymbol{\mu})$ will not be known analytically and must be computed. An efficient construction-evaluation decomposition for the coercivity lower bound-the successive constraint method - can be found in [17, 24]; the evaluation complexity is independent of $\mathcal{N}$. We do not discuss this component further here in particular because for our numerical example of section 6 an analytical lower bound $\alpha_{\mathrm{LB}}(\boldsymbol{\mu})$ is, in fact, available.

```
Algorithm \(1 \operatorname{Greedy}^{1}\left(\Xi, \mu_{1}, \epsilon_{\text {tol }}, \tilde{N}_{\text {max }}\right)\).
    initialize: \(N \leftarrow 0, \epsilon_{0} \leftarrow \infty, X_{0} \leftarrow \operatorname{span}\{0\}\)
    while \(\epsilon_{N}>\epsilon_{\text {tol }}\) and \(N<\tilde{N}_{\text {max }}\) do
        \(N \leftarrow N+1\)
        \(X_{N} \leftarrow X_{N-1} \oplus \operatorname{span}\left\{u\left(\boldsymbol{\mu}_{N}\right)\right\}\)
        \(\epsilon_{N} \leftarrow \max _{\boldsymbol{\mu} \in \Xi} \Delta_{N}(\boldsymbol{\mu})\)
        \(\boldsymbol{\mu}_{N+1} \leftarrow \arg \max _{\boldsymbol{\mu} \in \Xi} \Delta_{N}(\boldsymbol{\mu})\)
    end while
    \(N_{\max } \leftarrow N\)
```


### 3.4 Greedy parameter sampling

We now discuss the construction of the hierarchical RB approximation spaces $X_{N}=\operatorname{span}\left\{u\left(\boldsymbol{\mu}_{n}\right)\right\}_{n=1}^{N} \subset X, 1 \leq N \leq N_{\max }$ (see also [24, 26]). We first introduce a finite train sample $\Xi \subset \mathcal{D}$; a (random, say) initial parameter vector $\boldsymbol{\mu}_{1} \in \mathcal{D}$; an error tolerance $\epsilon_{\text {tol }}$; and a maximum RB dimension $\tilde{N}_{\text {max }}$. We then perform Algorithm 1. The output of the algorithm is the RB space $X_{N_{\max }}$, where $N_{\max } \leq \tilde{N}_{\max }$. Note that the construction-evaluation decomposition allows us to use a dense train sample: each evaluation of the error bound in the max is very inexpensive; the truth is invoked only for the "winning" candidates, $\boldsymbol{\mu}_{N}$, $1 \leq N \leq N_{\max }$.

### 3.5 Offline-online computational decoupling

We now describe the full offline-online decoupling procedure for the " $p$ "-type RB approximation: the offline stage - performed only once as preprocessing-may be very expensive ( $\mathcal{N}$-dependent); however, the subsequent ( $\mathcal{N}$-independent) online stage - performed many times for the computation of the RB solution (and output) and RB error bound (and output error bound) -is very fast.

The offline stage is essentially the Greedy ${ }^{1}$ algorithm (Algorithm 1). The parameter-independent entities $A_{N_{\max }}^{q} \in \mathbb{R}^{N_{\max } \times N_{\max }}, 1 \leq q \leq Q_{a}, F_{N_{\max }}^{q} \in$ $\mathbb{R}^{N_{\text {max }}}, 1 \leq q \leq Q_{f}$, and $\left(\mathcal{G}_{m}, \mathcal{G}_{n}\right)_{X}, 1 \leq m, n \leq Q_{a} N_{\max }+Q_{f}$, are retained from the construction stage of the last iteration. The permanent online storage requirement is thus $\mathcal{O}\left(Q_{a} N_{\max }^{2}+Q_{f} N_{\max }\right)=\mathcal{O}\left(Q N_{\max }^{2}\right)$ for the $A_{N_{\max }}^{q}$ and $F_{N_{\text {max }}}^{q}$, and $\mathcal{O}\left(\left(Q_{a} N_{\max }+Q_{f}\right)^{2}\right)=\mathcal{O}\left(Q^{2} N_{\max }^{2}\right)$ for the $\left(\mathcal{G}_{m}, \mathcal{G}_{n}\right)_{X}$. We note that since the RB spaces are nested, we can extract subarrays from the stored entities in order to construct RB approximations of any order $1 \leq N \leq N_{\max }$ (hence providing for online adaptivity).


Figure 1: A perfect binary tree and associated Boolean vectors corresponding to $L=3$.

The online stage is, for the " $p$ "-type method, equivalent to the evaluation stage: given any $\boldsymbol{\mu} \in \mathcal{D}$, we assemble the RB system in $\mathcal{O}\left(Q_{a} N^{2}+Q_{f} N\right)=$ $\mathcal{O}\left(Q N^{2}\right)$ operations, compute the RB solution in $\mathcal{O}\left(N^{3}\right)$ operations, and finally evaluate the RB error bound in $\mathcal{O}\left(\left(N Q_{a}+Q_{f}\right)^{2}\right)=\mathcal{O}\left(N^{2} Q^{2}\right)$ operations.

## 4 The " $h$ "-type RB method

In this section we formulate the " $h$ "-type RB method. We first provide preliminaries required throughout the paper; we next present the " $h$ "-type approximation algorithm; we then consider a posteriori error estimation; we subsequently describe the offline-online computational decomposition; finally, we develop a new a priori convergence theory for the zeroth-order approximation in the case of one parameter.

### 4.1 Preliminaries: Tree-subdomain structure

We first define the set of Boolean vectors of length $l$,

$$
\begin{equation*}
\mathcal{B}_{l} \equiv\{1\} \times\{0,1\}^{l-1} \tag{4.1}
\end{equation*}
$$

we shall denote a particular member of $\mathcal{B}_{l}$ as

$$
\begin{equation*}
B_{l}=\left(1, i_{2}, \ldots, i_{l}\right) \in \mathcal{B}_{l} . \tag{4.2}
\end{equation*}
$$

We next introduce a perfect binary tree with $L$ levels and $K=2^{L-1}$ leaf nodes as shown in Figure 1 (for the particular case $L=3$ ); we then associate each
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$B_{l} \in \mathcal{B}_{l}, 1 \leq l \leq L$, to a node in the tree. We note that appending a " 0 " to a vector $B_{l}$ corresponds to a left bend in the tree and appending a " 1 " to a vector $B_{l}$ corresponds to a right bend in the tree; we define these "bends" by the concatenation

$$
\begin{equation*}
\left(B_{l}, i\right) \equiv\left(1, i_{2}, \ldots, i_{l}, i\right), \quad i \in\{0,1\} \tag{4.3}
\end{equation*}
$$

and we say that $B_{l}$ is the parent of the two children $\left(B_{l}, i\right), i \in\{0,1\}$.
Given an initial parameter domain $\mathcal{D}$, we shall perform the " $h$ "-refinement by recursive splitting of $\mathcal{D}$ into smaller parameter subdomains. The subdomains will be defined hierarchically and thus can be associated to a tree; we assume for the moment that we can organize the $2^{L}-1$ subdomains in a perfect binary tree. We denote the subdomains as

$$
\begin{equation*}
\mathcal{V}_{B_{l}} \subset \mathcal{D}, \quad B_{l} \in \mathcal{B}_{l}, \quad 1 \leq l \leq L \tag{4.4}
\end{equation*}
$$

and we require the parent-child hierarchy

$$
\begin{align*}
& \mathcal{V}_{\left(B_{l}, 0\right)} \subset \mathcal{V}_{B_{l}},  \tag{4.5}\\
& \mathcal{V}_{\left(B_{l}, 1\right)} \subset \mathcal{V}_{B_{l}} . \tag{4.6}
\end{align*}
$$

We associate to each subdomain $\mathcal{V}_{B_{l}}$ a set of $\bar{N}$ parameter values denoted by

$$
\begin{equation*}
\mathcal{M}_{\bar{N}, B_{l}}=\left\{\boldsymbol{\mu}_{1, B_{l}}, \ldots, \boldsymbol{\mu}_{\bar{N}, B_{l}}\right\}, \quad B_{l} \in \mathcal{B}_{l}, \quad 1 \leq l \leq L \tag{4.7}
\end{equation*}
$$

in which $\boldsymbol{\mu}_{1, B_{l}} \in \mathcal{V}_{B_{l}}, \ldots, \boldsymbol{\mu}_{\bar{N}, B_{l}} \in \mathcal{V}_{B_{l}}$; we may then define the RB approximation spaces (of dimension $\bar{N}$ ) associated with the "models" $\mathcal{M}_{\bar{N}, B_{l}}$ and subdomains $\mathcal{V}_{B_{l}}, B_{l} \in \mathcal{B}_{l}, 1 \leq l \leq L$, as

$$
\begin{equation*}
X_{\bar{N}, B_{l}}=\operatorname{span}\left\{u\left(\boldsymbol{\mu}_{1, B_{l}}\right), \ldots, u\left(\boldsymbol{\mu}_{\bar{N}, B_{l}}\right)\right\}, \quad B_{l} \in \mathcal{B}_{l}, \quad 1 \leq l \leq L \tag{4.8}
\end{equation*}
$$

(The actual bases are, as always, orthonormalized.)
To each model $\mathcal{M}_{\bar{N}, B_{l}}$ and corresponding subdomain $\mathcal{V}_{B_{l}}$ we associate a parameter anchor point, $\hat{\boldsymbol{\mu}}_{B_{l}}$, defined as

$$
\begin{equation*}
\hat{\boldsymbol{\mu}}_{B_{l}} \equiv \boldsymbol{\mu}_{1, B_{l}} . \tag{4.9}
\end{equation*}
$$

We shall further impose (by construction) that, for $1 \leq l \leq L-1$,

$$
\begin{align*}
& \hat{\boldsymbol{\mu}}_{\left(B_{l}, 0\right)}=\hat{\boldsymbol{\mu}}_{B_{l}},  \tag{4.10}\\
& \hat{\boldsymbol{\mu}}_{\left(B_{l}, 1\right)} \neq \hat{\boldsymbol{\mu}}_{B_{l}} ; \tag{4.11}
\end{align*}
$$

the anchor point is thus inherited only by the "left" child. The partition of $\mathcal{D}$ into subdomains is inferred from proximity to the anchor points.

To this end, we introduce for any Boolean vector $B_{l} \in \mathcal{B}_{l}, 1 \leq l \leq L$, a "proximity function" $d_{B_{l}}: \mathcal{D} \rightarrow \mathbb{R}^{+}$. For example, we can choose the Euclidean distance between two points,

$$
\begin{equation*}
d_{B_{l}}(\boldsymbol{\mu})=\left\|\boldsymbol{\mu}-\hat{\boldsymbol{\mu}}_{B_{l}}\right\|_{2} . \tag{4.12}
\end{equation*}
$$

We then successively evaluate the proximity function to determine, for any given $1 \leq l \leq L$, which subdomain $\mathcal{V}_{\left(1, i_{2}^{*}, \ldots, i_{l}^{*}\right)} \subset \mathcal{D}$ contains a given $\boldsymbol{\mu} \in \mathcal{D}$,

$$
\begin{align*}
i_{2}^{*} & =\arg \min _{i \in\{0,1\}} d_{(1, i)}(\boldsymbol{\mu}) \\
i_{3}^{*} & =\arg \min _{i \in\{0,1\}} d_{\left(1, i_{2}^{*}, i\right)}(\boldsymbol{\mu})  \tag{4.13}\\
& \vdots \\
i_{l}^{*} & =\arg \min _{i \in\{0,1\}} d_{\left(1, i_{2}^{*}, \ldots, i_{l-1}^{*}, i\right)}(\boldsymbol{\mu})
\end{align*}
$$

We discuss the computational complexity shortly.
In general, the partition will not have the same number of refinement levels along every branch of the associated binary tree: in practice, the tree is not necessarily perfect. In this case, $L$ shall denote the maximum number of levels in the tree - the tree depth. Branches are terminated with "empty leaf models" $\mathcal{M}_{\bar{N},\left(B_{l}, 0\right)}=\mathcal{M}_{\bar{N},\left(B_{l}, 1\right)}=\emptyset$ for some $B_{l} \in \mathcal{B}_{l}, 1 \leq l \leq L$. (For any such $B_{l}$ associated with empty child models we adopt the convention $d_{\left(B_{l}, 0\right)}=d_{\left(B_{l}, 1\right)} \equiv$ $\infty$; we then terminate the search (4.13) whenever $d_{\left(1, i_{2}^{*}, \ldots, i\right)}(\boldsymbol{\mu})=\infty$ (for $i=$ 0,1 ).) We now define $K$ as the number of leaf nodes in the tree (exclusive of the terminator empty models). The uniformity of the tree associated with the partition of $\mathcal{D}$ can be measured by a relative tree depth

$$
\begin{equation*}
\eta_{\text {depth }}=\frac{\text { tree depth }(=L)}{\log _{2} K+1} ; \tag{4.14}
\end{equation*}
$$

note that $\eta_{\text {depth }} \geq 1$ and that $\eta_{\text {depth }}=1$ corresponds to a perfect binary tree.
In what follows we shall need Algorithm 2, which is largely a restatement of Greedy ${ }^{1}$ (Algorithm 1) restricted to a particular subdomain $\mathcal{V}_{B_{l}}$ for given $B_{l} \in \mathcal{B}_{l}$. The evaluation of the a posteriori error bound $\Delta_{N}^{h \mathrm{RB}}$ (to be defined shortly) is now performed over $\Xi_{B_{l}} \subset \mathcal{V}_{B_{l}}$. The output of the algorithm is an RB space $X_{N_{\max , B_{l}}}$ and an associated model $\mathcal{M}_{N_{\max , B_{l}}, B_{l}}$. Note that even for

```
Algorithm 2 Greedy \(^{2}\left(\Xi_{B_{l}}, \boldsymbol{\mu}_{1, B_{l}}, \epsilon_{\text {tol }}, \tilde{N}_{\text {max }, B_{l}}\right)\).
    initialize: \(N \leftarrow 0, \epsilon_{0, B_{l}} \leftarrow \infty, X_{0, B_{l}} \leftarrow \operatorname{span}\{0\}, \mathcal{M}_{0, B_{l}} \leftarrow \emptyset\)
    while \(\epsilon_{N}>\epsilon_{\text {tol }}\) and \(N<\tilde{N}_{\text {max }, B_{l}}\) do
        \(N \leftarrow N+1\)
        \(X_{N, B_{l}} \leftarrow X_{N-1, B_{l}} \oplus \operatorname{span}\left\{u\left(\boldsymbol{\mu}_{N, B_{l}}\right)\right\}\)
        \(\mathcal{M}_{N, B_{l}} \leftarrow \mathcal{M}_{N-1, B_{l}} \cup\left\{\boldsymbol{\mu}_{N, B_{l}}\right\}\)
        \(\epsilon_{N, B_{l}} \leftarrow \max _{\boldsymbol{\mu} \in \Xi_{B_{l}}} \Delta_{N}^{h \mathrm{RB}}(\boldsymbol{\mu})\)
        \(\boldsymbol{\mu}_{N+1, B_{l}} \leftarrow \arg \max _{\boldsymbol{\mu} \in \Xi_{B_{l}}} \Delta_{N}^{h \mathrm{RB}}(\boldsymbol{\mu})\)
    end while
    \(N_{\max , B_{l}} \leftarrow N\)
```

$\tilde{N}_{\max , B_{l}}=1$ we perform one pass of the whole loop and hence identify (and retain) $\boldsymbol{\mu}_{2, B_{l}}$; however, in general, we compute only at most $\tilde{N}_{\max , B_{l}}$ snapshots. For the " $h$ "-type RB approximation of this section we shall require $N_{\max , B_{l}} \equiv$ $\tilde{N}_{\max , B_{l}} \equiv \bar{N}$ for all $B_{l}$.

### 4.2 Approximation

We now introduce the equi-order " $h$ "-type RB approximation algorithm. We start from the original parameter domain $\mathcal{V}_{(1)}=\mathcal{D}\left(l=1, B_{l}=(1)\right)$; we introduce a finite train sample $\Xi_{(1)} \subset \mathcal{V}_{(1)}$; we choose an initial parameter anchor point $\hat{\boldsymbol{\mu}}_{(1)} \in \mathcal{D}$; we choose the error tolerance $\epsilon_{\text {tol }}^{1}$; we set the desired maximum RB space dimension $\bar{N} \geq 1$. The partition is then determined as follows.

1. Construct a model with $\bar{N}$ parameter values for the current subdomain $\mathcal{V}_{B_{l}}$ with the standard Greedy ${ }^{2}$ algorithm (Algorithm 2). The RB space $X_{\bar{N}, B_{l}}$ and the model $\mathcal{M}_{\bar{N}, B_{l}}$ are outputs from $\operatorname{Greedy}^{2}\left(\Xi_{B_{l}}, \hat{\mu}_{B_{l}}, 0, \bar{N}\right)$. Note that we set the argument $\epsilon_{\text {tol }}=0$ to enforce an RB space of dimension $\bar{N} .{ }^{1}$
2. Compute the maximum a posteriori error bound over the train sample

[^3]associated with the current subdomain
\[

$$
\begin{equation*}
\epsilon_{\bar{N}, B_{l}}=\max _{\boldsymbol{\mu} \in \bar{E}_{B_{l}}} \Delta_{N}^{h \mathrm{RB}}(\boldsymbol{\mu}) . \tag{4.15}
\end{equation*}
$$

\]

3. If $\epsilon_{\bar{N}, B_{l}}<\epsilon_{\text {tol }}^{1}$, the refinement is sufficiently good. Set

$$
\begin{align*}
& \mathcal{M}_{\bar{N},\left(1, i_{2}, \ldots, i_{l}, 0\right)}=\emptyset,  \tag{4.16}\\
& \mathcal{M}_{\bar{N},\left(1, i_{2}, \ldots, i_{l}, 1\right)}=\emptyset ; \tag{4.17}
\end{align*}
$$

we thus terminate the branch of the associated binary tree.
4. If $\epsilon_{\bar{N}, B_{l}} \geq \epsilon_{\text {tol }}^{1}$, do the following.
(i) Define anchor points for two new models $\mathcal{M}_{\bar{N},\left(B_{l}, 0\right)}$ and $\mathcal{M}_{\bar{N},\left(B_{l}, 1\right)}$ as $\hat{\boldsymbol{\mu}}_{\left(B_{l}, 0\right)}=\hat{\boldsymbol{\mu}}_{B_{l}}$ and $\hat{\boldsymbol{\mu}}_{\left(B_{l}, 1\right)}=\boldsymbol{\mu}_{2, B_{l}}$, respectively. The model $\mathcal{M}_{\bar{N},\left(B_{l}, 0\right)}$ inherits the anchor point from its "parent," while the model $\mathcal{M}_{\bar{N},\left(B_{l}, 1\right)}$ takes as anchor point the first parameter value chosen by the Greedy ${ }^{2}$ algorithm; in the sense of the a posteriori error estimator, these two points are maximally different and hence good places to "anchor" the new models. When $\bar{N} \geq 2$ the remaining $\bar{N}-2$ parameter values of $\mathcal{M}_{\bar{N}, B_{l}}$, as well as the associated snapshots and approximation spaces, are discarded.
(ii) Define a new and denser train sample $\tilde{\Xi}_{B_{l}} \subset \mathcal{V}_{B_{l}}$ of size $\left|\tilde{\Xi}_{B_{l}}\right|=$ $2\left|\Xi_{(1)}\right|$. (The temporary sample $\tilde{\Xi}_{B_{l}}$ is thus twice as large as the initial train sample.)
(iii) Construct $\Xi_{(B l, 0)} \subset \mathcal{V}_{\left(B_{l}, 0\right)}$ and $\Xi_{\left(B_{l}, 1\right)} \subset \mathcal{V}_{\left(B_{l}, 1\right)}$ from $\tilde{\Xi}_{B_{l}}$ based on proximity to $\hat{\boldsymbol{\mu}}_{\left(B_{l}, 0\right)}$ and $\hat{\boldsymbol{\mu}}_{\left(B_{l}, 1\right)}$, respectively: a point $\boldsymbol{\mu} \in \tilde{\Xi}_{B_{l}}$ belongs to $\Xi_{(B l, 0)}$ if and only if $d_{\left(B_{l}, 0\right)}(\boldsymbol{\mu}) \leq d_{\left(B_{l}, 1\right)}(\boldsymbol{\mu})$; otherwise $\boldsymbol{\mu}$ belongs to $\Xi_{\left(B_{l}, 1\right)}$.
5. Split the current branch into two new branches: set $B_{l+1}^{\text {left }}=\left(B_{l}, 0\right)$ and $B_{l+1}^{\text {right }}=\left(B_{l}, 1\right)$; update $l \leftarrow l+1$ and proceed to step 1 first for $B_{l}=B_{l}^{\text {left }}$ and then for $B_{l}=B_{l}^{\text {right }}$.
The procedure may be more precisely defined by $h \mathrm{RB}\left(\Xi_{(1)}, \hat{\boldsymbol{\mu}}_{(1)}, \bar{N}, \epsilon_{\text {tol }}^{1}\right)$, where $h \mathrm{RB}$ is the recursive function defined in Algorithm 3. The output from Algorithm 3 is $K$ subdomains associated with the $K$ leaf nodes of the binary tree (exclusive of the terminator empty models). Each subdomain is associated to an

```
Algorithm \(3 h \operatorname{RB}\left(\Xi_{B_{l}}, \hat{\boldsymbol{\mu}}_{B_{l}}, \bar{N}, \epsilon_{\text {tol }}^{1}\right)\).
    Find \(X_{\bar{N}, B_{l}}\) and \(\mathcal{M}_{\bar{N}, B_{l}}\) from Greedy \({ }^{2}\left(\Xi_{B_{l}}, \hat{\boldsymbol{\mu}}_{B_{l}}, \infty, \bar{N}\right)\)
    \(\epsilon_{\bar{N}, B_{l}} \leftarrow \max _{\boldsymbol{\mu} \in \Xi_{B_{l}}} \Delta_{\bar{N}}^{h \mathrm{RB}}(\boldsymbol{\mu}) ;\)
    if \(\epsilon_{\bar{N}, B_{l}}<\epsilon_{\text {tol }}^{1}\) then
        Terminate branch: \(\mathcal{M}_{\bar{N},\left(B_{l}, 0\right)}=\emptyset\) and \(\mathcal{M}_{\bar{N},\left(B_{l}, 1\right)}=\emptyset\)
    else
        Define \(\hat{\boldsymbol{\mu}}_{\left(B_{l}, 0\right)}=\boldsymbol{\mu}_{1, B_{l}}\) and \(\hat{\boldsymbol{\mu}}_{\left(B_{l}, 1\right)}=\boldsymbol{\mu}_{2, B_{l}}\)
        Construct \(\Xi_{\left(B_{l}, 0\right)} \subset \mathcal{V}_{\left(B_{l}, 0\right)}\) and \(\Xi_{\left(B_{l}, 1\right)} \subset \mathcal{V}_{\left(B_{l}, 1\right)}\)
        \(h \operatorname{RB}\left(\Xi_{\left(B_{l}, 0\right)}, \hat{\boldsymbol{\mu}}_{\left(B_{l}, 0\right)}, \bar{N}, \epsilon_{\text {tol }}^{1}\right)\)
        \(h \operatorname{RB}\left(\Xi_{\left(B_{l}, 1\right)}, \hat{\boldsymbol{\mu}}_{\left(B_{l}, 1\right)}, \bar{N}, \epsilon_{\mathrm{tol}}^{1}\right)\)
    end if
```

$\bar{N}$-parameter model and an $\bar{N}$-dimensional approximation space. We emphasize that the intermediate models and approximation spaces-associated with nonleaf nodes at earlier levels in the tree - are discarded and do not "survive" with respect to the online stage. Finally, we note that the depth of the tree, $L$, is simply the number of nodes in the longest branch (exclusive of the terminator empty models).
Remark 1 (train sample refinement). In step 4(ii) in the algorithm above, additional points are added to the train sample such that the number of points in the two new train samples will be roughly the same as in the old train sample, and in particular always much larger than $\bar{N}$. As a result, the "global" train sample over $\mathcal{D}$-the union of all the points in the train samples over all parameter subdomains-is adaptively refined as the " $h$ "-type $R B$ approximation becomes more accurate: the train sample is denser in regions of $\mathcal{D}$ with smaller subdomains. We thus effectively include more train points where the solution varies more rapidly with the parameters.

The train sample refinement is performed by a simple accept-reject Monte Carlo procedure: we draw from the uniform distribution over $\mathcal{D}$; we then use the search (4.13) to determine whether a point belongs to a subdomain and thus can be included as a new point in the associated train sample. In the case that the proximity function is Euclidean distance (as in (4.12)), we need not sample from the entire parameter domain $\mathcal{D}$ : we first compute the bounding box of the old train sample; we then sample the new points from a larger box that contains the bounding box with some safety margin-the assumption is that this larger box contains the entire subdomain. In the case in which the proximity function is the error bound (as we describe shortly), we sample from the entire domain


Figure 2: Two levels of " $h$ "-refinement and associated binary tree; here $L=3$.
$\mathcal{D}$ since we have no a priori knowledge of the shape or connectedness of the subdomains.

An alternative and clearer approach to the train sample refinement 4(ii)4 (iii) might be to first split the current train sample into train samples associated with each subdomain and then enrich each of these samples to achieve size $\left|\Xi_{(1)}\right|$. However, for the numerical results in this paper we pursue the "first enrich then split" procedure described in step 4 above. We note that as long as the train samples are sufficiently rich the particular refinement procedure will not affect the numerical results significantly.

Remark 2 ("redundant" truth solves). The Greedy algorithm - in particular in the case of a low-order (small $\bar{N}$ ) approximation-is likely to choose parameter values close to the boundaries of the parameter subdomains. As a result, two or more models may comprise some identical (or nearly identical) parameter values, and thus some of the offline truth solves are in some sense redundant. One way to reduce this snapshot redundancy is to share basis functions between approximation spaces if the associated greedily selected parameter values are sufficiently close. The development of an efficient algorithm for automatic sharing of basis functions is the subject of future work.

In Figure 2 we illustrate the first two levels of " $h$ "-refinement together with the associated binary tree for an " $h$ "-type approximation with $\bar{N}=1$. The initial domain is $\mathcal{V}_{(1)}=\mathcal{D}$ and the initial model is $\mathcal{M}_{1,(1)}=\left\{\hat{\boldsymbol{\mu}}_{(1)}\right\}$, where the anchor point $\hat{\boldsymbol{\mu}}_{(1)}=\boldsymbol{\mu}_{1,(1)}$ is chosen as the upper-right corner of the parameter domain. The method then greedily chooses the point $\boldsymbol{\mu}_{2,(1)}$ near the lowerleft corner of $\mathcal{V}_{(1)}$; the initial anchor point is then relabeled as $\hat{\boldsymbol{\mu}}_{(1,0)}=\hat{\boldsymbol{\mu}}_{(1)}$ and the greedily chosen point is relabeled as $\hat{\boldsymbol{\mu}}_{(1,1)}=\boldsymbol{\mu}_{2,(1)}$. We now define
two new models $\mathcal{M}_{1,(1,0)}=\left\{\hat{\boldsymbol{\mu}}_{(1,0)}\right\}$ and $\mathcal{M}_{1,(1,1)}=\left\{\hat{\boldsymbol{\mu}}_{(1,1)}\right\}$, whose associated subdomains $\mathcal{V}_{(1,0)}$ and $\mathcal{V}_{(1,1)}$ are determined from proximity - here Euclidean distance - to the two anchor points. Next, $\mathcal{V}_{(1,1)}$ and $\mathcal{V}_{(1,0)}$ are partitioned in the same fashion (we assume here that the tolerance is satisfied within $\mathcal{V}_{(1,0,0)}$ and $\left.\mathcal{V}_{(1,0,1)}\right)$.

Finally, we may now define the " $h$ "-type RB approximation. Given any $\boldsymbol{\mu} \in \mathcal{D}$ we first determine the subdomain $\mathcal{V}_{B_{l}^{*}}$ containing $\boldsymbol{\mu}$ from the search (4.13); for a perfect binary tree, $l=L$; however, more generally $l \leq L$. We then find $u_{\bar{N}}^{h \mathrm{RB}}(\boldsymbol{\mu}) \in X_{\bar{N}, B_{l}^{*}}$ such that

$$
\begin{equation*}
a\left(u_{\bar{N}}^{h \mathrm{RB}}(\boldsymbol{\mu}), v ; \boldsymbol{\mu}\right)=f(v ; \boldsymbol{\mu}) \quad \forall v \in X_{\bar{N}, B_{l}^{*}} . \tag{4.18}
\end{equation*}
$$

(Note that $B_{l}^{*}$ depends on $\boldsymbol{\mu}$.) We discuss computational complexity shortly. Finally, we formally define the "order" of the " $h$ "-type approximation as $p \equiv$ $\bar{N}^{1 / P}-1$. We elaborate on this interpretation in Remark 5.

### 4.3 A posteriori error estimation

We can apply the same a posteriori bound developed for the " $p$ "-type RB approximation in section 3.2 to the " $h$ "-type (and below, " $h p$ "-type) RB approximation. However, we shall require some new notation for the " $h$ "-type error bound.

Given any $\boldsymbol{\mu} \in \mathcal{D}$ and a partition of $\mathcal{D}$ into subdomains, we determine $B_{l}^{*}$ from the binary search (4.13) and compute the RB solution $u_{\bar{N}}^{h \mathrm{RB}}(\boldsymbol{\mu})$ from (4.18). The RB residual is

$$
\begin{equation*}
r_{\bar{N}}^{h \mathrm{RB}}(v ; \boldsymbol{\mu})=f(v ; \boldsymbol{\mu})-a\left(u_{\bar{N}}^{h \mathrm{RB}}(\boldsymbol{\mu}), v ; \boldsymbol{\mu}\right) \quad \forall v \in X \tag{4.19}
\end{equation*}
$$

the Riesz representation of the residual is denoted by $\mathcal{R}_{N}^{h R B}(\boldsymbol{\mu})$. Our upper bound for the $X$-norm error $\left\|u(\boldsymbol{\mu})-u_{\bar{N}}^{h \mathrm{RB}}(\boldsymbol{\mu})\right\|_{X}$ is then given by

$$
\begin{equation*}
\Delta_{\bar{N}}^{h \mathrm{RB}}(\boldsymbol{\mu}) \equiv \frac{\left\|\mathcal{R}_{\bar{N}}^{h \mathrm{RB}}(\boldsymbol{\mu})\right\|_{X}}{\alpha_{\mathrm{LB}}(\boldsymbol{\mu})} \tag{4.20}
\end{equation*}
$$

Lemma 2 now directly applies with an appropriate change of notation.
Remark 3 (the error bound as proximity function). For any $B_{l} \in \mathcal{B}_{l}$ (associated with a nonempty model), $1 \leq l \leq L$, and any $\boldsymbol{\mu} \in \mathcal{D}$, we can derive the $R B$ error bound associated with the $R B$ approximation to $u(\boldsymbol{\mu})$ in the space $X_{\bar{N}, B_{1}}$; we denote this error bound by $\Delta_{\bar{N}, B_{l}}(\boldsymbol{\mu})$. As an alternative to the proximity function introduced in (4.12), we can use

$$
\begin{equation*}
d_{B_{l}}(\boldsymbol{\mu})=\Delta_{\bar{N}=1, B_{l}}(\boldsymbol{\mu}) \tag{4.21}
\end{equation*}
$$

to measure the "distance" between the points $\hat{\boldsymbol{\mu}}_{B_{l}}$ and $\boldsymbol{\mu}$. Note that we use the error bound associated with the $R B$ approximation for $\bar{N}=1$ (which is simply a multiple of the snapshot associated with the anchor point) even when $\bar{N}>1$; hence evaluation of (4.21) does not depend on $\bar{N}$. In section 6 , we provide results with the proximity function defined both as in (4.12) and as in (4.21).

Remark 4 (multiple inner products). The " $h$ "-type $R B$ approximation offers a natural way of introducing multiple $X$-inner products (2.4) in the computation of the dual norm of the residual for the a posteriori error bounds-we may choose a different $X$-inner product for each subdomain. For example, we could choose the anchor point in any subdomain to be the reference parameter, and thus define an "optimized" inner product, associated with that subdomain. With this approach, we would expect sharper error bounds and thus a better parameter domain partition (as well as, ultimately, greater online efficiency).

To compute the dual norm of the residual we must (in the construction stage) solve a number of problems of the form (3.4) with different right-hand sides. If we solve the discrete system directly, we must invert one operator for each inner product; hence there is a computational advantage associated with only a single inner product. If we solve the discrete system iteratively, however, we can introduce individual inner products within each subdomain at very little computational penalty. In this paper, however, we have not pursued a multiple inner product approach for our numerical examples.

### 4.4 Offline-online decomposition

In the offline stage, we determine the partition of the parameter domain and construct the corresponding RB models and spaces: we execute the command $h \operatorname{RB}\left(\Xi_{(1)}, \hat{\boldsymbol{\mu}}_{(1)}, \bar{N}, \epsilon_{\text {tol }}^{1}\right)$. For the purposes of this subsection, we assume a perfect binary tree; note that a perfect binary tree with $K$ leaf nodes has $2 K-1$ nodes in total. We also assume that the cardinality of the train sample over each of the subdomains is equal to $n_{\text {train }}$.

The offline stage computational cost derives from several components:

1. Snapshot truth solves. In the case $\bar{N} \geq 2$ each node in the tree except the root node inherits one snapshot from its parent. We must thus compute $\bar{N}$ snapshots for the model associated with the root node, and $\bar{N}-1$ additional snapshots for each of the $2 K-2$ models associated with all nodes except the root node. Note that we retain only the basis functions associated with the $K$ leaf nodes; we thus discard $\bar{N}-2$ snapshots for each
intermediate (nonleaf) model. In the case $\bar{N}=1$ we compute $\bar{N} K$ snapshots in total since the snapshot associated with an intermediate model is inherited by one of the children.
2. RB preprocessing. In the case $\bar{N} \geq 2$ we must compute $\left(Q_{a} \bar{N}^{2}+Q_{f} \bar{N}\right)$ truth inner products to form the parameter-independent "stiffness" matrices and loads (e.g., as in (3.12)) for the model associated with the root node, and $(2 K-2)\left(Q_{a}\left(\bar{N}^{2}-1\right)+Q_{f}(\bar{N}-1)\right)$ additional truth inner products in total to form the parameter-independent "stiffness" matrices and loads for the remaining $2 K-2$ models. In the case $\bar{N}=1$ we must compute $(2 K-1)\left(Q_{a} \bar{N}^{2}+Q_{f} \bar{N}\right)$ truth inner products in total to form the parameter-independent "stiffness" matrices and loads.
3. Error bound preprocessing. In the case $\bar{N} \geq 2$ we must compute $\bar{N} Q_{a}+Q_{f}$ truth Poisson solves of the form (3.18) for the model associated with the root node, and $(2 K-2)(\bar{N}-1) Q_{a}$ additional truth Poisson solves in total for the remaining $(2 K-2)$ models. We must also compute $\left(\bar{N} Q_{a}+Q_{f}\right)^{2}$ truth inner products of the form (3.21) related to the dual norm of the residual for the model associated with the root node, and $(2 K-2)\left(\left(\bar{N} Q_{a}+\right.\right.$ $\left.Q_{f}\right)^{2}-\left(Q_{a}+Q_{f}\right)^{2}$ ) additional truth inner products in order to evaluate the dual norm of the residual for the $(2 K-2)$ remaining models. In the case $\bar{N}=1$ we must compute $(2 K-1) \bar{N} Q_{a}+Q_{f}$ truth Poisson solves in total and $(2 K-1)\left(\bar{N} Q_{a}+Q_{f}\right)^{2}$ truth inner-products in total.
4. Error bound evaluations. For $\bar{N} \geq 1$ we must solve $n_{\text {train }} \bar{N}(2 K-1) \mathrm{RB}$ systems to obtain the residual coefficients and evaluate $n_{\text {train }} \bar{N}(2 K-1)$ RB error bounds during the Greedy sampling including both the intermediate and final models. This results, to leading order, in $\mathcal{O}\left(n_{\text {train }} \bar{N}(2 K-1)\left(\bar{N}^{3}+\right.\right.$ $\left.\bar{N}^{2} Q^{2}\right)$ ) operations in total.

In the case $\bar{N} \geq 2$ the combined $1-4$ offline cost is thus approximately $2 \bar{N} K$ truth snapshot computations, $2 Q_{a} \bar{N} K+Q_{f}$ truth Poisson solves, $2 K\left(Q_{a} \bar{N}^{2}+\right.$ $\left.Q_{f} \bar{N}\right)+2 K\left(\bar{N} Q_{a}+Q_{f}\right)^{2}$ truth inner products, and $\mathcal{O}\left(n_{\text {train }} 2 \bar{N} K\left(\bar{N}^{3}+\bar{N}^{2} Q^{2}\right)\right)$ operations to evaluate the error bounds. Note that the additional cost associated with the (ultimately discarded) $K-1$ intermediate models required for the construction of the parameter domain partition is not onerous - a factor of two. In the case $\bar{N}=1$ we retain all computed entities associated with the intermediate models during the partition procedure for the final models, and there is thus only minor additional cost (anchor point identification in 4) associated with the partition procedure.

The link between the offline and online stages is the parameter-independent data constructed in the offline stage and stored (permanently) for evaluation in the online stage. Since we retain only the data associated with the final models, the online storage for the " $h$ "-type RB approximation is $Q_{a} K$ matrices of size $\bar{N} \times \bar{N}$ and $Q_{f} K$ vectors of size $\bar{N}$; the online storage associated with the RB error bound is $K\left(\bar{N} Q_{a}+Q_{f}\right)^{2} / 2$. (If we were to retain intermediate models for purposes of online adaptivity, clearly the online storage would increase; we do not consider this case further since in actual practice online adaptivity is typically pursued through the " $h p$ "-approach.)

In the online stage, given any $\boldsymbol{\mu} \in \mathcal{D}$, we first determine the subdomain which contains $\boldsymbol{\mu}$ via the binary search (4.13) in $\mathcal{O}\left(\log _{2} K\right)$ operations. Thanks to the construction-evaluation decomposition, we can then assemble and solve the corresponding system of algebraic equations in $\mathcal{O}\left(Q \bar{N}^{2}\right)$ and $\mathcal{O}\left(\bar{N}^{3}\right)$ operations, respectively, and compute the associated a posteriori error bound in $\mathcal{O}\left(\bar{N}^{2} Q^{2}\right)$ operations. Note that the search (4.13) is an $\mathcal{O}\left(\log _{2} K\right)$ operation only under the hypothesis that the depth of the tree associated with the partition of $\mathcal{D}, L$, is proportional to $\log _{2} K$; we provide numerical results to support this hypothesis in section 6 . We also emphasize that the efficient $\mathcal{O}\left(\log _{2} K\right)$ search is a particular property of our hierarchical partition construction; if we were to partition the parameter domain based on (say) a Voronoi diagram, determination of the subdomain which contains $\boldsymbol{\mu} \in \mathcal{D}$ would be less efficient.

### 4.5 A priori theory: $\bar{N}=1, P=1$

In this section we develop an a priori convergence theory for an " $h$ "-type RB approximation of zeroth order $(\bar{N}=1)$ in the one-parameter case $(P=1)$ when the Euclidean distance is used as the proximity function. We focus on $\bar{N}=1$ since in fact $\bar{N}=1$ is crucial to the " $h p$ "-approach of section 5 : the theory developed here demonstrates that an $\bar{N}=1$ Greedy approach can indeed generate a reasonably efficient partition; convergence is crucial for offline and also ultimately online performance. We consider $P=1$ for simplicity; at the conclusion of this section we provide a remark addressing (nonrigorously) the $\bar{N}>1$ (higher "order") and $P>1$ cases.

For our purposes here, we do not need the Boolean indexing of the anchor points and subdomains: we shall consider Algorithm 3 after the generation of $K$ subdomains; we relabel the $K$ anchor points as $\hat{\boldsymbol{\mu}}_{1}^{\prime}, \hat{\boldsymbol{\mu}}_{2}^{\prime}, \ldots, \hat{\boldsymbol{\mu}}_{K}^{\prime}$ (numbered in the order in which they are chosen by Algorithm 3). When Algorithm 3 identifies a new anchor point (and thus subdomain), the parameter domain partition changes; we introduce mappings $I_{\tilde{K}}: \mathcal{D} \rightarrow\{1, \ldots, \tilde{K}\}, 1 \leq \tilde{K} \leq K$,
such that with $\tilde{K}$ anchor points, for any $\boldsymbol{\mu} \in \mathcal{D}$,

$$
\begin{equation*}
\hat{\boldsymbol{\mu}}_{I_{\tilde{K}}(\boldsymbol{\mu})}^{\prime}=\hat{\boldsymbol{\mu}}_{B^{*}(\boldsymbol{\mu} ; \tilde{K})} \tag{4.22}
\end{equation*}
$$

where $B^{*}(\boldsymbol{\mu} ; \tilde{K})$ is the Boolean index of the particular subdomain (among the $\tilde{K}$ subdomains) containing $\boldsymbol{\mu}$. Below, we omit the ' for brevity.

For the purpose of this section, given $\tilde{K}$ anchor points and corresponding subdomains, we denote by $u_{\tilde{K}}(\boldsymbol{\mu})$ the zeroth-order $(\bar{N}=1)$ " $h$ "-type RB approximation for any $\boldsymbol{\mu} \in \mathcal{D}$. With the implicit mapping above, we have

$$
\begin{equation*}
u_{\tilde{K}}(\boldsymbol{\mu})=\omega_{\tilde{K}}(\boldsymbol{\mu}) u\left(\hat{\boldsymbol{\mu}}_{I_{\tilde{K}}(\boldsymbol{\mu})}\right), \tag{4.23}
\end{equation*}
$$

where the coefficient $\omega_{\tilde{K}}(\boldsymbol{\mu})$ is given by the Galerkin projection as

$$
\begin{equation*}
\omega_{\tilde{K}}(\boldsymbol{\mu})=\frac{f\left(u\left(\hat{\boldsymbol{\mu}}_{I_{\tilde{K}}(\boldsymbol{\mu})}\right) ; \boldsymbol{\mu}\right)}{a\left(u\left(\hat{\boldsymbol{\mu}}_{I_{\tilde{K}}(\boldsymbol{\mu})}\right), u\left(\hat{\boldsymbol{\mu}}_{I_{\tilde{K}}(\boldsymbol{\mu})}\right) ; \boldsymbol{\mu}\right)} . \tag{4.24}
\end{equation*}
$$

Note that (4.23) holds since we consider $\bar{N}=1$ : a single RB basis function associated with each subdomain. We denote by $r_{\tilde{K}}(v ; \boldsymbol{\mu})=f(v ; \boldsymbol{\mu})-a\left(u_{\tilde{K}}(\boldsymbol{\mu}), v ; \boldsymbol{\mu}\right)$ the RB residual and let $\mathcal{R}_{\tilde{K}}(\boldsymbol{\mu}) \in X$ satisfy $\left(\mathcal{R}_{\tilde{K}}(\boldsymbol{\mu}), v\right)_{X}=r_{\tilde{K}}(v ; \boldsymbol{\mu})$ for all $v \in X$. Our $X$-norm error upper bound is then written in this subsection as

$$
\begin{equation*}
\Delta_{\tilde{K}}(\boldsymbol{\mu})=\frac{\left\|\mathcal{R}_{\tilde{K}}(\boldsymbol{\mu})\right\|_{X}}{\alpha_{\mathrm{LB}}(\boldsymbol{\mu})} \tag{4.25}
\end{equation*}
$$

which is simply a specialization of (4.20).
We need two further preliminary results. First, it is clear from Cea's lemma (with respect to the $X$-norm), (2.9), and (2.8) that for any $\tilde{K}, 1 \leq \tilde{K} \leq K$, and any $\boldsymbol{\mu} \in \mathcal{D}$,

$$
\begin{equation*}
\left\|u(\boldsymbol{\mu})-u_{\tilde{K}}(\boldsymbol{\mu})\right\|_{X} \leq \frac{\bar{\gamma}}{\underline{\alpha}}\left\|u(\boldsymbol{\mu})-u\left(\hat{\boldsymbol{\mu}}_{I_{\tilde{K}}(\boldsymbol{\mu})}\right)\right\|_{X} \tag{4.26}
\end{equation*}
$$

since $u\left(\hat{\boldsymbol{\mu}}_{I_{\tilde{K}}(\boldsymbol{\mu})}\right)$ is a particular member of the (one-dimensional) RB space. Second, from (3.7) of Lemma 2, we obtain for any $\tilde{K}, 1 \leq \tilde{K} \leq K$, and any $\boldsymbol{\mu} \in \mathcal{D}$,

$$
\begin{equation*}
\Delta_{\tilde{K}}(\boldsymbol{\mu}) \leq \frac{\bar{\gamma}}{\underline{\alpha}}\left\|u(\boldsymbol{\mu})-u_{\tilde{K}}(\boldsymbol{\mu})\right\|_{X}, \quad 1 \leq \tilde{K} \leq K \tag{4.27}
\end{equation*}
$$

We can now state the following proposition.

Proposition 1 (convergence in the case $\bar{N}=1, P=1$ ). The " $h$ "-type $R B$ approximation terminates for finite $K\left(\epsilon_{\mathrm{tol}}^{1}\right)$ subdomains. Further, the convergence is first order in the sense that

$$
\begin{equation*}
K\left(\epsilon_{\mathrm{tol}}^{1}\right) \leq \max \left\{1, \frac{C}{\epsilon_{\mathrm{tol}}^{1}}\right\} \tag{4.28}
\end{equation*}
$$

for a constant $C$ given by

$$
\begin{equation*}
C=\frac{2 \bar{\gamma}^{2} \tilde{C}|\mathcal{D}|}{\underline{\alpha}^{2}} \tag{4.29}
\end{equation*}
$$

where $\tilde{C}=\left(\tilde{c}_{1} \max _{\boldsymbol{\mu} \in \mathcal{D}}\|f(\cdot ; \boldsymbol{\mu})\|_{X^{\prime}}+\underline{\alpha} \tilde{c}_{2}\right) / \underline{\alpha}^{2}$ is the constant developed in Lemma 1 and $|\mathcal{D}|$ is the length of $\mathcal{D} \subset \mathbb{R}$.

Proof. Algorithm 3 provides a sequence of anchor points $\hat{\boldsymbol{\mu}}_{1}, \ldots, \hat{\boldsymbol{\mu}}_{K}$ for $K \geq 1$. We have by construction of our algorithm that either $K=1$ or $K>1$ and

$$
\begin{equation*}
\epsilon_{\text {tol }}^{1}<\Delta_{\tilde{K}}\left(\hat{\boldsymbol{\mu}}_{\tilde{K}+1}\right), \quad 1 \leq \tilde{K} \leq K-1 \tag{4.30}
\end{equation*}
$$

In the former case the proof is complete; we henceforth consider the latter case.
We deduce from (4.27), (4.26), and Lemma 1, respectively, that

$$
\begin{align*}
\Delta_{\tilde{K}}\left(\hat{\boldsymbol{\mu}}_{\tilde{K}+1}\right) & \leq \frac{\bar{\gamma}}{\underline{\alpha}}\left\|u\left(\hat{\boldsymbol{\mu}}_{\tilde{K}+1}\right)-u_{\tilde{K}}\left(\hat{\boldsymbol{\mu}}_{\tilde{K}+1}\right)\right\|_{X}  \tag{4.31}\\
& \leq \frac{\bar{\gamma}^{2}}{\underline{\alpha}^{2}}\left\|u\left(\hat{\boldsymbol{\mu}}_{\tilde{K}+1}\right)-u\left(\hat{\boldsymbol{\mu}}_{\tilde{\tilde{K}}_{\tilde{K}}\left(\hat{\boldsymbol{\mu}}_{\tilde{K}+1}\right)}\right)\right\|_{X}  \tag{4.32}\\
& \leq \frac{\bar{\gamma}^{2}}{\underline{\alpha}^{2}} \tilde{C}\left|\hat{\boldsymbol{\mu}}_{\tilde{K}+1}-\hat{\boldsymbol{\mu}}_{I_{\tilde{K}}\left(\hat{\boldsymbol{\mu}}_{\tilde{K}+1}\right)}\right| \tag{4.33}
\end{align*}
$$

for $1 \leq \tilde{K} \leq K-1$; hence from (4.30)

$$
\begin{equation*}
\left|\hat{\boldsymbol{\mu}}_{\tilde{K}+1}-\hat{\boldsymbol{\mu}}_{I_{\tilde{K}}\left(\hat{\boldsymbol{\mu}}_{\tilde{K}+1}\right)}\right|>\frac{\underline{\alpha}^{2} \epsilon_{\mathrm{tol}}^{1}}{\bar{\gamma}^{2} \tilde{C}} \tag{4.34}
\end{equation*}
$$

for $1 \leq \tilde{K} \leq K-1$.
For $\tilde{K}, 1 \leq \tilde{K} \leq K-1$, the algorithm selects the next anchor point $\hat{\boldsymbol{\mu}}_{\tilde{K}+1}$ and the intermediate subdomain associated with anchor point number $I_{\tilde{K}}\left(\hat{\boldsymbol{\mu}}_{\tilde{K}+1}\right)$ is divided into two new subdomains. It is clear that the length of each of the two new subdomains is at least as large as half the distance between the new anchor
point $\hat{\boldsymbol{\mu}}_{\tilde{K}+1}$ and anchor point $\hat{\boldsymbol{\mu}}_{I_{\tilde{K}}\left(\hat{\mu}_{\tilde{K}+1}\right)}$, namely, $\left|\hat{\boldsymbol{\mu}}_{\tilde{K}+1}-\hat{\boldsymbol{\mu}}_{I_{\tilde{K}}\left(\hat{\mu}_{\tilde{K}+1}\right)}\right| / 2$ (recall that the distance function is the Euclidean distance and that we consider $P=1$ parameter). Let $\delta_{k}^{K}$ denote the length of the subdomain associated with anchor point $\hat{\boldsymbol{\mu}}_{k}, 1 \leq k \leq K$. We note that each of the $K$ subdomains generated by Algorithm 3 results from the splitting of the intermediate subdomain associated with anchor point $\hat{\boldsymbol{\mu}}_{I_{\tilde{K}}\left(\hat{\mu}_{\tilde{K}+1}\right)}$ for some $\tilde{K} \in\{1, \ldots, K-1\}$; hence for $1 \leq k \leq K$, there exists a $\tilde{K} \in\{1, \ldots, K-1\}$ such that

$$
\begin{equation*}
\delta_{k}^{K} \geq\left|\hat{\boldsymbol{\mu}}_{\tilde{K}+1}-\hat{\boldsymbol{\mu}}_{I_{\tilde{K}}\left(\hat{\boldsymbol{\mu}}_{\tilde{K}+1}\right)}\right| / 2 \tag{4.35}
\end{equation*}
$$

and thus by (4.34)

$$
\begin{equation*}
\underline{\delta}^{K} \equiv \min _{1 \leq k \leq K} \delta_{k}^{K}>\frac{\underline{\alpha}^{2} \epsilon_{\mathrm{tol}}^{1}}{2 \bar{\gamma}^{2} \tilde{C}} \tag{4.36}
\end{equation*}
$$

Note that $\underline{\delta}^{K}$ is not the smallest distance between two anchor points: rather, it is the smallest length of any of the $K$ subdomains.

Let $|\mathcal{D}|$ denote the length of $\mathcal{D}$. With $K$ subdomains, it is clear that $K \underline{\delta}^{K} \leq$ $|\mathcal{D}|$. We now assume $K>C / \epsilon_{\text {tol }}^{1}$. From (4.36) it then follows that

$$
\begin{equation*}
K \underline{\delta}^{K}>\frac{C}{\epsilon_{\mathrm{tol}}^{1}} \underline{\delta}^{K} \geq\left(\frac{2 \bar{\gamma}^{2} \tilde{C}|\mathcal{D}|}{\underline{\alpha}^{2} \epsilon_{\mathrm{tol}}^{1}}\right)\left(\frac{\underline{\alpha}^{2} \epsilon_{\mathrm{tol}}^{1}}{2 \bar{\gamma}^{2} \tilde{C}}\right)=|\mathcal{D}| \tag{4.37}
\end{equation*}
$$

which is clearly false. We have thus reached a contradiction: the " $h$ "-type RB approximation cannot generate a sequence of anchor points $\hat{\boldsymbol{\mu}}_{1}, \ldots, \hat{\boldsymbol{\mu}}_{K}$ for $K>$ $C / \epsilon_{\mathrm{tol}}^{1}$; thus the algorithm must terminate for $1 \leq K \leq C / \epsilon_{\mathrm{tol}}^{1}$ subdomains.

Remark 5 (convergence in the case $\bar{N} \geq 1, P \geq 1$ ). We first recall a polynomial approximation result. Consider approximation of a sufficiently smooth function on a bounded domain in $\mathbb{R}^{P}$ by piecewise polynomial interpolation of order $p$ over $K$ subdomains: we expect the error to decrease as $(1 / K)^{(p+1) / P}$, or as $(1 / K)^{\left(\bar{N}^{1 / P}\right) / P}$ if we associate $\bar{N}=(p+1)^{P}$ degrees of freedom to each subdomain (consistent with our earlier definition of "order").

In the zeroth-order multiparameter case $(\bar{N}=1, P>1)$ we expect (but do not prove) that our method converges for

$$
\begin{equation*}
K<\max \left\{1, \frac{C}{\left(\epsilon_{\mathrm{tol}}^{1}\right)^{P}}\right\} \tag{4.38}
\end{equation*}
$$

subdomains for some positive constant $C$. This poor convergence for $P \gg 1$ suggests the advantage and indeed necessity of " $p$ "-convergence [25] or " $h p$ "convergence rather than solely " $h$ "-convergence. Next, in the higher order, oneparameter case $(\bar{N}>1, P=1)$, we might expect convergence

$$
\begin{equation*}
K<\max \left\{1, \frac{C}{\left(\epsilon_{\mathrm{tol}}^{1}\right)^{\frac{1}{N}}}\right\} \tag{4.39}
\end{equation*}
$$

for some positive constant $C$. Finally, in the general case ( $\bar{N} \geq 1, P \geq 1$ ), we might expect convergence

$$
\begin{equation*}
K<\max \left\{1, \frac{C}{\left(\epsilon_{\text {tol }}^{1}\right)^{\frac{P}{N^{1 / P}}}}\right\} . \tag{4.40}
\end{equation*}
$$

We shall consider these heuristic arguments again in the context of numerical results.

Note that our bound (4.28) and estimates (4.39) and (4.40) should capture the correct order, but of course the constant will be very pessimistic: by design, the Greedy algorithm should adapt the sample to best accommodate local variations.

Remark 6 (a sharper convergence result). We show in the appendix that the constant $C$ in Proposition 1 can be improved to $C_{\mathrm{im}}=2 \tilde{C}|\mathcal{D}|(1+\bar{\gamma} / \underline{\alpha})$ by an approach that, instead of (4.31)-(4.33), directly considers the equation for the Riesz representation of the residual. However, the approach above is more general and applicable in other (e.g., interpolation [11]) contexts.

## 5 The " $h p$ "-type RB method

With the " $h p$ "-type RB method, we combine the " $h$ "- and " $p$ "-type methods: we first construct a partition of the parameter domain with " $h$ "-refinement; we then compute independent approximation spaces restricted to each parameter subdomain with " $p$ "-refinement - in general, the approximation spaces will have different dimensions.

### 5.1 Approximation

The parameter domain partition is first constructed by an $\bar{N}=1$ " $h$ "-type approximation for a prescribed error bound tolerance $\epsilon_{\text {tol }}^{1}$. We first construct the
initial train sample $\Xi_{(1)} \subset \mathcal{D}$, choose an initial parameter anchor $\hat{\boldsymbol{\mu}}_{(1)} \in \mathcal{D}$, and specify $\epsilon_{\text {tol }}^{1}$; we then execute Algorithm 3, $h \mathrm{RB}\left(\Xi_{(1)}, \hat{\boldsymbol{\mu}}_{(1)}, 1, \epsilon_{\text {tol }}^{1}\right)$. The output from $h \operatorname{RB}\left(\Xi_{(1)}, \hat{\boldsymbol{\mu}}_{(1)}, 1, \epsilon_{\text {tol }}^{1}\right)$ is $K$ subdomains associated with the $K$ leaf nodes of the binary tree. Each subdomain has an associated one-parameter model and a one-dimensional approximation space; we denote by $B^{1}, \ldots, B^{K}$ the $K$ associated Boolean indices. We also store the train sample over each of the final subdomains.

We now append additional basis functions to each approximation space by a standard " $p$ "-type procedure over each train sample: we specify the maximum RB space dimension $\tilde{N}_{\max , B^{k}}=\tilde{N}_{\max }>\bar{N}, 1 \leq k \leq K$; we specify a new error bound tolerance $\epsilon_{\text {tol }}^{2}<\epsilon_{\text {tol }}^{1}$; we then execute Algorithm 2, $\operatorname{Greedy}^{2}\left(\Xi_{B^{k}}, \boldsymbol{\mu}_{1, B^{k}}, \epsilon_{\text {tol }}^{2}, \tilde{N}_{\max , B^{k}}\right)$ for $1 \leq k \leq K$. (Note that we must replace the " $h$ "-type error bound $\Delta_{N}^{h \mathrm{RB}}$ in Algorithm 2 by the " $h p$ "-type error bound $\Delta_{N}^{h p \mathrm{RB}}$, which we introduce shortly.)

The final output is thus $K$ RB approximation spaces $X_{N_{\max , B^{k}}, B^{k}}$ and associated models $\mathcal{M}_{N_{\max , B^{k}, B^{k}}, 1 \leq k \leq K \text {. Note that } N_{\max , B^{k}} \text { is in general different }}$ for different $k$ since the error bound tolerance $\epsilon_{\text {tol }}^{2}$ might be satisfied by the different approximation spaces over the different train samples with different numbers of basis functions; we define in the " $h p$ " case $N_{\max }=\max _{k=1, \ldots, K} N_{\max , B^{k}}$.

Finally, we may now define the " $h p$ "-type RB approximation. First, given any $\boldsymbol{\mu} \in \mathcal{D}$, we determine the subdomain $\mathcal{V}_{B_{l}^{*}}$ containing $\boldsymbol{\mu}$ from the search (4.13). Then, given $1 \leq N \leq N_{\max }$, we find $u_{N}^{h \rho R B}(\boldsymbol{\mu}) \in X_{N^{*}, B_{l}^{*}}$ such that

$$
\begin{equation*}
a\left(u_{N}^{h_{p} \mathrm{RB}}(\boldsymbol{\mu}), v ; \boldsymbol{\mu}\right)=f(v ; \boldsymbol{\mu}) \quad \forall v \in X_{N^{*}, B_{l}^{*}} \tag{5.1}
\end{equation*}
$$

where $N^{*} \equiv \min \left\{N, N_{\max , B_{l}^{*}}\right\}$. (Note that $B_{l}^{*}$ and thus $N^{*}$ depend on $\boldsymbol{\mu}$.)

### 5.2 A posteriori error estimation

We shall require some new notation for the " $h p$ "-type a posteriori error bound.
Given any $\boldsymbol{\mu} \in \mathcal{D}$ and a partition of $\mathcal{D}$ into subdomains, we determine $B_{l}^{*}$ from the binary search (4.13) and compute the RB solution $u_{N}^{h p R B}(\boldsymbol{\mu})$ from (5.1). The RB residual is

$$
\begin{equation*}
r_{N}^{h p \mathrm{RB}}(v ; \boldsymbol{\mu})=f(v ; \boldsymbol{\mu})-a\left(u_{N}^{h p \mathrm{RB}}(\boldsymbol{\mu}), v ; \boldsymbol{\mu}\right) \quad \forall v \in X \tag{5.2}
\end{equation*}
$$

the Riesz representation of the residual is denoted by $\mathcal{R}_{N}^{h p R B}(\boldsymbol{\mu})$. Our upper
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bound for the $X$-norm error $\left\|u(\boldsymbol{\mu})-u_{N}^{h p \mathrm{RB}}(\boldsymbol{\mu})\right\|_{X}$ is then given by

$$
\begin{equation*}
\Delta_{N}^{h p \mathrm{RB}}(\boldsymbol{\mu}) \equiv \frac{\left\|\mathcal{R}_{N}^{h p \mathrm{RB}}(\boldsymbol{\mu})\right\|_{X}}{\alpha_{\mathrm{LB}}(\boldsymbol{\mu})} \tag{5.3}
\end{equation*}
$$

Lemma 2 now directly applies with an appropriate change of notation.

### 5.3 Offline-online decomposition

In the offline stage, we determine the partition of the parameter domain and construct the corresponding RB models and spaces as discussed above. For the purposes of this subsection, we assume a perfect binary tree. We also assume that the cardinality of the train sample over each of the subdomains is equal to $n_{\text {train }}$. It is crucial to note that, since the initial " $h$ "-refinement is performed for $\bar{N}=1$, we reuse all computed entities in the later " $p$ "-type stage, and there is thus only minor additional cost associated with the partition procedure.

The offline cost derives from several components.

1. Snapshot truth solves. We must compute (at most) $N_{\max } K$ snapshots associated with the partition and final approximation spaces.
2. RB preprocessing. We must compute (at most) $K\left(Q_{a} N_{\max }^{2}+Q_{f} N_{\max }\right)$ truth inner products to form the parameter-independent "stiffness" matrices and loads (e.g., as in (3.12)) for the partition and final models.
3. Error bound preprocessing. We must compute (at most) $K N_{\max } Q_{a}+Q_{f}$ truth Poisson solves of the form (3.18) for the partition and final models. We must also compute (at most) $K\left(N_{\max } Q_{a}+Q_{f}\right)^{2}$ truth inner products of the form (3.21) related to the dual norm of the residual associated with the partition and final models.
4. Error bound evaluations. We must solve $n_{\text {train }}(K-1) \mathrm{RB}$ systems (of size $\bar{N}=1$ ) to obtain the residual coefficients and evaluate $n_{\text {train }}(K-1)$ RB error bounds (for $\bar{N}=1$ ) during the Greedy ${ }^{2}$ sampling for the " $h$ "refinement partition process. We must also solve (at most) $n_{\text {train }} N_{\max } K$ RB systems to obtain the residual coefficients and evaluate $n_{\text {train }} N_{\text {max }} K$ RB error bounds during the Greedy ${ }^{2}$ sampling for the final models. This results, to leading order, in $\mathcal{O}\left(n_{\text {train }} N_{\max } K\left(N_{\max }^{3}+N_{\max }^{2} Q^{2}\right)\right)$ operations in total.
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The combined 1-4 offline cost is thus $N_{\max } K$ truth snapshot computations, $N_{\max } K Q_{a}+Q_{f}$ truth Poisson solves, $K\left(Q_{a} N_{\max }^{2}+Q_{f} N_{\max }\right)+K\left(N_{\max } Q_{a}+\right.$ $\left.Q_{f}\right)^{2}$ truth inner products, and $\mathcal{O}\left(n_{\text {train }} N_{\max } K\left(N_{\text {max }}^{3}+N_{\text {max }}^{2} Q^{2}\right)\right)$ operations to evaluate the error bounds.

For each model, we must construct and retain the parameter-independent data necessary to accommodate the efficient evaluation stage for the RB approximation and the associated a posteriori error bound, as discussed in section 3.3 for the standard RB method. The online (permanent) storage requirement associated with the RB approximation is $Q_{a} K$ matrices of maximum size $N_{\max } \times N_{\max }$ and $Q_{f}$ vectors of maximum size $N_{\max }$; the online storage associated with the RB error bound is $K\left(N_{\max } Q_{a}+Q_{f}\right)^{2} / 2$.

In the online stage, given any $\boldsymbol{\mu} \in \mathcal{D}$, we first determine the subdomain containing $\boldsymbol{\mu}$ via the binary search (4.13) in $\mathcal{O}\left(\log _{2} K\right)$ operations. (Recall that we presume here a perfect binary tree.) Thanks to the construction-evaluation decomposition, we can then, given $1 \leq N \leq N_{\max }$, assemble and solve the corresponding system of algebraic equations in $\mathcal{O}\left(Q N^{2}\right)$ and $\mathcal{O}\left(N^{3}\right)$ operations, respectively, and compute the associated RB error bound in $\mathcal{O}\left(N^{2} Q^{2}\right)$ operations.

## 6 A convection-diffusion model problem

### 6.1 Formulation and truth discretization

We now apply the " $p$ "-, " $h$ "-, and " $h p$ "-type RB methods to a steady convectiondiffusion model problem parametrized by the angle and magnitude of the prescribed velocity field: Let $\boldsymbol{\mu}=\left(\mu_{1}, \mu_{2}\right)$ and define $\mathbf{V}(\boldsymbol{\mu})=\left[\mu_{2} \cos \mu_{1}, \mu_{2} \sin \mu_{1}\right]^{\mathrm{T}}$. The governing equations for the exact field variable $u^{e}(\boldsymbol{\mu})$ are

$$
\begin{align*}
-\nabla^{2} u^{e}(\boldsymbol{\mu})+\mathbf{V}(\boldsymbol{\mu}) \cdot \nabla u^{e}(\boldsymbol{\mu}) & =10 \quad \text { in } \Omega  \tag{6.1}\\
u^{e}(\boldsymbol{\mu}) & =0 \quad \text { on } \partial \Omega . \tag{6.2}
\end{align*}
$$

The physical domain is $\Omega=\left\{(x, y) \in \mathbb{R}^{2}: x^{2}+y^{2} \leq 2\right\}$ and $\partial \Omega$ is the boundary of $\Omega$.

We next define for all $w, v \in X^{e} \equiv X^{e}(\Omega) \equiv H_{0}^{1}(\Omega)$ the parametrized bilinear


Figure 3: The circular physical domain partitioned into five spectral elements.
form

$$
\begin{align*}
& a(w, v ; \boldsymbol{\mu}) \equiv \int_{\Omega} \nabla w \cdot \nabla v \mathrm{~d} \Omega+\int_{\Omega}(\mathbf{V}(\boldsymbol{\mu}) \cdot \nabla w) v \mathrm{~d} \Omega \\
& \quad \equiv \int_{\Omega} \nabla w \cdot \nabla v \mathrm{~d} \Omega+\mu_{2} \cos \mu_{1} \int_{\Omega} \frac{\partial w}{\partial x} v \mathrm{~d} \Omega+\mu_{2} \sin \mu_{1} \int_{\Omega} \frac{\partial w}{\partial y} v \mathrm{~d} \Omega \tag{6.3}
\end{align*}
$$

and the linear functional

$$
\begin{equation*}
f(v) \equiv f(v ; \boldsymbol{\mu}) \equiv 10 \int_{\Omega} v \mathrm{~d} \Omega \tag{6.4}
\end{equation*}
$$

thus (2.1) obtains for $Q_{a}=3$ and $Q_{f}=1$. We can then state the exact problem in the standard variational form: Given any $\boldsymbol{\mu} \in \mathcal{D}$, find $u^{e} \in X^{e}$ such that

$$
\begin{equation*}
a\left(u^{e}(\boldsymbol{\mu}), v ; \boldsymbol{\mu}\right)=f(v) \quad \forall v \in X^{e} . \tag{6.5}
\end{equation*}
$$

Note that for this particular problem, $a_{s}(w, v ; \boldsymbol{\mu})=\int_{\Omega} \nabla w \cdot \nabla v \mathrm{~d} \Omega$ is parameterindependent; thus $a(v, v ; \boldsymbol{\mu})=\|v\|_{X}^{2}$ for all $v \in X^{e}$ and we may choose $\alpha_{\mathrm{LB}} \equiv 1$ as the coercivity lower bound.

Next, we introduce a truth spectral element space $X \equiv X^{\mathcal{N}}(\Omega) \subset X^{e}(\Omega)$ of dimension $\mathcal{N}=481$ based on five spectral elements of order ten: we introduce a computational domain $\hat{\Omega}=(-1,1)^{2}$ and standard transfinite mappings $\mathcal{F}_{i}$ : $\hat{\Omega} \rightarrow \Omega_{i}, 1 \leq i \leq 5$ [12]; we then define

$$
\begin{equation*}
X \equiv X^{\mathcal{N}}(\Omega)=\left\{v \in H_{0}^{1}(\Omega):\left.v\right|_{\Omega_{i}} \circ \mathcal{F}_{i} \in \mathbb{P}^{10}(\hat{\Omega}), 1 \leq i \leq 5\right\} \tag{6.6}
\end{equation*}
$$
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Figure 4: Solutions to (6.7) for different parameter values $\boldsymbol{\mu}=(\pi, 10)$ (left), $\boldsymbol{\mu}=$ $(0,0)$ (middle), and $\boldsymbol{\mu}=(0,10)$ (right).
where $\mathbb{P}^{10}(\hat{\Omega})$ denotes the space of polynomials of degree 10 (in each spatial direction) over $\hat{\Omega}$. The partition of the physical domain into five spectral elements is illustrated in Figure 3. The truth discretization of (6.5) reads as follows: Given any $\boldsymbol{\mu} \in \mathcal{D}$, find $u(\boldsymbol{\mu}) \in X$ such that

$$
\begin{equation*}
a(u(\boldsymbol{\mu}), v ; \boldsymbol{\mu})=f(v) \quad \forall v \in X \tag{6.7}
\end{equation*}
$$

In Figure 4, we plot the solution of (6.7) for three different parameter values. Clearly, the three solutions have very different structures - this particular problem is thus a good candidate for " $h p$ " treatment.

We define three parameter domains,

$$
\begin{equation*}
\mathcal{D}_{\mathrm{I}} \equiv\{0\} \times[0,10], \quad \mathcal{D}_{\mathrm{II}} \equiv[0, \pi] \times\{10\}, \quad \mathcal{D}_{\mathrm{III}} \equiv[0, \pi] \times[0,10] \tag{6.8}
\end{equation*}
$$

we shall thus consider $P=1\left(\mathcal{D}_{\mathrm{I}}\right.$ or $\left.\mathcal{D}_{\mathrm{II}}\right)$ or $P=2\left(\mathcal{D}_{\mathrm{III}}\right)$ parameters.
Admittedly, the computational benefit of the RB approximation for this particular problem is minimal since the truth approximation space is of rather low dimension $\mathcal{N}=481$. However, our problem here is a good vehicle for exposition of the " $p$ "-type, " $h$ "-type, and " $h p$ "-type RB methods and is amenable to extensive theoretical and experimental analysis. In [9] we apply the "hp"-type RB method to problems that require and demonstrate the speedup provided by the RB approximation.

## 6.2 " $p$ "-type RB approximation results

In this section, we present the standard (" $p$ "-type) RB convergence results for our model problem.

We introduce uniformly distributed random train samples $\Xi_{\text {I }} \subset \mathcal{D}_{\text {I }}, \Xi_{\text {II }} \subset$ $\mathcal{D}_{\text {II }}$, and $\Xi_{\text {III }} \subset \mathcal{D}_{\text {III }}$ of size $10^{3}, 10^{3}$, and $10^{4}$, respectively. We recall that $\epsilon_{N}=$
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Figure 5: Standard RB (" $p$ "-type) convergence results: $\epsilon_{N}$ as a function of $N$ for the one-parameter cases $\mathcal{D}=\mathcal{D}_{\text {I }}$ (left) and $\mathcal{D}=\mathcal{D}_{\text {II }}$ (right).


Figure 6: Greedy parameter choices (left) and associated standard RB (" $p$ "-type) convergence results (right) for the two-parameter case $\mathcal{D}=\mathcal{D}_{\text {III }}$.


Figure 7: " $h$ "-type RB convergence results: $K_{\bar{N}}\left(\epsilon_{\text {tol }}^{1}\right)$ for $\bar{N}=1, \bar{N}=2$, and $\bar{N}=3$ for the one-parameter cases $\mathcal{D}=\mathcal{D}_{\text {I }}$ (left) and $\mathcal{D}=\mathcal{D}_{\text {II }}$ (right). Both the Euclidean distance (dotted lines) and the a posteriori error bound (dashed lines) are considered for the proximity function.
$\max _{\boldsymbol{\mu} \in \Xi} \Delta_{N}(\boldsymbol{\mu})$ is the maximum $X$-norm error bound over the train sample associated with the space $X_{N}$. In Figure 5 we plot $\epsilon_{N}$ as a function of $N$ for the two one-parameter cases $\mathcal{D}=\mathcal{D}_{\mathrm{I}}$ and $\mathcal{D}=\mathcal{D}_{\mathrm{II}}$ : we note that $N$ can be quite small even for $\epsilon_{N} \approx 10^{-6}$. In Figure 6 (right) we plot $\epsilon_{N}$ for the two-parameter case $\mathcal{D}=\mathcal{D}_{\text {III }}$. The quite poor convergence of the " $p$ "-type $R B$ is not surprising given the very different solution structures obtained for different parameter values; variations in $\mu_{1}$ are particularly difficult to resolve as indicated by the slower convergence for the case $\mathcal{D}=\mathcal{D}_{\text {II }}$ in Figure 5 (right)due to the "movement" of the boundary layer. In Figure 6 (left) we present the parameters chosen by the Greedy ${ }^{1}$ algorithm: the points are clearly denser for larger velocities, which yield thinner boundary layers.

## 6.3 " $h$ "-type RB approximation results

We now present convergence results for equi-order " $h$ "-type RB approximation; the dimension of the approximation spaces is thus fixed. The convergence results are obtained by first specifying the desired tolerance $\epsilon_{\text {tol }}^{1}$ as well as the RB space dimension $\bar{N}$, the initial train sample $\Xi_{(1)}$, and the initial anchor point $\hat{\boldsymbol{\mu}}_{(1)}$; we then perform $h \operatorname{RB}\left(\Xi_{(1)}, \hat{\boldsymbol{\mu}}_{(1)}, \bar{N}, \epsilon_{\text {tol }}^{1}\right)$. Given $\bar{N}$, we let $K_{\bar{N}}\left(\epsilon_{\text {tol }}^{1}\right)$ denote the number of subdomains in the partition for specified $\epsilon_{\text {tol }}^{1}$.

We start with the one-parameter cases $\mathcal{D}=\mathcal{D}_{\mathrm{I}}$ and $\mathcal{D}=\mathcal{D}_{\mathrm{II}}$. In both cases, the initial train samples consist of 100 random points, and the initial anchor point is $\hat{\boldsymbol{\mu}}_{(1)}=(0,0)$. In Figure 7 we present $K_{\bar{N}}\left(\epsilon_{\text {tol }}^{1}\right)$ for $\bar{N}=1,2,3$ for each
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Figure 8: " $h$ "-type RB convergence results: $K_{\bar{N}}\left(\epsilon_{\text {tol }}^{1}\right)$ for $\bar{N}=1$ and $\bar{N}=4$ for the two-parameter case $\mathcal{D}=\mathcal{D}_{\text {III }}$. Both the Euclidean distance (dotted lines) and the $a$ posteriori error bound (dashed lines) are considered for the proximity function.
of the two cases. The proximity function is either $d_{B_{l}}(\boldsymbol{\mu})=\left\|\boldsymbol{\mu}-\hat{\boldsymbol{\mu}}_{B_{l}}\right\|_{2}$ (dotted lines) or $d_{B_{l}}(\boldsymbol{\mu})=\Delta_{\bar{N}=1, B_{l}}(\boldsymbol{\mu})$ (dashed lines): we observe that the choice of the proximity function has little impact on the results. We indicate the slopes for first, second, and third order convergence: for the $\bar{N}=1$ approximation, the convergence rates are in good agreement with the theoretical result (4.28); for the $\bar{N}>1$ approximations, the convergence is approximately $\bar{N}$ th order and hence in agreement with our conjecture (4.38). (We recall that, here, a steeper slope implies slower convergence.)

We next consider the two-parameter case $\mathcal{D}=\mathcal{D}_{\mathrm{III}}$. The initial train sample $\Xi_{(1)}$ consists of $10^{3}$ random points, and the initial anchor point is $\hat{\boldsymbol{\mu}}_{(1)}=(0,0)$. In Figure 8 we present $K_{\bar{N}}\left(\epsilon_{\text {tol }}^{1}\right)$ for $\bar{N}=1$ and $\bar{N}=4$. The proximity function is either $d_{B_{l}}(\boldsymbol{\mu})=\left\|\boldsymbol{\mu}-\hat{\boldsymbol{\mu}}_{B_{l}}\right\|_{2}$ (dotted lines) or $d_{B_{l}}(\boldsymbol{\mu})=\Delta_{\bar{N}=1, B_{l}}(\boldsymbol{\mu})$ (dashed lines): now the choice of the proximity function has some, but very slight, impact on the results but only for the $\bar{N}=1$ approximation. It is clear from the slopes provided that we achieve roughly $K_{1} \sim\left(\epsilon_{\text {tol }}^{1}\right)^{-2}$ and $K_{4} \sim\left(\epsilon_{\text {tol }}^{1}\right)^{-1}$, as expected from our conjectures (4.39) and (4.40).

Finally, we empirically examine the depth of the associated binary trees. Ideally, we would like the relative tree depth (4.14) to be a constant close to unity; for $K$ subdomains the search (4.13) is in this case an efficient $\log _{2} K$ operations binary search. In Figure 9 we plot the relative tree depth against the number of subdomains for the $\bar{N}=1$ approximation for each of our three parametrizations. (Note that the scatter in the plots is induced by the range of $\epsilon_{\text {tol }}^{1}$ considered.) Although from these results it is difficult to reach general
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Figure 9: Relative tree depths $\eta_{\text {depth }}$ as functions of the number of subdomains (leaf nodes) $K_{\bar{N}}\left(\epsilon_{\text {tol }}^{1}\right)$ for the $\bar{N}=1$ " $h$ "-type approximation for each parametrization $\mathcal{D}=\mathcal{D}_{\mathrm{I}}$ (left), $\mathcal{D}=\mathcal{D}_{\mathrm{II}}$ (middle), and $\mathcal{D}=\mathcal{D}_{\mathrm{III}}$ (right). Both the Euclidean distance $(\circ)$ and the a posteriori error bound $(+)$ are considered for the proximity function.
conclusions, the relative tree depths are all fairly close to unity and increase with increasing $K$ only very modestly even for $1 \leq K \leq 10^{4}$.

## $6.4{ }^{\prime} h p$ "-type approximation results

We now present convergence results for an " $h p$ "-type RB approximation. For a partition with $K$ subdomains, let $\bar{\Xi}$ denote the union of the associated $K$ train samples; we then define $\epsilon_{N}^{h p \mathrm{RB}} \equiv \max _{\boldsymbol{\mu} \in \bar{\Xi}} \Delta_{N}^{h p \mathrm{RB}}(\boldsymbol{\mu})$.

We start with the one-parameter cases $\mathcal{D}=\mathcal{D}_{\mathrm{I}}$ and $\mathcal{D}=\mathcal{D}_{\mathrm{II}}$. The initial train sample consists of 100 random points, and the initial anchor point is $\hat{\boldsymbol{\mu}}_{(1)}=(0,0)$. We use $d_{B_{l}}(\boldsymbol{\mu})=\left\|\boldsymbol{\mu}-\hat{\boldsymbol{\mu}}_{B_{l}}\right\|_{2}$ as the proximity function. For the case $\mathcal{D}=\mathcal{D}_{\mathrm{I}}$, we specify $\epsilon_{\text {tol }}^{1}=5$ and $\epsilon_{\text {tol }}^{1}=0.1$, for which we obtain $K=4$ and $K=211$ subdomains, respectively; for the case $\mathcal{D}=\mathcal{D}_{\mathrm{II}}$, we specify $\epsilon_{\text {tol }}^{1}=5$ and $\epsilon_{\text {tol }}^{1}=0.1$, for which we obtain $K=8$ and $K=260$ subdomains, respectively. In Figure 10 we plot $\epsilon_{N}^{h p R B}$ as functions of $N$ for each of the two parametrizations. Given any error bound tolerance, we note a significant reduction in the required approximation space dimension (in any subdomain) when compared to a standard $\mathrm{RB}(K=1)$ approximation. Of course, the total number of snapshots $N K$ (for any given tolerance) will increase with $K$ : greater
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Figure 10: " $h p$ "-type RB convergence results: $\epsilon_{N}^{h p R B}$ as a function of $N$ for the one-parameter cases $\mathcal{D}=\mathcal{D}_{\text {I }}$ (left) and $\mathcal{D}=\mathcal{D}_{\text {II }}$ (right).
suitability of local snapshots does not compensate for lower order in terms of global approximation properties.

We next consider the two-parameter case $\mathcal{D}=\mathcal{D}_{\text {III }}$. We use $d_{B_{l}}(\boldsymbol{\mu})=$ $\left\|\boldsymbol{\mu}-\hat{\boldsymbol{\mu}}_{B_{l}}\right\|_{2}$ as the proximity function. The initial train sample consists of $10^{3}$ random points, and the initial anchor point is $\hat{\boldsymbol{\mu}}_{(1)}=(0,0)$. In Figure 11 we show partitions of the parameter domain for specified $\epsilon_{\mathrm{tol}}^{1}=5$ and $\epsilon_{\mathrm{tol}}^{1}=2$, for which we obtain $K=72$ and $K=417$ subdomains, respectively. We notesimilarly to the " $p$ "-type Greedy ${ }^{2}$ parameter choices in Figure 5(left) - that the subdomains are smaller for larger velocities. In Figure 12, we plot for each of the two partitions in Figure 11 the maximum error bound $\epsilon_{N}^{h p R B}$ as a function of $N$; we include the results for the standard RB approximation (" $p$ "-type or " $h p$ "-type with $K=1$ ) as well. Again, the local order reduction is significant.

In Tables 1 and 2 we summarize for $K=72$ and $K=417$ subdomains, respectively, the offline and online performance of the " $h p$ " approach relative to that of the standard $R B$ method. For given tolerances $\epsilon_{\text {tol }}^{2}$, we report in the four rows of the tables the relative number of truth solves, the relative number of operations for online evaluation of the RB approximation, the relative number of operations for online evaluation of the RB error bound, and relative online storage, respectively. The reported values are based on the theoretical operation count and storage, which we recall here. For $N$ basis functions and


Figure 11: Parameter domain partitions for the case $\mathcal{D}=\mathcal{D}_{\text {III }}$. The number of subdomains is $K\left(\epsilon_{\mathrm{tol}}^{1}\right)=72$ for $\epsilon_{\mathrm{tol}}^{1}=5$ (left) and $K\left(\epsilon_{\mathrm{tol}}^{1}\right)=417$ for $\epsilon_{\mathrm{tol}}^{1}=2$ (right).


Figure 12: Convergence of " $h p$ "-type RB for the two-parameter case $\mathcal{D}=\mathcal{D}_{\text {III }}$.

|  | $\epsilon_{\text {tol }}^{2}=10^{-2}$ | $\epsilon_{\text {tol }}^{2}=10^{-3}$ | $\epsilon_{\text {tol }}^{2}=10^{-4}$ |
| :--- | :---: | :---: | :---: |
| Offline truth solve relative cost | $1.66 \mathrm{E}+1$ | $1.57 \mathrm{E}+1$ | $1.59 \mathrm{E}+1$ |
| Online RB solution relative cost | $3.35 \mathrm{E}-2$ | $2.82 \mathrm{E}-2$ | $2.70 \mathrm{E}-2$ |
| Online RB error bound relative cost | $1.09 \mathrm{E}-1$ | $9.57 \mathrm{E}-2$ | $9.23 \mathrm{E}-2$ |
| Online relative storage | $3.96 \mathrm{E}+0$ | $3.51 \mathrm{E}+0$ | $3.58 \mathrm{E}+0$ |

Table 1: Operation count and storage requirement for the " $h p$ "-type RB with $K=72$ relative to that of the standard $\mathrm{RB}(K=1)$ for the two-parameter case $\mathcal{D}=\mathcal{D}_{\text {III }}$.

|  | $\epsilon_{\text {tol }}^{2}=10^{-2}$ | $\epsilon_{\text {tol }}^{2}=10^{-3}$ | $\epsilon_{\text {tol }}^{2}=10^{-4}$ |
| :--- | :---: | :---: | :---: |
| Offline truth solve relative cost | $6.58 \mathrm{E}+1$ | $6.19 \mathrm{E}+1$ | $6.33 \mathrm{E}+1$ |
| Online RB solution relative cost | $1.15 \mathrm{E}-2$ | $1.03 \mathrm{E}-2$ | $8.00 \mathrm{E}-3$ |
| Online RB error bound relative cost | $5.48 \mathrm{E}-2$ | $4.97 \mathrm{E}-2$ | $4.18 \mathrm{E}-2$ |
| Online relative storage | $1.08 \mathrm{E}+1$ | $9.39 \mathrm{E}+0$ | $9.81 \mathrm{E}+0$ |

Table 2: Operation count and storage requirement for the " $h p$ "-type RB with $K=417$ relative to that of the standard $\mathrm{RB}(K=1)$ for the two-parameter case $\mathcal{D}=\mathcal{D}_{\mathrm{III}}$.
$K \geq 1$ subdomains the number of offline truth solves is $K N\left(1+Q_{a}\right)+Q_{f} .^{2}$ (We assume roughly equal computation times for the convection-diffusion and Poisson solves.) The online operation count is roughly $\mathcal{O}\left(N^{3}\right)$ for the RB solution and $\mathcal{O}\left(\left(Q_{a} N+Q_{f}\right)^{2}\right)$ for the RB error bound; we neglect the $\mathcal{O}\left(Q N^{2}\right)$ cost of forming the RB system and the $\mathcal{O}\left(\log _{2} K\right)$ cost of finding the correct subdomain via the binary search. The online (permanent) storage requirement is dominated by the $\mathcal{O}\left(K Q^{2} N^{2}\right)$ data required for the RB error bounds.

Admittedly, the " $h p$ "-approach requires more truth solves - a larger offline cost - than the standard method. However, the online computational savings are significant: in our example with $K=72$ subdomains the online cost relative to that of the standard RB method is about three percent for the RB solution and about ten percent for the RB error bound; in our example with $K=417$ subdomains the online relative cost is only about one percent for the RB solution and about five percent for the RB error bound. (Typically the contributions to the total online cost from RB solution and RB error bound computation are
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comparable.) The online storage requirement is somewhat larger with the " $h p$ "approach, though in general the storage requirements are quite modest; the $N^{2}$ scaling moderates the growth due to $K$.

## 7 Concluding remarks

The " $h p$ "-type RB method has been shown to significantly reduce the online computational cost. On the other hand, the new approach is more expensive than the standard (" $p$ "-type) RB method in the offline stage. Hence we must trade offline cost for online performance. The online effort is often our main concern in the real-time or many-query contexts.

We expect the new approach to be particularly beneficial for problems for which the solution structure is very different in different parts of the parameter domain. While our model problem is specifically constructed to exhibit this property, there are many realistic problems which exhibit similar behavior. As an example, we mention an application of RB to the solution of the Fokker-Planck equation [18]; here, the solution is required for many different parameter values, but the required (" $p$ "-type) RB spaces are rather large. Also of interest are problems which exhibit nonsmooth parameter dependence; the " $h p$ "-approach should automatically refine the parameter domain around singularities and hence perform better than the standard approach.

There are several opportunities for extensions. First, we can generalize our approach to POD-Greedy sampling [16] for parabolic problems [9, 10]: the critical new ingredient is proper balance between additional POD modes and additional Greedy parameter values in the initial subdivision process. Second, we can extend the approach to quadratically nonlinear problems such as the incompressible Navier-Stokes equations [9]; in this case the " $h p$ "-approach is particularly advantageous since the (online) computation of the error bound requires $\mathcal{O}\left(N^{4}\right)$ operations for $N$ basis functions, and hence the "smaller $N$ for larger $K$ " trade is particularly favorable. Third, we can consider, in the offline stage, a parallel " $h p$ " approach; we can subdivide the parameter domain along each branch of the associated binary tree independently and hence concurrently.

## A An improvement of Proposition 1

Let $\boldsymbol{\mu}^{*} \in \mathcal{D}$ be such that the RB error bound $\Delta_{N}\left(\boldsymbol{\mu}^{*}\right)=0$; hence $\boldsymbol{\mu}^{*}$ corresponds to a parameter value associated with a truth snapshot residing in the RB space.

In this case the residual satisfies $r_{N}\left(v ; \boldsymbol{\mu}^{*}\right)=0$ for all $v \in X$. We now consider any $\boldsymbol{\mu} \in \mathcal{D}$. The Riesz representation of the residual at $\boldsymbol{\mu}, \mathcal{R}_{N}(\boldsymbol{\mu}) \in X$, satisfies

$$
\begin{equation*}
\left(\mathcal{R}_{N}(\boldsymbol{\mu}), v\right)_{X}=r_{N}(v ; \boldsymbol{\mu})=r_{N}(v ; \boldsymbol{\mu})-r_{N}\left(v ; \boldsymbol{\mu}^{*}\right) \quad \forall v \in X . \tag{A.1}
\end{equation*}
$$

By the definition of the residual and the triangle inequality we obtain

$$
\begin{align*}
& \left|\left(\mathcal{R}_{N}(\boldsymbol{\mu}), v\right)_{X}\right| \leq\left|f(v ; \boldsymbol{\mu})-f\left(v ; \boldsymbol{\mu}^{*}\right)\right| \\
& \quad+\left|a\left(u_{N}\left(\boldsymbol{\mu}^{*}\right), v ; \boldsymbol{\mu}^{*}\right)-a\left(u_{N}(\boldsymbol{\mu}), v ; \boldsymbol{\mu}\right)\right| \quad \forall v \in X \tag{A.2}
\end{align*}
$$

For the first term on the right-hand side of (A.2) we invoke (2.19) to obtain

$$
\begin{equation*}
\left|f(v ; \boldsymbol{\mu})-f\left(v ; \boldsymbol{\mu}^{*}\right)\right| \leq \tilde{c}_{2}\|v\|_{X}\left|\boldsymbol{\mu}-\boldsymbol{\mu}^{*}\right| \quad \forall v \in X \tag{A.3}
\end{equation*}
$$

For the second term on the right-hand side of (A.2) we note that

$$
\begin{align*}
& \left|a\left(u_{N}\left(\boldsymbol{\mu}^{*}\right), v ; \boldsymbol{\mu}^{*}\right)-a\left(u_{N}(\boldsymbol{\mu}), v ; \boldsymbol{\mu}\right)\right| \\
& =\left|a\left(u_{N}\left(\boldsymbol{\mu}^{*}\right), v ; \boldsymbol{\mu}^{*}\right)-a\left(u_{N}(\boldsymbol{\mu}), v ; \boldsymbol{\mu}\right)+\left(a\left(u_{N}\left(\boldsymbol{\mu}^{*}\right), v ; \boldsymbol{\mu}\right)-a\left(u_{N}\left(\boldsymbol{\mu}^{*}\right), v ; \boldsymbol{\mu}\right)\right)\right| \\
& \quad \leq\left|a\left(u_{N}\left(\boldsymbol{\mu}^{*}\right), v ; \boldsymbol{\mu}^{*}\right)-a\left(u_{N}\left(\boldsymbol{\mu}^{*}\right), v ; \boldsymbol{\mu}\right)\right|+\left|a\left(u_{N}\left(\boldsymbol{\mu}^{*}\right)-u_{N}(\boldsymbol{\mu}), v ; \boldsymbol{\mu}\right)\right| \tag{A.4}
\end{align*}
$$

for all $v \in X$. (Note that the term in parentheses on the second line is equal to zero.)

For the first term on the right-hand side of (A.4) we invoke (2.18) and the Lax-Milgram lemma to obtain

$$
\begin{align*}
\left|a\left(u_{N}\left(\boldsymbol{\mu}^{*}\right), v ; \boldsymbol{\mu}^{*}\right)-a\left(u_{N}\left(\boldsymbol{\mu}^{*}\right), v ; \boldsymbol{\mu}\right)\right| & \leq \tilde{c}_{1}\left\|u_{N}\left(\boldsymbol{\mu}^{*}\right)\right\|_{X}\|v\|_{X}\left|\boldsymbol{\mu}-\boldsymbol{\mu}^{*}\right| \\
& \leq \frac{\tilde{c}_{1}}{\underline{\alpha}}\left\|f\left(\cdot ; \boldsymbol{\mu}^{*}\right)\right\|_{X^{\prime}}\|v\|_{X}\left|\boldsymbol{\mu}-\boldsymbol{\mu}^{*}\right| \\
& \leq \frac{\tilde{c}_{1}}{\underline{\alpha}} \max _{\boldsymbol{\mu} \in \mathcal{D}}\|f(\cdot ; \boldsymbol{\mu})\|_{X^{\prime}}\|v\|_{X}\left|\boldsymbol{\mu}-\boldsymbol{\mu}^{*}\right| \tag{A.5}
\end{align*}
$$

for all $v \in X$. For the second term on the right-hand side of (A.4) we invoke the continuity of $a(\cdot, \cdot ; \boldsymbol{\mu})$ and (2.9), and then Lemma 1 , to obtain

$$
\begin{align*}
\left|a\left(u_{N}\left(\boldsymbol{\mu}^{*}\right)-u_{N}(\boldsymbol{\mu}), v ; \boldsymbol{\mu}\right)\right| & \leq \bar{\gamma}\left\|u_{N}(\boldsymbol{\mu})-u_{N}\left(\boldsymbol{\mu}^{*}\right)\right\|_{X}\|v\|_{X} \\
& \leq \tilde{C} \bar{\gamma}\left|\boldsymbol{\mu}-\boldsymbol{\mu}^{*}\right|\|v\|_{X} \tag{A.6}
\end{align*}
$$

for all $v \in X$. We now combine (A.2) with (A.3), (A.4), (A.5), and (A.6) to obtain

$$
\begin{equation*}
\left(\mathcal{R}_{N}(\boldsymbol{\mu}), v\right)_{X} \leq\left|\boldsymbol{\mu}-\boldsymbol{\mu}^{*}\right|\|v\|_{X}\left(\tilde{c}_{2}+\max _{\boldsymbol{\mu} \in \mathcal{D}} \tilde{c}_{1} \frac{\|f(\cdot ; \boldsymbol{\mu})\|_{X^{\prime}}}{\bar{\alpha}}+\tilde{C} \bar{\gamma}\right) \tag{A.7}
\end{equation*}
$$

and hence with $v=\mathcal{R}_{N}(\boldsymbol{\mu})$ and the expression for $\tilde{C}$ from Lemma 1,

$$
\begin{equation*}
\left\|\mathcal{R}_{N}(\boldsymbol{\mu})\right\|_{X} \leq\left|\boldsymbol{\mu}-\boldsymbol{\mu}^{*}\right| \tilde{C}(\underline{\alpha}+\bar{\gamma}) \tag{A.8}
\end{equation*}
$$

We now invoke the result ( $\underset{\sim}{\text { A. }} 8$ ) above in the context of our partition algorithm.
Assume that we have $\tilde{K}$ subdomains, and let $\boldsymbol{\mu}^{*}$ correspond to the anchor point associated with the the particular subdomain that also contains $\boldsymbol{\mu}$. For the RB error bound we then get

$$
\begin{equation*}
\Delta_{\tilde{K}}(\boldsymbol{\mu}) \equiv \frac{\left\|\mathcal{R}_{\tilde{K}}(\boldsymbol{\mu})\right\|_{X}}{\alpha_{\mathrm{LB}}(\boldsymbol{\mu})} \leq\left|\boldsymbol{\mu}-\boldsymbol{\mu}^{*}\right| \tilde{C}\left(1+\frac{\bar{\gamma}}{\underline{\alpha}}\right) . \tag{A.9}
\end{equation*}
$$

Finally, we can now replace the arguments (4.31)-(4.33) by (A.9) in order to replace the constant in Proposition 1,

$$
\begin{equation*}
C=\frac{2 \bar{\gamma}^{2} \tilde{C}|\mathcal{D}|}{\underline{\alpha}^{2}} \tag{A.10}
\end{equation*}
$$

by the constant

$$
\begin{equation*}
C_{\mathrm{im}}=2 \tilde{C}|\mathcal{D}|\left(1+\frac{\bar{\gamma}}{\underline{\alpha}}\right) . \tag{A.11}
\end{equation*}
$$

We note that $C_{\mathrm{im}}$ is an improvement over $C$ for $\bar{\gamma} / \underline{\alpha}$ sufficiently large.
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#### Abstract

In this paper we introduce an $h p$ certified reduced basis method for parabolic partial differential equations. We invoke a POD (in time) / Greedy (in parameter) sampling procedure first in the initial partition of the parameter domain ( $h$-refinement) and subsequently in the construction of reduced basis approximation spaces restricted to each parameter subdomain ( $p$-refinement). We show that proper balance between additional POD modes and additional parameter values in the initial subdivision process guarantees convergence of the approach. We present numerical results for two model problems: linear convection-diffusion, and quadratically nonlinear Boussinesq natural convection. The new procedure is significantly faster (respectively, more costly) in the reduced basis Online (respectively, Offline) stage.


## 1 Introduction

The certified reduced basis (RB) method is a model-order reduction framework for rapid evaluation of functional outputs, such as surface temperatures or fluxes, for partial differential equations (PDEs) which depend on an input parameter vector, for example related to geometric factors or material properties. There are four key ingredients to the certified RB framework:

- Galerkin projection: optimal linear combination of $N$ pre-computed $\mathcal{N}$ -degree-of-freedom "truth" finite element (FE) field snapshots [1, 17];
- POD/Greedy sampling: POD (in time) / Greedy (in parameter) [9] optimal selection and combination of FE field snapshots;
- a posteriori error estimation: rigorous upper bounds for the error in the RB (output) approximation with respect to the "truth" FE discretization [7, 19];
- Offline-Online computational decomposition: $\mathcal{O}\left(\mathcal{N}^{\bullet}\right)$-complexity preprocessing followed by $\mathcal{O}\left(N^{\bullet}\right)$-complexity certified input-output prediction [15, 19].

We shall describe each ingredient further in subsequent sections.
We shall assume that the field variable depends smoothly on the parameters. In that case we can expect, and we can rigorously confirm a posteriori, that $N \ll$ $\mathcal{N}$; we can then furthermore anticipate rapid Online evaluation of the RB output approximation and associated RB output error bound. The certified RB method is thus computationally attractive in two important engineering contexts: "real time," such as parameter estimation and optimal control; "many query," such as multiscale or stochastic simulation. In both instances, the Offline effort is either unimportant or can be amortized over many input-output evaluations. In both instances, rigorous error control without direct appeal to the "truth" is crucial.

For many problems, the field variable may be quite different in different regions of the parameter domain, and hence a snapshot from one region may be of little value to the RB approximation in another region. To exploit this opportunity we introduce in [5] an $h p$ reduced basis method for linear elliptic equations. In the Offline stage we first adaptively subdivide the original parameter domain into smaller regions ( $h$-refinement); we then construct individual RB approximation spaces spanned by snapshots restricted to parameter values within each of these parameter subdomains ( $p$-refinement). In the Online stage, the RB approximation associated with any new parameter value is then constructed as a (Galerkin) linear combination of snapshots from the parameter subdomain that contains the new parameter value. The dimension of the local approximation space, and thus the Online cost, shall be very low: every basis function contributes significantly to the RB approximation. We note that an alternative "multiple bases generation" procedure is introduced in [8]; a different "interpolation" approach to parametric reduced order modelling with parameter subdomains is described in [2].

In this paper, we extend the work in [5] to linear and non-linear parabolic equations through a POD (in time) / Greedy (in parameter) procedure. The $\mathrm{POD} /$ Greedy sampling approach [9] is invoked both in the initial partition of the
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parameter domain ( $h$-refinement) and subsequently in the construction of RB approximation spaces restricted to each parameter subdomain ( $p$-refinement). Much of the elliptic machinery from [5] extends to the parabolic case since we only subdivide the parameter (and not the temporal) domain. The critical new issue for the $h p$-POD / Greedy algorithm for parabolic problems is proper balance between additional POD modes and additional parameter values in the initial subdivision process.

The $h p$-POD/Greedy procedure was first introduced in the conference proceedings paper [6]. We extend [6] here in several important ways. First, we introduce an improvement to the algorithm: an additional Offline splitting step which permits direct control of the Online computational cost. Second, we introduce (for a simple but illustrative case) a new a priori convergence theory for the initial subdivision process; we show in particular that the procedure is convergent provided sufficiently many POD modes are included in the RB spaces. Good convergence of the subdivision process is critical both to Offline and Online performance. Third, and finally, we extend our considerations to quadratically nonlinear parabolic problems. This class of problems is particularly "ripe" for the $h p$ approach due to the $\mathcal{O}\left(N^{4}\right)$ computational cost associated with RB error bound evaluation [12, 16]: even a small reduction in $N$-the number of RB basis functions-will result in significant Online computational savings.

We begin in Section 2 with the problem statement(s). In Section 3 we introduce the $h p-\mathrm{RB}$ approximation, the associated RB error bounds, and the necessary computational procedures. In Section 4 we present the $h p$-POD/Greedy algorithm and the new a priori convergence theory. Finally, in Section 5, we present numerical results for two model problems: a linear time-invariant (LTI) convection-diffusion problem, and a quadratically nonlinear Boussinesq natural convection problem; we focus our discussion on computational cost and Online economization compared to the standard ( $p$-type) RB method.

## 2 Problem Statement

We directly consider a discrete-time parametrized parabolic PDE defined over a spatial domain $\Omega \subset \mathbb{R}^{2}$ for discrete time levels $t^{k}=k \Delta t, 0 \leq k \leq K$; here $\Delta t=t_{f} / K$, and $t_{f}$ is the final time. We further introduce a $P$-dimensional parameter domain $\mathcal{D} \subset \mathbb{R}^{P}$ and denote by $\mu \in \mathcal{D}$ a particular parameter value. For a given $\mu \in \mathcal{D}$ we shall denote the exact solution to our discrete-time parabolic PDE as $u^{k}(\mu) \equiv u\left(t^{k}, \mu\right), 0 \leq k \leq K$.

We consider Euler Backward $(\theta=1)$ and Crank Nicolson $(\theta=0.5)$ temporal
discretization schemes (more generally we may consider $0.5 \leq \theta \leq 1$ ); we define $u^{k+\theta}(\mu) \equiv \theta u^{k+1}(\mu)+(1-\theta) u^{k}(\mu)$. The exact formulation reads: for any $\mu \in \mathcal{D}$, find $u^{k}(\mu) \in X, 1 \leq k \leq K$, such that

$$
\begin{align*}
\frac{1}{\Delta t} m\left(u^{k+1}(\mu)-u^{k}(\mu)\right. & , v ; \mu)+a\left(u^{k+\theta}(\mu), v ; \mu\right) \\
& +b\left(u^{k+\theta}(\mu), u^{k+\theta}(\mu), v ; \mu\right)=f(v ; \mu), \quad \forall v \in X \tag{2.1}
\end{align*}
$$

subject to initial condition $u^{0}(\mu)$. In the sequel we shall always assume zero initial conditions. We then evaluate our output of interest as $s^{k}(\mu)=\ell\left(u^{k}(\mu) ; \mu\right)$ for $0 \leq k \leq K$. Here, $X$ denotes a Sobolev space over $\Omega \subset \mathbb{R}^{2}$; typically $\left(H_{0}^{1}(\Omega)\right)^{d} \subseteq X \subseteq\left(H^{1}(\Omega)\right)^{d}$, where $H^{1}(\Omega)=\left\{v:|\nabla v| \in L^{2}(\Omega)\right\}, H_{0}^{1}(\Omega)=$ $\left\{v \in H^{1}(\Omega):\left.v\right|_{\partial \Omega}=0\right\}$ where $\partial \Omega$ is the boundary of $\Omega, L^{2}(\Omega)$ is the space of square integrable functions over $\Omega$, and $d$ is the dimension of the field. (In our exposition $d=1$; later, for the Boussinesq problem, $d=3$.)

We suppose that $X$ is equipped with an inner product $(\cdot, \cdot)_{X}$ and induced norm $\|\cdot\|_{X}=(\cdot, \cdot)_{X}^{1 / 2}$; we further denote by $(\cdot, \cdot)$ the standard $L^{2}(\Omega)$ inner product and by $\|\cdot\|_{L^{2}}=(\cdot, \cdot)^{1 / 2}$ the standard $L^{2}(\Omega)$ norm. For any $\mu \in \mathcal{D}$, $m(\cdot, \cdot ; \mu)$ is a coercive and continuous bilinear form over $L^{2}(\Omega), a(\cdot, \cdot ; \mu)$ is a coercive and continuous bilinear form over $X, b(\cdot, \cdot, \cdot ; \mu)$ is a continous trilinear form over $X, f(\cdot ; \mu)$ is an $X$-bounded linear functional, and $\ell(\cdot ; \mu)$ is an $L^{2}(\Omega)$ bounded linear "output" functional. We introduce coercivity constants

$$
\begin{equation*}
\alpha(\mu) \equiv \inf _{v \in X} \frac{a(v, v ; \mu)}{\|v\|_{X}^{2}}, \quad \sigma(\mu) \equiv \inf _{v \in X} \frac{m(v, v ; \mu)}{\|v\|_{L^{2}}^{2}} \tag{2.2}
\end{equation*}
$$

under our assumptions, $\alpha(\mu)>0$ and $\sigma(\mu)>0$ for any $\mu \in \mathcal{D}$. Note for $b=0$ our problem is linear and coercive.

In order to develop efficient Offline-Online computational procedures for the RB field approximation, RB output approximation, and RB error bound, we shall suppose that all our forms admit "affine" expansions in functions of $\mu$. Specifically, for any $\mu \in \mathcal{D}$

$$
\begin{equation*}
a(\cdot, \cdot ; \mu)=\sum_{q=1}^{Q_{a}} a^{q}(\cdot, \cdot) \Theta_{a}^{q}(\mu) \tag{2.3}
\end{equation*}
$$

where $Q_{a}<Q$ and $Q$ is finite and preferably modest. We suppose that $m, b$, and $f$ admit similar expansions in at most $Q$ terms. Many problems (including the examples of this paper) admit an affine expansion; for other problems, approximate affine representations can be developed $[3,4]$.

We now introduce the "truth" spatial discretization of the PDE. We suppose a regular triangulation $\mathcal{T}^{\mathcal{N}}(\Omega)$ of $\Omega$ and introduce a corresponding high-resolution finite element (FE) space $X^{\mathcal{N}} \subset X$ of dimension $\mathcal{N}$. The truth discretization of (2.1) reads: for any $\mu \in \mathcal{D}$, find $u^{\mathcal{N} k}(\mu) \in X^{\mathcal{N}}, 1 \leq k \leq K$, such that

$$
\begin{align*}
\frac{1}{\Delta t} m\left(u^{\mathcal{N} k+1}(\mu)\right. & \left.-u^{\mathcal{N} k}(\mu), v ; \mu\right)+a\left(u^{\mathcal{N} k+\theta}(\mu), v ; \mu\right) \\
& +b\left(u^{\mathcal{N} k+\theta}(\mu), u^{\mathcal{N} k+\theta}(\mu), v ; \mu\right)=f(v ; \mu), \quad \forall v \in X^{\mathcal{N}} \tag{2.4}
\end{align*}
$$

subject to initial condition $u^{\mathcal{N} 0}=0$; then evaluate the truth output approximation as $s^{\mathcal{N} k}(\mu)=\ell\left(u^{\mathcal{N} k}(\mu) ; \mu\right)$ for $0 \leq k \leq K$. It is this truth FE approximation that we wish to accelerate by RB treatment. We shall assume that $X^{\mathcal{N}}$ is rich enough that the exact and truth solutions are indistinguishable at the desired level of numerical accuracy. As we shall observe below, the RB Online computational cost is independent of $\mathcal{N}$, and the RB approximation is stable as $\mathcal{N} \rightarrow \infty$. We can thus choose $\mathcal{N}$ conservatively.

## $3 h p$ Reduced Basis Approximation

For a parameter domain $\mathcal{D} \subset \mathbb{R}^{P}$, the $h p-\mathrm{RB}$ method serves to construct a hierarchical partition of $\mathcal{D}$ into $M$ distinct parameter subdomains $\mathcal{V}_{B^{m}} \subset \mathcal{D}$, $1 \leq m \leq M$. Each of these subdomains $\mathcal{V}_{B^{m}}$ has associated nested RB approximation spaces $X_{1, B^{m}} \subset \cdots \subset X_{N_{\max , B^{m}, B^{m}}}$, where $\operatorname{dim}\left(X_{N, B^{m}}\right)=N$, $1 \leq N \leq N_{\max , B^{m}}$. We define $N_{\max } \equiv \max _{1 \leq m \leq M} N_{\max , B^{m}}$. The procedure for the construction of the parameter domain partition and associated RB spaces, as well as the form of the "identifiers" $B^{m}$, shall be made explicit in Section 4. In this Section, we discuss the RB approximation, the RB a posteriori error estimators, and the associated computational procedures given the parameter domain partition and associated RB spaces.

### 3.1 Reduced Basis Approximation

For any new $\mu \in \mathcal{D}$ we first determine $m^{*} \in[1, M]$ such that $\mu \in \mathcal{V}_{B^{m^{*}}}(\subset \mathcal{D})$. Given any $N$, we define $\hat{N} \equiv \min \left\{N, N_{\left.\max , B^{m^{*}}\right\}}\right.$. The RB approximation of
(2.4) reads: for any $\mu \in \mathcal{D}$, find $u_{N}^{k}(\mu) \in X_{N} \equiv X_{\hat{N}, B^{m^{*}}}, 1 \leq k \leq K$, such that

$$
\begin{align*}
\frac{1}{\Delta t} m\left(u_{N}^{k+1}(\mu)-u_{N}^{k}(\mu), v ; \mu\right)+a\left(u_{N}^{k+\theta}(\mu), v ; \mu\right) & \\
& +b\left(u_{N}^{k+\theta}(\mu), u_{N}^{k+\theta}(\mu), v ; \mu\right)=f(v ; \mu), \quad \forall v \in X_{N} \tag{3.1}
\end{align*}
$$

subject to initial condition $u_{N}^{0}=0$; then evaluate the RB output approximation as $s_{N}^{k}(\mu)=\ell\left(u_{N}^{k}(\mu) ; \mu\right)$ for $0 \leq k \leq K$.

### 3.2 A posteriori error estimation

A rigorous a posteriori upper bound for the RB error is crucial for the Offline $h p-\mathrm{POD} /$ Greedy sampling procedure as well as for the Online certification of the RB approximation and RB output. The key computational ingredients of the RB error bound are the RB residual dual norm and lower bounds for the stability constants.

Given an RB approximation, $u_{N}^{k}(\mu), 0 \leq k \leq K$, for $\mu \in \mathcal{D}$, we write the RB residual, $r_{N}^{k}(v ; \mu), 1 \leq k \leq K$, as

$$
\begin{align*}
r_{N}^{k+1}(v ; \mu)= & f(v ; \mu)-\frac{1}{\Delta t} m\left(u_{N}^{k+1}(\mu)-u_{N}^{k}(\mu), v ; \mu\right) \\
& -a\left(u_{N}^{k+\theta}(\mu), v ; \mu\right)-b\left(u_{N}^{k+\theta}(\mu), u_{N}^{k+\theta}(\mu), v ; \mu\right), \quad \forall v \in X^{\mathcal{N}} \tag{3.2}
\end{align*}
$$

The Riesz representation of the residual $\hat{e}_{N}^{k}(\mu) \in X^{\mathcal{N}}, 1 \leq k \leq K$, satisfies

$$
\begin{equation*}
\left(\hat{e}_{N}^{k}(\mu), v\right)_{X}=r_{N}^{k}(v ; \mu), \quad \forall v \in X^{\mathcal{N}} \tag{3.3}
\end{equation*}
$$

We denote by $\varepsilon_{N}^{k}(\mu)=\left\|\hat{e}_{N}^{k}(\mu)\right\|_{X}=\sup _{v \in X^{\mathcal{N}}} \frac{r_{N}^{k}(v ; \mu)}{\|v\|_{X}}$ the residual dual norm.
We next introduce positive lower bounds for the coercivity constants of $m$ and $a, \sigma_{\mathrm{LB}}$ and $\alpha_{\mathrm{LB}}$, respectively, such that for all $\mu \in \mathcal{D}$

$$
\begin{equation*}
0<\sigma_{\mathrm{LB}}(\mu) \leq \sigma(\mu), \quad 0<\alpha_{\mathrm{LB}}(\mu) \leq \alpha(\mu) \tag{3.4}
\end{equation*}
$$

We also introduce a lower bound for the (possibly negative) stability constant

$$
\begin{equation*}
\rho_{N}\left(t^{k+1} ; \mu\right) \equiv \inf _{v \in X^{\mathcal{N}}} \frac{2 b\left(u_{N}^{k+\theta}(\mu), v, v ; \mu\right)+a(v, v ; \mu)}{\|v\|_{L_{2}}^{2}}, \quad 0 \leq k \leq K-1 \tag{3.5}
\end{equation*}
$$

which we shall denote $\rho_{N}^{\mathrm{LB}}\left(t^{k} ; \mu\right): \rho_{N}^{\mathrm{LB}}\left(t^{k} ; \mu\right) \leq \rho_{N}\left(t^{k} ; \mu\right)$ for $1 \leq k \leq K$ and all $\mu \in \mathcal{D}$. We further define $\tau_{N}^{\mathrm{LB}}\left(t^{k} ; \mu\right)=\min \left(\rho_{N}^{\mathrm{LB}}\left(t^{k} ; \mu\right), 0\right)$.

We can then develop the $L^{2}(\Omega)$ error bound

$$
\begin{equation*}
\Delta_{N}^{k}(\mu)=\sqrt{\frac{\Delta t \sum_{k^{\prime}=1}^{k}\left(\frac{\varepsilon_{N}\left(t^{k^{\prime}} ; \mu\right)^{2}}{1-(1-\theta) \Delta t \tau_{N}^{\mathrm{LB}}\left(t^{k^{\prime}} ; \mu\right)} \prod_{j=1}^{k^{\prime}-1} \frac{1+\theta \Delta t \tau_{N}^{\mathrm{LB}}\left(t^{j} ; \mu\right)}{1-(1-\theta) \Delta t \tau_{N}^{\mathrm{LB}}\left(t t^{j} ; \mu\right)}\right)}{\alpha_{\mathrm{LB}}(\mu) \sigma_{\mathrm{LB}}(\mu) \prod_{k^{\prime}=1}^{k} \frac{1+\theta \Delta t \tau_{\mathrm{LB}}^{\mathrm{LB}}\left(t^{k^{\prime}} ; \mu\right)}{1-(1-\theta) \Delta t \tau_{N}^{\mathrm{LB}}\left(t^{k^{\prime}} ; \mu\right)}}} \tag{3.6}
\end{equation*}
$$

for which it can be demonstrated $[7,12,16]$ that $\left\|u^{\mathcal{N} k}(\mu)-u_{N}^{k}(\mu)\right\|_{L^{2}} \leq \Delta_{N}^{k}(\mu)$, $1 \leq k \leq K, \forall \mu \in \mathcal{D} .{ }^{1}$ We can furthermore develop an RB output error bound

$$
\begin{equation*}
\Delta_{N, s}^{k}(\mu) \equiv\left(\sup _{v \in X^{\mathcal{N}}} \frac{\ell(v ; \mu)}{\|v\|_{L_{2}}}\right) \Delta_{N}^{k}(\mu) \tag{3.7}
\end{equation*}
$$

for which it can be demonstrated that $\left|s^{\mathcal{N} k}(\mu)-s_{N}^{k}(\mu)\right| \leq \Delta_{N, s}^{k}(\mu), 1 \leq k \leq K$, $\forall \mu \in \mathcal{D}$.

### 3.3 Computational Procedures

Construction-Evaluation. Thanks to the "affine" assumption (2.3) we can develop Construction-Evaluation procedures for the RB field, RB output, and RB error bound. We first consider the RB field and RB output. In the Construction stage, given the RB basis functions, we form and store all the necessary parameter-independent entities at $\operatorname{cost} \mathcal{O}\left(\mathcal{N}^{\bullet}\right)$. In the Evaluation stage, we first determine the subdomain to which the given new parameter $\mu$ belongs: an $\mathcal{O}\left(\log _{2} M\right)$ binary search suffices thanks to the hierarchical subdomain construction which we will make explicit in the next section [5]. We next assemble the RB system (3.1) at cost $\mathcal{O}\left(Q N^{2}\right)\left(N \leq N_{\max }\right)$ in the LTI case [15] and at cost $\mathcal{O}\left(n_{\text {Newton }} Q N^{3} K\right)$ in the quadratically nonlinear case $[12,16]$; we then solve this system at $\operatorname{cost} \mathcal{O}\left(N^{3}+K N^{2}\right)$ in the LTI case and at cost $\mathcal{O}\left(n_{\text {Newton }} K N^{3}\right)$ in the quadratically nonlinear case. (Here $n_{\text {Newton }}$ is the number of Newton iterations required to solve the nonlinear equations at each timestep.) Given the RB field, the RB output can be evaluated at $\operatorname{cost} \mathcal{O}(K N)$.

We next consider the RB error bound (3.6). We invoke the Riesz representation of the residual and linear superposition in order to develop ConstructionEvaluation procedures for the residual dual norm. ${ }^{2}$ In the Construction stage,

[^5]we again compute and store all the necessary parameter-independent entities at $\operatorname{cost} \mathcal{O}\left(\mathcal{N}^{\bullet}\right)$. In the Evaluation stage, we can evaluate the residual dual norm at $\operatorname{cost} \mathcal{O}\left(K N^{2}+Q^{2} N^{2}\right)$ for LTI problems [15] and at $\operatorname{cost} \mathcal{O}\left(K Q^{2} N^{4}\right)$ for quadratically nonlinear problems [12, 16]. (In the sequel we shall assume $Q=\mathcal{O}(1)$, as is the case in our numerical examples.) We note that the $\mathcal{O}\left(N^{4}\right)$ cost for quadratically nonlinear problems compromises rapid evaluation for larger $N$ and in practice limits $N_{\max }$-motivation for an $h p$ approach.

Offline-Online Decomposition: The Construction-Evaluation procedures enable efficient Offline-Online decomposition for the computation of the RB field approximation, RB output approximation, and RB output error bound. The Offline stage, which is performed only once as preprocessing, can be very expensive - $\mathcal{N}$-dependent complexity; the Online stage, which is typically performed many times, is comparably inexpensive $-\mathcal{N}$-independent complexity. We note that our RB formulation (3.1) inherits the temporal discretization of the truth (2.4); we may thus not choose $\Delta t$ arbitrarily small without compromise to RB Online cost.

In the $h p$-RB Offline stage we perform the $h p$-POD/Greedy sampling procedure which we discuss in the next section and which is the focus of this paper: we invoke Construction-Evaluation procedures to identify good RB spaces and to compute and store the Construction quantities required in the Online stage. The link between the Offline and Online stages is the permanent storage of the Online Dataset; the storage requirement for the $h p-\mathrm{RB}$ method is $\mathcal{O}\left(M N_{\max }^{2}\right)$ in the linear case and $\mathcal{O}\left(M N_{\text {max }}^{4}\right)$ in the quadratically nonlinear case. We recall that $M$ is the number of subdomains identified by the $h p$-POD/Greedy. In the $h p$-RB Online stage we perform Evaluation based on the Online Dataset: we calculate the RB field approximation, the RB output approximation, and the RB error bound at the given new parameter in $\mathcal{O}\left(N^{\bullet}\right)$ complexity.

## 4 hp-POD/Greedy Sampling

In this section, we discuss the $h p-\mathrm{POD} /$ Greedy procedure for the construction of the parameter subdomain partition and the associated RB approximation spaces. We employ a hierarchical parameter domain splitting procedure and hence we may organize the subdomains in a binary tree. Let $L$ denote the number of levels in the tree. For $1 \leq l \leq L$, we introduce Boolean vectors

$$
\begin{equation*}
B_{l}=\left(1, i_{1}, i_{2}, \ldots, i_{l}\right) \in\{1\} \times\{0,1\}^{l} . \tag{4.1}
\end{equation*}
$$

For any $B_{l}, 1 \leq l \leq L-1$ we define the concatenation $\left(B_{l}, i\right) \equiv\left(1, i_{1}, \ldots, i_{l}, i\right)$, $i \in\{0,1\}$. The $M$ subdomains of $\mathcal{D}$ are associated to the $M$ leaf nodes of the binary tree; we denote by $B^{m}, 1 \leq m \leq M$, the Boolean vectors that correspond to the leaf nodes; we can thus label the parameter subdomains as $\mathcal{V}_{B^{m}} \subset \mathcal{D}$, $1 \leq m \leq M$. Similarly, we denote by $X_{1, B^{m}} \subset \cdots \subset X_{N_{\max , B^{m}, B^{m}}}\left(\subset X^{\mathcal{N}}\right)$ the set of nested RB approximation spaces associated to $\mathcal{V}_{B^{m}}, 1 \leq m \leq M$.

### 4.1 Procedure

The $h p-\mathrm{POD} /$ Greedy algorithm introduced here applies to both the linear and non-linear case. However, we adopt the notation of the linear $(b=0)$ and scalar $(d=1)$ problem for simplicity.

```
Algorithm \(1\left[\left\{\chi^{i} \in X, 1 \leq i \leq \Delta N\right\}\right]=\operatorname{POD}\left(\left\{w^{k} \in X^{\mathcal{N}}, 1 \leq k \leq K\right\}, \Delta N\right)\)
    \(C_{i j} \leftarrow\left(w^{i}, w^{j}\right)_{X} / K, 1 \leq i, j \leq K ;\)
    Solve \(C \psi^{i}=\lambda^{i} \psi^{i},\left(\psi^{i}\right)^{\mathrm{T}} C \psi^{i}=\frac{1}{K}\), for \(\left(\psi^{i} \in \mathbb{R}^{K}, \lambda^{i} \in \mathbb{R}\right)\) associated with
    the \(\Delta N\) largest eigenvalues of \(C\);
    Compute \(\chi^{i}=\sum_{k=1}^{K} \psi_{k}^{i} w^{k}\) for \(1 \leq i \leq \Delta N\).
```

We introduce as Algorithm 1 the POD algorithm (the Method of Snapshots [20]). For specified $\Delta N$ and $\left\{w^{k} \in X^{\mathcal{N}}, 1 \leq k \leq K\right\}$, Algorithm 1 returns $\Delta N \leq K X$-orthonormal functions ${ }^{3}\left\{\chi^{i} \in X, 1 \leq i \leq \Delta N\right\}$ such that $\mathcal{P}_{\Delta N}=$ $\operatorname{span}\left\{\chi^{i}, 1 \leq i \leq \Delta N\right\}$ satisfies the optimality property

$$
\begin{equation*}
\mathcal{P}_{\Delta N}=\arg \inf _{Y \subset \operatorname{span}\left\{w^{k}, 1 \leq k \leq K\right\}}^{\operatorname{dim} Y \leq \Delta N}<1\left(\frac{1}{K} \sum_{k=1}^{K} \inf _{w \in Y}\left\|w^{k}-w\right\|_{X}^{2}\right)^{1 / 2} \tag{4.2}
\end{equation*}
$$

The set $\left\{\chi^{i}, 1 \leq i \leq \Delta N\right\}$ returned by Algorithm 1 contains the $\Delta N$ first $P O D$ modes of $\operatorname{span}\left\{w^{1}, \ldots, w^{K}\right\}$.

We next introduce as Algorithm 2 the POD/Greedy sampling procedure of [9] (see also [13]). Let $\mathcal{V} \subseteq \mathcal{D}$. For specified $\Delta N$, an RB space dimension upper bound $\bar{N}$, an initial parameter value $\mu^{*} \in \mathcal{V}$, a finite train sample $\Xi_{\text {train }} \subset \mathcal{V}$, and an error bound tolerance $\epsilon$, Algorithm 2 returns $\tilde{N}_{\text {max }} \leq \bar{N}$ nested RB spaces $X_{1} \subset \ldots \subset X_{\tilde{N}_{\text {max }}}$ (note that since the spaces are nested by construction we only specify $X_{\tilde{N}_{\text {max }}}$ as the return argument) and $\epsilon_{\max }=\max _{\mu \in \Xi_{\text {train }}} \Delta_{\tilde{N}_{\text {max }}}^{K}(\mu)$

[^6]```
Algorithm \(2\left[X_{\tilde{N}_{\max }}, \epsilon_{\max }\right]=\operatorname{POD} / \operatorname{Greedy}\left(\Delta N, \bar{N}, \epsilon, \mu^{*}, \Xi_{\text {train }}\right)\)
    Set \(X_{N}=\{0\}, N=0, \epsilon_{\max }=\infty\);
    while \(\epsilon_{\max }>\epsilon\) and \(N<\bar{N}\) do
        \(e_{N, \text { proj }}^{k}\left(\mu^{*}\right) \leftarrow u^{\mathcal{N} k}\left(\mu^{*}\right)-\operatorname{proj}_{X_{N}}\left(u^{\mathcal{N} k}\left(\mu^{*}\right)\right), 1 \leq k \leq K ;\)
        for \(i=1, \ldots, \min \{\Delta N, \bar{N}-N\}\) do
            \(X_{N+i} \leftarrow X_{N} \oplus \operatorname{span}\left\{\operatorname{POD}\left(\left\{e_{N, \text { proj }}^{k}\left(\mu^{*}\right), 1 \leq k \leq K\right\}, i\right)\right\} ;\)
        end for
        \(\mu^{*} \leftarrow \arg \max _{\mu \in \Xi_{\text {train }}} \Delta_{N}^{K}(\mu) ;\)
        \(\epsilon_{\max } \leftarrow \Delta_{N}^{K}\left(\mu^{*}\right) ;\)
        \(N \leftarrow N+\Delta N ;\)
    end while
    \(\tilde{N}_{\text {max }} \leftarrow N\);
```

such that either $\epsilon_{\max } \leq \epsilon$ or $\tilde{N}_{\max }=\bar{N}$. (Note in the POD/Greedy we may take the $L^{2}\left(\left[0, t_{f}\right] ; X\right) \mathrm{RB}$ error bound $\Delta_{N, X}^{K}$ rather than the $L^{2}(\Omega) \mathrm{RB}$ error bound $\Delta_{N}^{K}$ [13]; for the linear coercive case, $\Delta_{N, X}^{K}(\mu)=\sigma_{\mathrm{LB}}^{1 / 2}(\mu) \Delta_{N}^{K}(\mu)$.)

We initialize the POD/Greedy by setting $N=0, X_{N}=\{0\}$, and $\epsilon_{\max }=\infty$. Then, while the dimension of the RB space is less than $\bar{N}$ and the tolerance $\epsilon$ is not satisfied over $\Xi_{\text {train }}$, we enrich the RB space: we first compute the projection error $e_{N, \text { proj }}^{k}\left(\mu^{*}\right)=u^{\mathcal{N} k}\left(\mu^{*}\right)-\operatorname{proj}_{X_{N}}\left(u^{\mathcal{N} k}\left(\mu^{*}\right)\right), 1 \leq k \leq K$, where $\operatorname{proj}_{X_{N}}(w)$ denotes the $X$-orthogonal projection of $w \in X^{\mathcal{N}}$ onto $X_{N}$; we next increase the dimension of the RB space by adding the $\Delta N$ first POD modes of the projection error to the current RB space; we then greedily determine the next parameter value over $\Xi_{\text {train }}$ based on the a posteriori error estimator at the final time. We invoke Construction-Evaluation procedures for the computation of the maximum RB error bound over $\Xi_{\text {train }}$ (line 7 of Algorithm 2); since the RB error bound calculation is very fast ( $\mathcal{N}$-independent in the limit of many evaluations), we may choose $\Xi_{\text {train }}$ very dense.

We finally introduce as Algorithm 3 the $h p$-POD/Greedy algorithm. For specified $\Delta N$, an RB space dimension upper bound $\bar{N}$, error bound tolerances $\epsilon_{\mathrm{tol}}^{1}$ and $\epsilon_{\text {tol }}^{2}$, an initial parameter anchor point $\hat{\mu}_{(1)}^{0}$, and an initial train sample $\Xi_{\text {train,(1) }} \subset \mathcal{D}$ of cardinality $n_{\text {train }}$, Algorithm 3 constructs a hierarchical splitting of $\mathcal{D}$ into $M=M\left(\epsilon_{\text {tol }}^{1}, \bar{N}\right)$ subdomains $\mathcal{V}_{B^{m}}, 1 \leq m \leq M$, and associates to each parameter subdomain an RB space $X_{N_{\text {max }, B^{m}}, B^{m}}$ of dimension $N_{\text {max }, B^{m}} \leq$ $N_{\text {max }} \leq \bar{N}$ such that for each subdomain $\mathcal{V}_{B^{m}}$ the tolerance $\epsilon_{\text {tol }}^{1}>0$ is satisfied over $\Xi_{\text {train }, B^{m}} \subset \mathcal{V}_{B^{m}}$ by $\tilde{\Delta}_{R, B^{m}}^{K}$ and the tolerance $\epsilon_{\text {tol }}^{2}$ is satisfied over $\Xi_{\text {train }, B^{m}}$

```
Algorithm \(3 h p\)-POD \(/ \operatorname{Greedy}\left(\Xi_{\text {train }, B_{l}}, \hat{\mu}_{B_{l}}^{0}, \epsilon_{\text {tol }}^{1}, \epsilon_{\text {tol }}^{2}, \bar{N}, \Delta N\right)\)
    Set \(R \leftarrow 0, \tilde{X}_{R, B_{l}} \leftarrow\{0\}\);
    Compute \(u^{\mathcal{N} k}\left(\hat{\mu}_{B_{l}}^{0}\right), 1 \leq k \leq K\);
    while \(\tilde{\Delta}_{R, B_{l}}^{K}\left(\hat{\mu}_{B_{l}}^{0}\right)>\epsilon_{\text {tol }}^{1} / \eta\) do
        \(R \leftarrow R+1 ;\)
        \(\tilde{X}_{R, B_{l}} \leftarrow \operatorname{span}\left\{\operatorname{POD}\left(\left\{u^{\mathcal{N} k}\left(\hat{\mu}_{B_{l}}^{0}\right), 1 \leq k \leq K\right\}, R\right)\right\} ;\)
    end while
    \(\hat{\mu}_{B_{l}}^{1} \leftarrow \arg \max _{\mu \in \Xi_{\text {train }, B_{l}}} \tilde{\Delta}_{R, B_{l}}^{K}(\mu)\) and set \(\hat{\mu}_{\left(B_{l}, 0\right)}^{0} \leftarrow \hat{\mu}_{B_{l}}^{0}, \hat{\mu}_{\left(B_{l}, 1\right)}^{0} \leftarrow \hat{\mu}_{B_{l}}^{1} ;\)
    if \(\max _{\mu \in \Xi_{\text {train }, B_{l}}} \tilde{\Delta}_{R, B_{l}}^{K}(\mu)>\epsilon_{\text {tol }}^{1}\) then
        Determine \(\Xi_{\text {train, }\left(B_{l}, 0\right)}, \Xi_{\text {train },\left(B_{l}, 1\right)}\);
        \(X_{N_{\max ,\left(B_{l}, 0\right)},\left(B_{l}, 0\right)} \leftarrow h p-\mathrm{POD} / \operatorname{Greedy}\left(\Xi_{\text {train },\left(B_{l}, 0\right)}, \hat{\mu}_{\left(B_{l}, 0\right)}^{0}, \epsilon_{\text {tol }}^{1}, \epsilon_{\text {tol }}^{2}, \bar{N}, \Delta N\right)\);
        \(X_{N_{\max ,\left(B_{l}, 1\right)},\left(B_{l}, 1\right)} \leftarrow h p-\mathrm{POD} / \operatorname{Greedy}\left(\Xi_{\mathrm{train},\left(B_{l}, 1\right)}, \hat{\mu}_{\left(B_{l}, 1\right)}^{0}, \epsilon_{\mathrm{tol}}^{1}, \epsilon_{\mathrm{tol}}^{2}, \bar{N}, \Delta N\right)\);
    else
        \(\left[X_{N_{\max , B_{l}}, B_{l}}, \epsilon_{\max }\right]=\operatorname{POD} / \operatorname{Greedy}\left(\Delta N, \bar{N}, \epsilon_{\text {tol }}^{2}, \hat{\mu}_{B_{l}}^{0}, \Xi_{\text {train }, B_{l}}\right) ;\)
        if \(\epsilon_{\max }>\epsilon_{\text {tol }}^{2}\) then
            Discard \(X_{N_{\max , B_{l}, B_{l}}}\);
            Determine \(\Xi_{\text {train, }\left(B_{l}, 0\right)}, \Xi_{\text {train },\left(B_{l}, 1\right)}\);
            \(X_{N_{\text {max },\left(B_{l}, 0\right)},\left(B_{l}, 0\right)} \leftarrow h p-\mathrm{POD} /\) Greedy \(\left(\Xi_{\text {train },\left(B_{l}, 0\right)}, \hat{\mu}_{\left(B_{l}, 0\right)}^{0}, \epsilon_{\text {tol }}^{1}, \epsilon_{\text {tol }}^{2}, \bar{N}, \Delta N\right) ;\)
            \(X_{N_{\max ,\left(B_{l}, 1\right)},\left(B_{l}, 1\right)} \leftarrow h p\)-POD \(/ \operatorname{Greedy}\left(\Xi_{\text {train },\left(B_{l}, 1\right)}, \hat{\mu}_{\left(B_{l}, 1\right)}^{0}, \epsilon_{\text {tol }}^{1}, \epsilon_{\text {tol }}^{2}, \bar{N}, \Delta N\right) ;\)
        else
            Let \(m=\) (number of spaces returned so far +1 ) and set \(B^{m} \equiv B_{l}\);
```



```
        end if
    end if
```



Figure 1: Two levels of $h$-refinement and associated binary tree; here $L=3$.
by $\Delta_{N_{\max , B^{m}}}^{K}$. We introduce here $\tilde{\Delta}_{R, B_{l}}^{K}$ as the RB error bound associated with the temporary space $\tilde{X}_{R, B_{l}}$, and we recall that $\Delta_{N_{\max , B^{m}}}^{K}$ is the RB error bound associated with the returned space $X_{N_{\max , B^{m}, B^{m}} \text {. (In the } h p \text {-RB Online }}$ stage we may readily extract spaces $X_{N, B^{m}} \subset X_{N_{\max , B^{m}}}$ of any dimension $N$, $1 \leq N \leq N_{\max , B^{m}}$.)

We now comment on the constant $\eta>1$, which in turn determines the dimension $R$ of the temporary spaces $\tilde{X}_{R, B_{l}}$ (lines 3-6): we successively increment $R$ and evaluate $\tilde{\Delta}_{R, B_{l}}^{K}\left(\hat{\mu}_{B_{l}}^{0}\right)$ until $\tilde{\Delta}_{R, B_{l}}^{K}\left(\hat{\mu}_{B_{l}}^{0}\right)<\epsilon_{\text {tol }}^{1} / \eta$. For $\eta>1$, the tolerance $\epsilon_{\text {tol }}^{1}$ is then satisfied by $\tilde{\Delta}_{R, B_{l}}^{K}$ in a neighborhood of the anchor point $\hat{\mu}_{B_{l}}^{0}$, and we thus avoid arbitrarily small subdomains. We note that $\eta=\infty$ corresponds to $R=K$; however, typically $R \ll K$ is sufficient and we may thus choose $\eta$ close to (but larger than) unity.

We next consider the splitting of any particular subdomain $\mathcal{V}_{B_{l}} \subset \mathcal{D}$ into two new subdomains $\mathcal{V}_{\left(B_{l}, 0\right)} \subset \mathcal{V}_{B_{l}}$ and $\mathcal{V}_{\left(B_{l}, 1\right)} \subset \mathcal{V}_{B_{l}}$. We suppose that $\mathcal{V}_{B_{l}}$ is equipped with a train sample $\Xi_{\text {train }, B_{l}} \subset \mathcal{V}_{B_{l}}$. Given a parameter anchor point $\hat{\mu}_{B_{l}}^{0} \in \mathcal{V}_{B_{l}}$, we first compute the truth field $u^{\mathcal{N} k}\left(\hat{\mu}_{B_{l}}^{0}\right), 1 \leq k \leq K$, and define the temporary RB space $\tilde{X}_{R, B_{l}}$ associated with the subdomain $\mathcal{V}_{B_{l}}$ as discussed above. The next step is to evaluate $\tilde{\Delta}_{R, B_{l}}^{K}(\mu)$ for all $\mu \in \Xi_{\text {train, } B_{l}}$ in order to
 note that the two anchor points $\hat{\mu}_{B_{l}}^{0}$ and $\hat{\mu}_{B_{l}}^{1}$ are maximally different in the sense of the RB error bound, and thus provide good initial parameter values for two new RB spaces.

We now introduce a distance function, $\delta: \mathcal{D} \times \mathcal{D} \rightarrow \mathbb{R}$; for example we may choose Euclidean distance. We can then implicitly define two new subdomains $\mathcal{V}_{\left(B_{l}, 0\right)} \subset \mathcal{V}_{B_{l}}$ and $\mathcal{V}_{\left(B_{l}, 1\right)} \subset \mathcal{V}_{B_{l}}$ based on the distance to the two anchor
points: $\mathcal{V}_{\left(B_{l}, 0\right)}=\left\{\mu \in \mathcal{V}_{B_{l}}: \delta\left(\hat{\mu}_{B_{l}}^{0}, \mu\right)<\delta\left(\hat{\mu}_{B_{l}}^{1}, \mu\right)\right\}$, and $\mathcal{V}_{\left(B_{l}, 1\right)}=\left\{\mu \in \mathcal{V}_{B_{l}}\right.$ : $\left.\delta\left(\hat{\mu}_{B_{l}}^{0}, \mu\right) \geq \delta\left(\hat{\mu}_{B_{l}}^{1}, \mu\right)\right\}$. Note that by this definition, parameter values that are equidistant from the two anchor points $\hat{\mu}_{B_{l}}^{0}$ and $\hat{\mu}_{B_{l}}^{1}$ belong to $\mathcal{V}_{\left(B_{l}, 1\right)}$. The final step of splitting is to construct a new train sample associated with each of the two new subdomains (line 9). We first enrich (by adding random points, say) the current train sample $\tilde{\Xi}_{\text {train }, B_{l}} \supset \Xi_{\text {train }, B_{l}}$ such that $\tilde{\Xi}_{\text {train }, B_{l}} \subset \mathcal{V}_{B_{l}}$ has cardinality $2 n_{\text {train }}$; we then define

$$
\begin{equation*}
\Xi_{\text {train },\left(B_{l}, i\right)} \equiv \tilde{\Xi}_{\text {train }, B_{l}} \cap \mathcal{V}_{\left(B_{l}, i\right)}, \quad i=0,1 \tag{4.3}
\end{equation*}
$$

We note that we may choose the initial train sample for the $h p$-POD/Greedy to be rather sparse compared to the train sample for the standard POD/Greedy, since we effectively construct an adaptively refined train sample (over $\mathcal{D}$ ) during the parameter domain partition process. The adaptively generated $h p$ POD/Greedy (local) train sample associated with a given subdomain is typically much smaller than the (global) train sample associated with the standard POD/Greedy.

We apply this splitting scheme recursively in order to partition $\mathcal{D}$ into the final $M$ subdomains; we can thus organize the subdomains in a binary tree. In Figure 1 we illustrate the procedure, as well as the associated binary tree, for two levels of recursive splitting.

The final step is $p$-refinement: we identify the nested RB spaces to be associated with the subdomain (line 13). If the POD/Greedy returns with $\epsilon_{\max }>\epsilon_{\text {tol }}^{2}$, we discard the generated basis and successively perform additional subdomain splitting and POD/Greedy steps until the tolerance is satisfied with at most $\bar{N}$ basis functions (lines 15-18). This additional splitting step permits simultaneous control over $\epsilon_{\mathrm{tol}}^{2}$ and $N_{\max }$. We note that $\Delta N$-the number of POD modes to include at each Greedy iteration during $p$-refinement - is typically chosen small: small $\Delta N$ leads to more optimal spaces albeit at a higher (Offline) computational cost.

Under the assumption that $\bar{N}$ is chosen such that $R$ is always smaller than $\bar{N}$ (note we can always "re-specify" $\bar{N}$ if at any point $R>\bar{N}$ ) the $h p$-POD/Greedy algorithm provides an Online dataset such that the RB error bound tolerance $\epsilon_{\text {tol }}^{2}$ is satisfied (over the train samples) with at most $N_{\max } \leq \bar{N}$ basis functions. ${ }^{4}$ We hope to achieve this goal without the expensive execution of lines 15-18: it is our intent that if $\epsilon_{\mathrm{tol}}^{1}$ is satisfied with $R$ basis functions, then $\epsilon_{\mathrm{tol}}^{2}<\epsilon_{\mathrm{tol}}^{1}$ will be

[^7]satisfied with at most $\bar{N}>R$ basis functions; whenever this is true, we discard only $R$ basis functions at each level of splitting.

We regard lines 15-18 as insurance: if $\epsilon_{\text {tol }}^{2}$ is not satisfied with at most $\bar{N}$ basis functions-even if $\epsilon_{\text {tol }}^{1}$ was satisfied with $R$ basis functions-we discard the computed candidate space, split the subdomain, and again execute $h p-\mathrm{POD} /$ Greedy in a recursive manner. Ideally $\epsilon_{\text {tol }}^{1}$ is chosen such that the insurance is rarely invoked and $N_{\max , B^{m}} \leq \bar{N}$ is close to $\bar{N}$ for most $m \in[1, M]$. If the insurance is invoked too often - $\epsilon_{\text {tol }}^{1}$ is too large with respect to the target $\bar{N}$-the Offline computational cost will be large. If the insurance is rarely or never invoked and $N_{\max , B \underline{m}} \ll \bar{N}$ for most $m \in[1, M]$, then $\epsilon_{\text {tol }}^{1}$ is too small with respect to the target $\bar{N}$.

Remark 1. We note that as the number of subdomains $M$ increases, the hp$P O D /$ Greedy algorithm in general requires a larger (Offline) computational cost and generates a larger Online Dataset than the standard (p-type) POD/Greedy method. However, in the nonlinear case, the $\mathcal{O}\left(N^{4}\right)$ cost and storage associated with the $R B$ error bound helps to moderate this increase: an increase in $M$ provides a decrease in $N$ such that the product $M N^{4}$ grows only modestly. We further note that, thanks to the efficient $\log _{2}(M)$ subdomain search, $M$ can be very large without compromise to the Online computational cost. In practice we thus seek $M$ to balance Offline cost and Online storage against Online speed.

Remark 2. As discussed in [12, 16], we must employ a "nominal" lower bound $\rho^{*}$ for the stability factor $\rho_{N}$ for nonlinear parabolic problems during execution of the POD/Greedy: the SCM, which allows for construction of the rigorous lower bound $\rho_{N}^{\mathrm{LB}}$, can only be performed after generation of the $R B$ space. In this context $\rho^{*}$ is a conservatively chosen constant or (say) a linear function of $\mu$. Note that the rigor of our error bounds in the Online stage is not compromised: after completion of the POD/Greedy we perform the $S C M,{ }^{5}$ and subsequently the Online $R B$ error bounds are rigorous.

### 4.2 A Priori Convergence Analysis

We now introduce an a priori convergence theory for Algorithm 3. Selection of relatively few and optimal subdomains - small $M$ for specified $\epsilon_{\text {tol }}^{1}$ - is crucial to reduce both Offline cost and Online cost and storage. We consider here the class of linear scalar problems $(b=0, d=1)$. For simplicity, we consider the case of a

[^8]single parameter $(P=1)$; we assume a Backward Euler temporal discretization $(\theta=1)$; and we consider the case in which $m(\cdot, \cdot ; \mu)$ is parameter-independent and in particular equal to the $L^{2}(\Omega)$ inner product: $m(w, v ; \mu) \equiv m(w, v) \equiv$ $\int_{\Omega} w v$.

We recall that the bilinear form $a$ and the linear functional $f$ admit the affine expansions

$$
\begin{equation*}
a(\cdot, \cdot ; \mu)=\sum_{q=1}^{Q_{a}} a^{q}(\cdot, \cdot) \Theta_{a}^{q}(\mu), \quad f(\cdot ; \mu)=\sum_{q=1}^{Q_{f}} f^{q}(\cdot) \Theta_{f}^{q}(\mu) \tag{4.4}
\end{equation*}
$$

for all $\mu \in \mathcal{D}$. For our purposes in this section, we shall require that

$$
\begin{equation*}
a(\cdot, \cdot ; \mu)=a^{1}(\cdot, \cdot)+\sum_{q=2}^{Q_{a}} a^{q}(\cdot, \cdot) \Theta_{a}^{q}(\mu) \equiv a^{1}(\cdot, \cdot)+a_{\mathrm{II}}(\cdot, \cdot ; \mu), \tag{4.5}
\end{equation*}
$$

where $a^{1}$ is an $X$-inner product and $a_{\text {II }}$ is $L^{2}$-continuous in its second argument. Specifically we require, for any $v \in X, w \in X$,

$$
\begin{align*}
& a^{1}(v, w) \leq\|v\|_{X}\|w\|_{X}  \tag{4.6}\\
& a^{q}(v, w) \leq \gamma^{q}\|v\|_{X}\|w\|_{L^{2}}, \quad 2 \leq q \leq Q_{a} \tag{4.7}
\end{align*}
$$

We also require that the $f^{q}: X \rightarrow \mathbb{R}$ are $L^{2}$-bounded:

$$
\begin{equation*}
f^{q}(v) \leq\left\|f^{q}\right\|_{L^{2}}\|v\|_{L^{2}}, \quad 1 \leq q \leq Q_{f} \tag{4.8}
\end{equation*}
$$

For simplicity we suppose that $\|\cdot\|_{X}=\|\cdot\|_{H^{1}}$; hence $\|v\|_{L^{2}} \leq\|v\|_{X}$ for all $v \in X$. We further require that the $\Theta_{a}^{q}: \mathcal{D} \rightarrow \mathbb{R}$ and $\Theta_{f}^{q}: \mathcal{D} \rightarrow \mathbb{R}$ are Lipschitz continuous: for any $\mu_{1} \in \mathcal{D}, \mu_{2} \in \mathcal{D}$, there exists constants $L_{a}^{q}$ and $L_{f}^{q}, 1 \leq q \leq Q_{a}$, such that

$$
\begin{array}{ll}
\left|\Theta_{a}^{q}\left(\mu_{1}\right)-\Theta_{a}^{q}\left(\mu_{2}\right)\right| \leq L_{a}^{q}\left|\mu_{1}-\mu_{2}\right|, & 1 \leq q \leq Q_{a} \\
\left|\Theta_{f}^{q}\left(\mu_{1}\right)-\Theta_{f}^{q}\left(\mu_{2}\right)\right| \leq L_{f}^{q}\left|\mu_{1}-\mu_{2}\right|, & 1 \leq q \leq Q_{f} \tag{4.10}
\end{array}
$$

We introduce lower and upper bounds over $\mathcal{D}$ for the coercivity and continuity constants of $a(\cdot, \cdot ; \mu)$ :

$$
\begin{equation*}
0<\underline{\alpha} \equiv \min _{\mu \in \mathcal{D}} \alpha(\mu)=\min _{\mu \in \mathcal{D}} \inf _{v \in X} \frac{a(v, v ; \mu)}{\|v\|_{X}^{2}}, \quad \infty>\bar{\gamma} \geq \max _{\mu \in \mathcal{D}} \sup _{v \in X} \sup _{w \in X} \frac{a(v, w ; \mu)}{\|v\|_{X}\|w\|_{X}}, \tag{4.11}
\end{equation*}
$$

respectively. For simplicity of notation we suppose, for $v, w \in X$ and any $\mu \in \mathcal{D}$, that

$$
\begin{equation*}
a_{\mathrm{II}}(w, v ; \mu) \leq \bar{\gamma}\|w\|_{X}\|v\|_{L^{2}} . \tag{4.12}
\end{equation*}
$$

For our theororetical arguments below we assume $\underline{\alpha} \leq 1$ and $\bar{\gamma} \geq 1$. The coercivity lower bound $\alpha_{\mathrm{LB}}(\mu)$ shall be given as $\alpha_{\mathrm{LB}}(\mu)=\underline{\alpha}$ for all $\mu \in \mathcal{D}$. We emphasize that all our assumptions in this section are satisfied by our convectiondiffusion numerical example of Section 5.1.

We consider Algorithm 3 with $\bar{N}=\infty$. Hence $p$-refinement-execution of POD/Greedy in line 13 -will converge $\left(\epsilon_{\max } \leq \epsilon_{\text {tol }}^{2}\right)$ for any specified $\epsilon_{\text {tol }}^{2}>$ 0 . We thus focus here on $h$-refinement; we show in particular that the $h p$ POD/Greedy algorithm generates a finite number of parameter subdomains.

To this end, we shall require the following continuity result.
Lemma 1. For any $\mu_{1} \in \mathcal{D}, \mu_{2} \in \mathcal{D}$, and any $v \in X, w \in X$, there exist positive constants $c_{a}$ and $c_{f}$ such that

$$
\begin{align*}
\left|a\left(v, w ; \mu_{1}\right)-a\left(v, w ; \mu_{2}\right)\right| & \leq c_{a}\left|\mu_{1}-\mu_{2}\right|\|v\|_{X}\|w\|_{L^{2}},  \tag{4.13}\\
\left|f\left(v ; \mu_{1}\right)-f\left(v ; \mu_{2}\right)\right| & \leq c_{f}\left|\mu_{2}-\mu_{2}\right|\|v\|_{L^{2}} . \tag{4.14}
\end{align*}
$$

Proof. We refer to Appendix A for the proof.
We next define, for any $\mu \in \mathcal{D}$ and any $v^{k} \in X, 1 \leq k \leq K$, the "energynorm"

$$
\begin{equation*}
\left\|\left\|v^{k} \mid\right\|_{\mu} \equiv\left(m\left(v^{k}, v^{k}\right)+\Delta t \sum_{k^{\prime}=1}^{k} a\left(v^{k^{\prime}}, v^{k^{\prime}} ; \mu\right)\right)^{1 / 2}\right. \tag{4.15}
\end{equation*}
$$

We shall require the following stability result.
Lemma 2. For any $\mu \in \mathcal{D}$, the solution $u^{\mathcal{N} k}(\mu) \in X^{\mathcal{N}}, 1 \leq k \leq K$, of (2.4) for $\theta=1$ satisfies

$$
\begin{equation*}
\left\|\mid u^{\mathcal{N} k}(\mu)\right\|_{\mu} \leq \max _{\mu \in \mathcal{D}}\|f(\cdot ; \mu)\|_{X^{\prime}} \sqrt{\frac{t^{k}}{\underline{\alpha}}}, \quad 1 \leq k \leq K \tag{4.16}
\end{equation*}
$$

Proof. We refer to Appendix B for the proof.
For $\mu_{1} \in \mathcal{D}, \mu_{2} \in \mathcal{D}$, and for $1 \leq k \leq K$, we define $\Delta u_{N}^{k} \equiv u_{N}^{k}\left(\mu_{1}\right)-u_{N}^{k}\left(\mu_{2}\right)$. We shall require the following continuity result.

Lemma 3. Assume that $\mu_{1} \in \mathcal{D}$ and $\mu_{2} \in \mathcal{D}$ belong to the same parameter subdomain (say) $\mathcal{V}_{B_{l}} \subset \mathcal{D}$, and let $X_{N}$ denote the $R B$ space associated with $\mathcal{V}_{B_{l}}$. Let $u_{N}^{k}\left(\mu_{1}\right) \in X_{N}$ and $u_{N}^{k}\left(\mu_{2}\right) \in X_{N}, 1 \leq k \leq K$, satisfiy (3.1) for $\theta=1$. Then

$$
\begin{equation*}
\left|\left\|\Delta u_{N}^{k}\left|\|_{\mu_{2}} \leq \tilde{C}\right| \mu_{1}-\mu_{2} \mid, \quad 1 \leq k \leq K\right.\right. \tag{4.17}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{C}=\left(\frac{2 t^{k}}{\underline{\alpha}^{3}}\left(\underline{\alpha}^{2} c_{f}^{2}+c_{a}^{2} \max _{\mu \in \mathcal{D}}\|f(\cdot ; \mu)\|_{X^{\prime}}^{2}\right)\right)^{1 / 2} \tag{4.18}
\end{equation*}
$$

Proof. We refer to Appendix C for the proof.
We shall finally require the following continuity result, which is a discrete counterpart of Proposition 11.1.11 of [18].

Lemma 4. Assume that $\mu_{1} \in \mathcal{D}$ and $\mu_{2} \in \mathcal{D}$ belong to the same parameter subdomain (say) $\mathcal{V}_{B_{l}} \subset \mathcal{D}$, and let $X_{N}$ denote the $R B$ space associated with $\mathcal{V}_{B_{l}}$. Let $u_{N}^{k}\left(\mu_{1}\right) \in X_{N}$ and $u_{N}^{k}\left(\mu_{2}\right) \in X_{N}, 1 \leq k \leq K$, satisfiy (3.1) for $\theta=1$. Then the finite difference $\left(\Delta u_{N}^{k}-\Delta u_{N}^{k-1}\right) / \Delta t$ is $L^{2}$-bounded in time:

$$
\begin{equation*}
\left(\frac{1}{\Delta t} \sum_{k^{\prime}=1}^{k}\left\|\Delta u_{N}^{k^{\prime}}-\Delta u_{N}^{k^{\prime}-1}\right\|_{L^{2}}^{2}\right)^{1 / 2} \leq \hat{C}\left|\mu_{1}-\mu_{2}\right| \tag{4.19}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{C}=\left(\frac{3}{\underline{\alpha}^{2}}\left(\bar{\gamma}^{2} \underline{\alpha} \tilde{C}^{2}+t^{k} \underline{\alpha}^{2} c_{f}^{2}+t^{k} c_{a}^{2} \max _{\mu \in \mathcal{D}}\|f(\cdot ; \mu)\|_{X^{\prime}}\right)\right)^{1 / 2} \tag{4.20}
\end{equation*}
$$

Proof. We refer to Appendix D for the proof.
We now claim
Proposition 1. Let $\mathcal{D} \subset \mathbb{R}$ and let $|\mathcal{D}|$ denote the length of $\mathcal{D}$. For specified $\epsilon_{\mathrm{tol}}^{1}$, Algorithm 3 terminates for finite $M=M\left(\epsilon_{\mathrm{tol}}^{1}\right)$ subdomains; moreover, the convergence of the $h$-refinment stage is first order in the sense that

$$
\begin{equation*}
M\left(\epsilon_{\mathrm{tol}}^{1}\right) \leq \max \left\{1, \frac{C}{\epsilon_{\mathrm{tol}}^{1}}\right\}, \quad C=C(\eta,|\mathcal{D}|) \tag{4.21}
\end{equation*}
$$

Proof. The proof has two steps. We first show that the RB error bound is Lipschitz continuous. We then relate this result to our particular procedure to prove convergence of the $h p$-POD/Greedy algorithm.

Step 1. We recall that for $\mu \in \mathcal{D}$, the Riesz representation $\hat{e}_{N}^{k}(\mu)$ of the residual $r_{N}^{k}(\cdot ; \mu), 1 \leq k \leq K$, satisfies

$$
\begin{equation*}
\left(\hat{e}_{N}^{k}, v\right)_{X}=r_{N}^{k}(v ; \mu), \quad \forall v \in X^{\mathcal{N}} . \tag{4.22}
\end{equation*}
$$

Let $\mu_{1} \in \mathcal{D}, \mu_{2} \in \mathcal{D}$. We define $\Delta \hat{e}_{N}^{k} \equiv \hat{e}_{N}^{k}\left(\mu_{1}\right)-\hat{e}_{N}^{k}\left(\mu_{2}\right)$. From (4.22) we note that by linearity

$$
\begin{align*}
& \left(\Delta \hat{e}_{N}^{k}, v\right)_{X}=\underbrace{f\left(v ; \mu_{1}\right)-f\left(v ; \mu_{2}\right)}_{\text {I }}+\underbrace{a\left(u_{N}^{k}\left(\mu_{2}\right), v ; \mu_{2}\right)-a\left(u_{N}^{k}\left(\mu_{1}\right), v ; \mu_{1}\right)}_{\text {II }} \\
& \quad+\frac{1}{\Delta t} \underbrace{\left(m\left(u_{N}^{k}\left(\mu_{2}\right)-u_{N}^{k-1}\left(\mu_{2}\right), v\right)-m\left(u_{N}^{k}\left(\mu_{1}\right)-u_{N}^{k-1}\left(\mu_{1}\right), v\right)\right)}_{\text {III }} \tag{4.23}
\end{align*}
$$

for all $v \in X^{\mathcal{N}}$ and for $1 \leq k \leq K$. For the term I we invoke Lemma 1 directly to obtain

$$
\begin{equation*}
\left|f\left(v ; \mu_{1}\right)-f\left(v ; \mu_{2}\right)\right| \leq c_{f}\left|\mu_{1}-\mu_{2}\right|\|v\|_{X}, \quad \forall v \in X \tag{4.24}
\end{equation*}
$$

For the term II we first write

$$
\begin{align*}
& \left|a\left(u_{N}^{k}\left(\mu_{2}\right), v ; \mu_{2}\right)-a\left(u_{N}^{k}\left(\mu_{1}\right), v ; \mu_{1}\right)\right| \\
& \quad=\left|a\left(u_{N}^{k}\left(\mu_{1}\right), v ; \mu_{2}\right)-a\left(u_{N}^{k}\left(\mu_{1}\right), v ; \mu_{1}\right)-a\left(\Delta u_{N}^{k}, v ; \mu_{2}\right)\right| \tag{4.25}
\end{align*}
$$

Then, by the triangle inequality, Lemma 1, continuity, and (4.11), we obtain

$$
\begin{align*}
& \left|a\left(u_{N}^{k}\left(\mu_{2}\right), v ; \mu_{2}\right)-a\left(u_{N}^{k}\left(\mu_{1}\right), v ; \mu_{1}\right)\right| \\
& \leq\left|a\left(\Delta u_{N}^{k}, v ; \mu_{2}\right)\right|+c_{a}\left\|u_{N}^{k}\left(\mu_{1}\right)\right\|_{X}\|v\|_{X}\left|\mu_{1}-\mu_{2}\right| \\
& \quad \leq \bar{\gamma}\left\|\Delta u_{N}^{k}\right\|_{X}\|v\|_{X}+c_{a}\left\|u_{N}^{k}\left(\mu_{1}\right)\right\|_{X}\|v\|_{X}\left|\mu_{1}-\mu_{2}\right| \tag{4.26}
\end{align*}
$$

For the term III we invoke linearity, the Cauchy-Schwarz inequality, and the Poincaré inequality ${ }^{6}$ to obtain

$$
\begin{array}{r}
\left|m\left(u_{N}^{k}\left(\mu_{2}\right)-u_{N}^{k-1}\left(\mu_{2}\right), v\right)-m\left(u_{N}^{k}\left(\mu_{1}\right)-u_{N}^{k-1}\left(\mu_{1}\right), v\right)\right|=\left|m\left(\Delta u_{N}^{k}-\Delta u_{N}^{k-1}, v\right)\right| \\
\leq\left\|\Delta u_{N}^{k}-\Delta u_{N}^{k-1}\right\|_{L^{2}}\|v\|_{L^{2}} \leq\left\|\Delta u_{N}^{k}-\Delta u_{N}^{k-1}\right\|_{L^{2}}\|v\|_{X} \tag{4.27}
\end{array}
$$

[^9]We now insert the expressions for I, II, and III into (4.23); for $v=\Delta \hat{e}_{N}^{k}$ we then obtain

$$
\begin{align*}
& \left(\Delta \hat{e}_{N}^{k}, \Delta \hat{e}_{N}^{k}\right)_{X} \leq c_{f}\left|\mu_{1}-\mu_{2}\right|\left\|\Delta \hat{e}_{N}^{k}\right\|_{X}+\bar{\gamma}\left\|\Delta u_{N}^{k}\right\|_{X}\left\|\Delta \hat{e}_{N}^{k}\right\|_{X} \\
& +c_{a}\left\|u_{N}^{k}\left(\mu_{1}\right)\right\|_{X}\left\|\Delta \hat{e}_{N}^{k}\right\|_{X}\left|\mu_{1}-\mu_{2}\right|+\frac{1}{\Delta t}\left\|\Delta u_{N}^{k}-\Delta u_{N}^{k-1}\right\|_{L^{2}}\left\|\Delta \hat{e}_{N}^{k}\right\|_{X} \tag{4.28}
\end{align*}
$$

We divide through in (4.28) by $\left\|\Delta \hat{e}^{k}\right\|_{X}$, square both sides, and invoke the inequality $(A+B+C+D)^{2} \leq 4\left(A^{2}+B^{2}+C^{2}+D^{2}\right)$ for $A, B, C, D \in \mathbb{R}$ to obtain

$$
\begin{align*}
\left\|\Delta \hat{e}^{k}\right\|_{X}^{2} \leq 4\left|\mu_{1}-\mu_{2}\right|^{2}\left(c_{f}^{2}\right. & \left.+c_{a}^{2}\left\|u_{N}^{k}\left(\mu_{1}\right)\right\|_{X}^{2}\right) \\
& +\frac{4}{\Delta t^{2}}\left\|\Delta u_{N}^{k}-\Delta u_{N}^{k-1}\right\|_{L^{2}}^{2}+4 \bar{\gamma}^{2}\left\|\Delta u_{N}^{k}\right\|_{X}^{2} \tag{4.29}
\end{align*}
$$

We multiply through in (4.29) by $\Delta t$, substitute $k$ for $k^{\prime}$, and sum over $k^{\prime}$ to obtain

$$
\begin{align*}
\Delta t \sum_{k^{\prime}=1}^{k} \| \Delta \hat{e}^{k^{\prime}} & \|_{X}^{2} \leq 4\left|\mu_{1}-\mu_{2}\right|^{2}\left(c_{f}^{2} t^{k}+c_{a}^{2} \Delta t \sum_{k^{\prime}=1}^{k}\left\|u_{N}^{k^{\prime}}\left(\mu_{1}\right)\right\|_{X}^{2}\right) \\
& +4 \bar{\gamma}^{2}\left(\frac{1}{\Delta t} \sum_{k^{\prime}=1}^{k}\left\|\Delta u_{N}^{k^{\prime}}-\Delta u_{N}^{k^{\prime}-1}\right\|_{L^{2}}^{2}+\Delta t \sum_{k^{\prime}=1}^{k}\left\|\Delta u_{N}^{k^{\prime}}\right\|_{X}^{2}\right) \tag{4.30}
\end{align*}
$$

Next, from coercivity and Lemma 2 we note that

$$
\begin{equation*}
\Delta t \sum_{k^{\prime}=1}^{k}\left\|u_{N}^{k^{\prime}}\left(\mu_{1}\right)\right\|_{X}^{2} \leq \frac{\left\|u_{N}^{k}\left(\mu_{1}\right)\right\| \|_{\mu_{1}}^{2}}{\underline{\alpha}} \leq \frac{t^{k}}{\underline{\alpha}^{2}} \max _{\mu \in \mathcal{D}}\|f(\cdot ; \mu)\|_{X^{\prime}}^{2} \tag{4.31}
\end{equation*}
$$

Further, from coercivity and (4.11), and Lemma 3 and Lemma 4, we note that

$$
\begin{align*}
& 4 \bar{\gamma}^{2}\left(\frac{1}{\Delta t} \sum_{k^{\prime}=1}^{k}\left\|\Delta u_{N}^{k^{\prime}}-\Delta u_{N}^{k^{\prime}-1}\right\|_{L^{2}}^{2}+\Delta t \sum_{k^{\prime}=1}^{k}\left\|\Delta u_{N}^{k^{\prime}}\right\|_{X}^{2}\right) \\
& \quad \leq 4 \bar{\gamma}^{2}\left(\frac{1}{\Delta t} \sum_{k^{\prime}=1}^{k}\left\|\Delta u_{N}^{k^{\prime}}-\Delta u_{N}^{k^{\prime}-1}\right\|_{L^{2}}^{2}+\Delta t \sum_{k^{\prime}=1}^{k} \frac{a\left(\Delta u_{N}^{k^{\prime}}, \Delta u_{N}^{k^{\prime}} ; \mu_{2}\right)}{\underline{\alpha}}\right) \\
& \leq 4 \bar{\gamma}^{2}\left|\mu_{1}-\mu_{2}\right|^{2}\left(\hat{C}^{2}+\frac{\tilde{C}^{2}}{\underline{\alpha}}\right) \tag{4.32}
\end{align*}
$$

From (4.30) with (4.31) and (4.32) we thus obtain

$$
\begin{equation*}
\Delta t \sum_{k^{\prime}=1}^{k}\left\|\Delta \hat{e}^{k}\right\|_{X}^{2} \leq c^{2}\left|\mu_{1}-\mu_{2}\right|^{2} \tag{4.33}
\end{equation*}
$$

where

$$
\begin{equation*}
c \equiv 2\left(\frac{t^{k}}{\underline{\alpha}^{2}}\left(\underline{\alpha}^{2} c_{f}^{2}+c_{a}^{2} \max _{\mu \in \mathcal{D}}\|f(\cdot ; \mu)\|_{X^{\prime}}^{2}\right)+\bar{\gamma}^{2}\left(\tilde{C}^{2}+\frac{\hat{C}^{2}}{\underline{\alpha}}\right)\right)^{1 / 2} . \tag{4.34}
\end{equation*}
$$

By the definition of the RB error bound (recall that we use $\alpha_{\mathrm{LB}}(\mu)=\underline{\alpha}$ ) and the reverse triangle inequality we finally obtain

$$
\begin{align*}
&\left|\Delta_{N}^{k}\left(\mu_{1}\right)-\Delta_{N}^{k}\left(\mu_{2}\right)\right| \leq\left|\left(\frac{\Delta t}{\underline{\alpha}} \sum_{k^{\prime}=1}^{k}\left\|\hat{e}_{N}^{k}\left(\mu_{1}\right)\right\|_{X}^{2}\right)^{1 / 2}-\left(\frac{\Delta t}{\underline{\alpha}} \sum_{k^{\prime}=1}^{k}\left\|\hat{e}_{N}^{k}\left(\mu_{2}\right)\right\|_{X}^{2}\right)^{1 / 2}\right| \\
& \leq\left(\frac{\Delta t}{\underline{\alpha}} \sum_{k^{\prime}=1}^{k}\left\|\Delta \hat{e}_{N}^{k}\right\|_{X}^{2}\right)^{1 / 2} \leq \frac{c}{\sqrt{\underline{\alpha}}}\left|\mu_{1}-\mu_{2}\right| \tag{4.35}
\end{align*}
$$

Step 2. The next step is to relate (4.35) to the convergence of Algoritm 3. The algorithm generates a partition of $\mathcal{D}$ into $M$ subdomains. Either $M=1$, in which case the proof is complete, or $M>1$. We now examine the case $M>1$. We consider the splitting of any particular subdomain $\mathcal{V}_{B_{l}} \subset \mathcal{D}$ into two new subdomains $\mathcal{V}_{\left(B_{l}, 0\right)} \subset \mathcal{V}_{B_{l}}$ and $\mathcal{V}_{\left(B_{l}, 1\right)} \subset \mathcal{V}_{B_{l}}$. We denote here by $\hat{\mu}_{0}=\hat{\mu}_{B_{l}}^{0}=\hat{\mu}_{\left(B_{l}, 0\right)}^{0}$ the anchor point associated with $\mathcal{V}_{B_{l}}$ and $\mathcal{V}_{\left(B_{l}, 0\right)}$, and by $\hat{\mu}_{1}=\hat{\mu}_{B_{l}}^{1}=\hat{\mu}_{\left(B_{l}, 1\right)}^{0}$ the anchor point associated with $\mathcal{V}_{\left(B_{l}, 1\right)}$. We assume that the error tolerance at the final time is not satisfied over (a train sample over) $\mathcal{V}_{B_{l}}$; hence $\epsilon_{\text {tol }}^{1}<\tilde{\Delta}_{R, B_{l}}^{K}\left(\hat{\mu}_{1}\right)$. We recall that by construction of our procedure $\tilde{\Delta}_{R, B_{l}}^{K}\left(\hat{\mu}_{0}\right) \leq \epsilon_{\mathrm{tol}}^{1} / \eta$ for specified $\eta>1$. We can thus invoke (4.35) for $\mu_{1}=\hat{\mu}_{1}$, $\mu_{2}=\hat{\mu}_{0}$, and $\Delta_{N}^{k}$ replaced by $\tilde{\Delta}_{R, B_{l}}^{K}$ to conclude that

$$
\begin{equation*}
\epsilon_{\mathrm{tol}}^{1}-\frac{\epsilon_{\mathrm{tol}}^{1}}{\eta}<\left|\tilde{\Delta}_{R, B_{l}}^{K}\left(\hat{\mu}_{1}\right)-\tilde{\Delta}_{R, B_{l}}^{K}\left(\hat{\mu}_{0}\right)\right| \leq \frac{c}{\sqrt{\underline{\alpha}}}\left|\hat{\mu}_{1}-\hat{\mu}_{0}\right|, \tag{4.36}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\left|\hat{\mu}_{1}-\hat{\mu}_{0}\right|>\frac{\epsilon_{\mathrm{tol}}^{1} \sqrt{\underline{\alpha}}(\eta-1)}{c \eta} . \tag{4.37}
\end{equation*}
$$

We now split $\mathcal{V}_{B_{l}}$ into $\mathcal{V}_{\left(B_{l}, 0\right)}$ and $\mathcal{V}_{\left(B_{l}, 1\right)}$ based on Euclidean distance to the two anchor points. It is clear that

$$
\begin{equation*}
\left|\mathcal{V}_{\left(B_{l}, i\right)}\right| \geq \frac{1}{2}\left|\hat{\mu}_{1}-\hat{\mu}_{0}\right|>\frac{\epsilon_{\mathrm{tol}}^{1} \sqrt{\underline{\alpha}}(\eta-1)}{2 c \eta}, \quad i=0,1 . \tag{4.38}
\end{equation*}
$$

The partition procedure generates $M>1$ distinct subdomains $\mathcal{V}_{B^{m}}, 1 \leq m \leq$ $M .{ }^{7}$ Each of these subdomains is the result of a splitting of a "parent" subdomain $\mathcal{V}_{B_{l}} \supset \mathcal{V}_{B^{m}}$ (for some $B_{l}, 1 \leq l \leq L-1$ ). Since $B_{l}$ above was arbitrary, we can successively set $\mathcal{V}_{B_{l}}$ to be the parent of each of the $M$ "leaf" subdomains and conclude that

$$
\begin{equation*}
\left|\mathcal{V}_{B^{m}}\right|>\frac{\epsilon_{\mathrm{tol}}^{1} \sqrt{\underline{\alpha}}(\eta-1)}{2 c \eta}, \quad 1 \leq m \leq M \tag{4.39}
\end{equation*}
$$


We complete the proof by a contradiction argument. Assume that $M \geq$ $\frac{|\mathcal{D}| 2 c \eta}{\epsilon_{\text {tol }}^{1} \sqrt{\underline{\alpha}}(\eta-1)}$. Thus

$$
\begin{equation*}
M \delta_{M}>\frac{|\mathcal{D}| 2 c \eta}{\epsilon_{\mathrm{tol}}^{1} \sqrt{\underline{\alpha}}(\eta-1)} \frac{\epsilon_{\mathrm{tol}}^{1} \sqrt{\underline{\alpha}}(\eta-1)}{2 c \eta}=|\mathcal{D}|, \tag{4.40}
\end{equation*}
$$

which is clearly a false statement. We conclude that the number of subdomains $M=M\left(\epsilon_{\text {tol }}^{1}\right)<C(\eta,|\mathcal{D}|) / \epsilon_{\text {tol }}^{1}$ with $C(\eta,|\mathcal{D}|)=\frac{|\mathcal{D}| 2 c \eta}{\sqrt{\underline{\alpha}(\eta-1)}}$. We finally note that Algorithm 3 is convergent since the POD/Greedy (line 13) will be able to satisfy the error bound tolerance $\epsilon_{\text {tol }}^{2}$ within each of the $M$ final subdomains (recall that we set $\bar{N}=\infty)$.

Remark 3. The requirement $\eta>1$ reappears in the proof in (4.36). We note that we can not obtain a positive lower bound for the distance between the two anchor points if $\eta \leq 1$.

Remark 4. If we assume only $f \in X^{\prime}$ (and not in $L^{2}$ ) and furthermore $a_{\mathrm{II}}$ only $X$-continuous in both arguments (and not $L^{2}$-continuous in the second argument), then we can still obtain Proposition 1 albeit with an additional factor $1 / \Delta t$ in the "constant" $C$. However, we note that this $1 / \Delta t$ factor is in this case relatively"benign": we can not in any event let " $\Delta t \rightarrow 0$ " in practice because of

[^10]the increase in Online computational cost. (In contrast, we can let " $\mathcal{N} \rightarrow \infty$ " since larger $\mathcal{N}$ affects only Offline cost.)

We recall that all the hypotheses of Proposition 1 are satisfied by our numerical example in Section 5.1.
Remark 5. Proposition 1 guarantees that the h-refinement partition algorithm is convergent. However, the convergence is very slow and hence subsequent prefinement is in practice necessary. But note that with only a global Lipschitz constant c in our proof, our bound (4.21) is very pessimistic, and in particular does not reflect any adaptivity in the partition. In practice we expect that the algorithm adaptively generates smaller subdomains in areas of $\mathcal{D}$ for which the field exhibits larger variations with the parameters.

## 5 Numerical Results

We now present numerical results for two model problems. We demonstrate that in both cases the $h p$-RB method yields significant Online computational savings relative to a standard ( $p$-type) RB approach; we also show that the partitions of $\mathcal{D}$ may reflect the underlying parametric sensitivity of the problems. All our computational results are obtained via rbOOmit [14], which is an RB plugin for the open-source FE library libMesh [11]. All computations are performed on a 2.66 GHz processor. For the $h p-\mathrm{RB}$ approximations below, we have used a "scaled" Euclidean distance for the distance function $\delta(\cdot, \cdot)$ : we $\operatorname{map} \mathcal{D}$ (a rectangle in both our examples) to $\hat{\mathcal{D}}=[0,1]^{P}$ (via an obvious affine transformation) and compute the Euclidean distance on $\hat{\mathcal{D}}$. For the constant $\eta$ in Algorithm 3 we choose $\eta=1.1$.

### 5.1 Convection-Diffusion Problem

We consider the nondimensional temperature $u$ which satisfies the convectiondiffusion equation in the spatial domain $\Omega=\left\{\left(x_{1}, x_{2}\right): x_{1}^{2}+x_{2}^{2}<2\right\}$ for the discrete time levels $t^{k}=0.01 k, 0 \leq k \leq 100$; we employ Backward Euler temporal discretization (hence $\theta=1$ ). We impose a parameter-dependent velocity field $V(\mu) \equiv V(\nu, \varphi) \equiv(\nu \cos \varphi, \nu \sin \varphi)$ and we prescribe a constant forcing term $q=10$. We specify homogeneous Dirichlet boundary conditions and zero initial conditions. We denote a particular parameter value $\mu \in \mathcal{D}$ by $\mu=(\nu, \varphi)$ and we introduce the parameter domain $\mathcal{D}=[0,10] \times[0, \pi] \subset \mathbb{R}^{P=2}$. For this problem, we focus for simplicity on the RB field approximation and thus we do not consider any particular outputs.

We next introduce the forms

$$
\begin{align*}
m(w, v ; \mu) & =\int_{\Omega} w v \\
a(w, v ; \mu) & =\int_{\Omega}(\nabla w \cdot \nabla v+(V(\mu) \cdot \nabla w) v)  \tag{5.1}\\
f(v ; \mu) & =q \int_{\Omega} v=10 \int_{\Omega} v
\end{align*}
$$

for $v, w \in X$, where $X=H_{0}^{1}(\Omega)$. Our problem can then be expressed in the form (2.4) with $b=0$; note that our only parameter-dependent form is $a$, which admits an affine expansion (2.3) with $Q_{a}=3$. We note that this problem satisfies all the theoretical hypothesis of Proposition 1. ${ }^{8}$ For our truth approximation we choose a $\mathbb{P}_{2} \mathrm{FE}$ space $X^{\mathcal{N}} \subset X$ of dimension $\mathcal{N}=1889$.

To obtain a benchmark for comparison we first perform a standard ( $p$-type) POD/Greedy: we specify $\epsilon=10^{-5}$ for the target tolerance, $\Delta N=1$ for the number of POD modes to include at each greedy iteration, $\mu^{*}=(0,0)$ for the initial parameter value, and a train sample $\Xi_{\text {train }} \subset \mathcal{D}$ of size 900 . We then execute Algorithm 2 (we also "specify" $\bar{N}=\infty$ such that the POD/Greedy terminates for $\epsilon$ satisfied over $\Xi_{\text {train }}$ ). The tolerance is in this case satisfied for $N_{\text {max }}=\tilde{N}_{\text {max }}=129$.

We next perform two $h p$-POD/Greedy computations. In the first we specify $\epsilon_{\text {tol }}^{1}=5, \epsilon_{\text {tol }}^{2}=10^{-5}, \bar{N}=65, \Delta N=1, \hat{\mu}_{(1)}^{0}=(0,0)$, and a train sample $\Xi_{\text {train,(1) }}$ of size 64. In this case Algorithm 3 terminates for $M=22$ subdomains with $N_{\text {max }}=\bar{N}=65$ (recall that $N_{\max } \equiv \max _{1 \leq m \leq M} N_{\max , B^{m}}$ ). In the second case we specify $\epsilon_{\text {tol }}^{1}=1.5, \epsilon_{\text {tol }}^{2}=10^{-5}, \bar{N}=45, \Delta N=1, \hat{\mu}_{(1)}^{0}=(0,0)$, and a train sample $\Xi_{\text {train,(1) }}$ of size 25 . In this case Algorithm 3 terminates for $M=278$ subdomains with $N_{\max }=\bar{N}=45$. The maximum RB $L^{2}(\Omega)$ error bound $\epsilon_{N, M}^{\max }$ (over the train samples) over all $M$ subdomains for each of the cases $M=22$ and $M=278$, as well as the $p$-type reference case $M=1$, are plotted in Figure 2 as functions of $N$. We note that larger $M$ yields smaller $N$, as desired.

We show the two partitions of $\mathcal{D}$ in Figure 3. ${ }^{9}$ Note that the field variable
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Figure 2: Convergence: $h p$-RB (triangles $(M=22)$ and squares $(M=278)$ ) and $p$-type RB (circles). In the $h p$-RB cases, the error bound is the maximum over all subdomains for a given $N$.


Figure 3: Parameter domain partitions $\mathcal{V}_{B^{m}}, 1 \leq m \leq M$, for the convectiondiffusion problem.
exhibits larger variations with $\varphi$ for larger $\nu$, and hence we would expect the subdomain size to decrease with increasing $\nu$. However, this is not the case in Figure 3(b) except for smaller $\nu$. By way of explanation we note that when the field varies significantly with time, which is indeed the case for large $\nu$, $R$-the number of POD modes in the temporary space $\tilde{X}_{R, B_{l}}$-will be larger. We suspect that the additional POD modes included in the $\tilde{X}_{R, B_{l}}$ associated with subdomains for $\nu$ larger than approximately 5 may also represent some parametric variations in the field and hence account for the "non-monotonic" (in $\nu$ ) subdomain size.

We note that the $h p-\mathrm{RB}$ method indeed yields a significant Online speedup. Online p-type RB calculation of the RB solution coefficients and error bound for $N=129$ basis functions requires $1.4 \cdot 10^{-2}$ seconds. In contrast, Online $h p-\mathrm{RB}$ calculation of the RB solution coefficients and error bound for the case with $M=22$ subdomains and $N=65$ requires $3.3 \cdot 10^{-3}$ seconds, and for the case with $M=278$ subdomains and $N=45$ requires $1.8 \cdot 10^{-3}$ seconds; in both cases, the search for the subdomain containing the new online parameter is negligible ( $\mathcal{O}\left(10^{-6}\right)$ seconds). (The timing results are averages over 100 Online calculations for randomly selected $\mu \in \mathcal{D}$.)

Of course Offline cost and Online storage are larger for the $h p$-RB than for the standard ( $p$-type) RB: the Offline stage requires 29.6 minutes and 3.5 hours for the $h p-\mathrm{RB}$ computations ( $M=22$ and $M=278$, respectively) and only 13.4 minutes for the standard RB; the Online Dataset requires 25.3 Mbytes and 142.9 Mbytes for the $h p-\mathrm{RB}$ computations ( $M=22$ and $M=278$, respectively) and only 5.7 Mbytes for the standard RB. In particular Offline cost for the $M=278$ computation is admittedly very large compared to the Offline cost for the $p$-type computation. Of course, even in our "real time" and "many query" contexts, the larger Offline cost associated with the $h p-\mathrm{RB}$ method may be an issue; we must thus seek to balance the increase in Offline cost against the decrease in Online cost by appropriate choices of the parameters $\epsilon_{\text {tol }}^{1}$ and $\bar{N}$. We note that for this problem, our $M=22 h p$-RB computation provides significant Online speedup at only modest increase in Offline cost.

The additional splitting step-the "insurance" provided by lines $15-18$ in Algorithm 3-was never invoked for either hp-POD/Greedy computation. For the computation with specified $\bar{N}=65$, the average of $N_{\max , B^{m}}, 1 \leq m \leq$ $M=22$ is 57.3 . For the computation with specified $\bar{N}=45$, the average of $N_{\max , B^{m}}, 1 \leq m \leq M=278$, is 37.9 . We conclude that in both cases we could have chosen $\epsilon_{\text {tol }}^{1}$ somewhat larger (at the risk of invoking insurance) in order to obtain a more optimal partition with respect to the target $\bar{N}$.

We finally note that calculation of the truth (2.4) for this problem with $\mathcal{N}=1889$ requires about 0.9 seconds. The average speedup relative to a truth calculation is approximately 64 for the $p$-type Online calculation with $N=129$, and approximately 273 and 500 for the $h p$-RB Online calculations $(N=65$, $M=22$, and $N=45, M=278$, respectively).

### 5.2 Boussinesq Problem

We consider natural convection in the two-dimensional enclosure $\Omega=(0,5)^{2} \backslash \mathcal{P}$, where $\mathcal{P}$ is the "pillar" $(2.5-0.1,2.5+0.1) \times(0,1)$, for the discrete time levels $t^{k}=0.0016 k, 0 \leq k \leq 100$; we employ Crank-Nicolson temporal discretization (hence $\theta=0.5$ ). The direction of the acceleration of gravity is defined by the unit vector $(-\sin \phi,-\cos \phi)$. We solve for the field variables $V_{1}, V_{2}$ (the $x$ and $y$ components of the fluid velocity) and $\vartheta$ (the temperature) over $\Omega$; hence the field has dimension $d=3$. The "roof" of the enclosure is maintained at temperature $\vartheta=0$, the sides and base of the enclosure are perfectly thermally insulated, and the top and sides of the pillar are subject to a uniform heat flux of magnitude Gr (the Grashof number); we impose no-slip velocity conditions on all walls. We denote a particular parameter value $\mu \in \mathcal{D}$ by $\mu=\left(\mu_{1}, \mu_{2}\right)=(\mathrm{Gr}, \phi)$ and we introduce the parameter domain $\mathcal{D}=[4000,6000] \times[0,0.2] \subset \mathbb{R}^{P=2}$. Note we set the Prandtl number, Pr, here to 0.71 (for air).

Our goal is to study parametric dependence of the temperature in regions at or near the top of the heated pillar (or "fin") in the presence of natural convection, and hence we are interested in local average-temperature outputs. These outputs can be expressed as $L^{2}(\Omega)$-bounded functionals of $\vartheta$, namely,

$$
\begin{equation*}
s_{n}(t ; \mu)=\ell_{n}(\vartheta(t ; \mu), \mu)=\frac{1}{\mu_{1}\left|D_{n}\right|} \int_{D_{n}} \vartheta(t ; \mu) ; \tag{5.2}
\end{equation*}
$$

here $D_{1}=[2.2,2.4] \times[1,1.1], D_{2}=[2.4,2.6] \times[1,1.1], D_{3}=[2.6,2.8] \times[1,1.1]$ are three small rectangles above the pillar. The domain geometry and output regions are depicted in Figure 4.


Figure 4: The computational domain; note that $\Omega$ does not include the pillar, which is shaded in red. The output regions $D_{1}, D_{2}$ and $D_{3}$ are also indicated.

We introduce the forms

$$
\begin{align*}
m(w, v ; \mu) & =\int_{\Omega} w_{i} v_{i}, \\
a(w, v ; \mu) & =\int_{\Omega}\left(\frac{\partial w_{1}}{\partial x_{j}} \frac{\partial v_{1}}{\partial x_{j}}+\frac{\partial w_{2}}{\partial x_{j}} \frac{\partial v_{2}}{\partial x_{j}}+\frac{1}{\operatorname{Pr}} \frac{\partial w_{3}}{\partial x_{j}} \frac{\partial v_{3}}{\partial x_{j}}\right), \\
b_{1}(w, v ; \mu) & =-\sqrt{\mu_{1} \operatorname{Pr}} \sin \mu_{2} \int_{\Omega} w_{3} v_{1}-\sqrt{\mu_{1} \operatorname{Pr}} \cos \mu_{2} \int_{\Omega} w_{3} v_{2},  \tag{5.3}\\
b_{2}(w, z, v ; \mu) & =\frac{1}{2 \sqrt{\mu_{1} \operatorname{Pr}}} \int_{\Omega}\left(\frac{\partial w_{i} z_{j}}{\partial x_{j}}+z_{j} \frac{\partial w_{i}}{\partial x_{j}}\right) v_{i}, \\
f(v ; \mu) & =\frac{\mu_{1}}{\operatorname{Pr}} \int_{\partial \Omega_{p}} v_{3},
\end{align*}
$$

for $w=\left(w_{1}, w_{2}, w_{3}\right) \in X, v=\left(v_{1}, v_{2}, v_{3}\right) \in X$, and $z=\left(z_{1}, z_{2}, z_{3}\right) \in X$; in these expressions, $i=1,2,3$ and $j=1,2$. Here, $X=Z \times W$, where $Z$ is the divergence-free subspace of $\left(H_{0}^{1}(\Omega)\right)^{2}$, and $H_{0}^{1}(\Omega) \subset W \subset H^{1}(\Omega)$ is the subspace of $H^{1}(\Omega)$ of functions which vanish on the enclosure roof.

Our problem can then be expressed in the form (2.4) with $b(w, z, v ; \mu)=$ $b_{1}(w, v ; \mu)+b_{2}(w, z, v ; \mu)$ (we have used a skew-symmetric form of the nonlinear convection operator $b_{2}(w, z, v ; \mu)$ in order to generate certain discrete stability properties [18]); note that all forms satisfy the "affine" assumption. For our


Figure 5: (a) Convergence: $h p$-RB (triangles) and $p$-type RB (circles). (b) Parameter domain partition: we show the anchor point (a circled white dot) and the Greedily selected parameters (white dots) in each subdomain; note that, within a subdomain, parameters are often selected more than once by the POD/Greedy algorithm.
truth FE space, we choose $X^{\mathcal{N}}=Z^{\mathcal{N}} \times W^{\mathcal{N}}$ of dimension $\mathcal{N}=7248$, where $Z^{\mathcal{N}}$ denotes a discretely divergence-free $\mathbb{P}_{2}$ space for the velocity (developed from the $\mathbb{P}_{2}-\mathbb{P}_{1}$ Taylor-Hood velocity-pressure approximation) and $W^{\mathcal{N}}$ is a standard $\mathbb{P}_{2} \mathrm{FE}$ space for the temperature. For further details on the formulation of this problem see [12].

We note that for the computational results for this problem, we consider a "relative $L^{2}(\Omega)$ error bound" version of Algorithm 2 and hence Algorithm 3. To obtain a benchmark for comparison we first perform a standard ( $p$-type) $\mathrm{POD} /$ Greedy computation: we specify $\epsilon=2 \cdot 10^{-3}$ for the target tolerance, $\Delta N=3$ for the number of POD modes to include at each Greedy iteration, $\mu^{*}=(6000,0)$ for the initial parameter value, and a train sample $\Xi_{\text {train }}$ of size 200. In this case Algorithm 2 terminates for $N_{\max }=\tilde{N}_{\max }=72$. Recall that in the quadratically nonlinear case the POD/Greedy terminates when the nominal error bound reaches the prescribed tolerance.

We then perform an $h p$-POD/Greedy computation: we specify $\epsilon_{\text {tol }}^{1}=1.2$, $\epsilon_{\text {tol }}^{2}=2 \cdot 10^{-3}, \bar{N}=45, \Delta N=3, \hat{\mu}_{(1)}^{0}=(6000,0)$, and a train sample $\Xi_{\text {train,(1) }}$ of size 9. In this case Algorithm 2 terminates after generation of $M=45$ subdomains with $N_{\max }=45$. The maximum relative $\mathrm{RB} L^{2}(\Omega)$ error bound


Figure 6: The RB outputs $s_{N, 1}\left(t^{k} ; \mu\right)$ (red, solid line), $s_{N, 2}\left(t^{k} ; \mu\right)$ (blue, solid line), $s_{N, 3}\left(t^{k} ; \mu\right)$ (green, solid line), and associated error bars (dashed lines) as functions of time for three values of $\mu$.
$\epsilon_{N, M}^{\max }$ (over the train samples) over all subdomains for the $h p-\mathrm{RB}$ approximation as well as for the $p$-type RB approximation are shown in Figure 5(a). As in the linear case, the $h p$ approach trades reduced $N$ for increased $M$. We show the $h p$-RB parameter domain partition in Figure 5(b).

In Figure 6 we show for $N=45$ the RB output approximations to the three outputs (5.2) for three parameter values $(\mathrm{Gr}, \phi)=(4000,0.05),(\mathrm{Gr}, \phi)=$ $(5000,0.1)$, and $(\mathrm{Gr}, \phi)=(6000,0.2)$. We also indicate the corresponding error $\operatorname{bars}\left[s_{N, j}^{k}(\mu)-\Delta_{N, s_{j}}^{k}(\mu), s_{N, j}^{k}(\mu)+\Delta_{N, s_{j}}^{k}(\mu)\right], 1 \leq k \leq K, 1 \leq j \leq 3$, in which the true result $s_{j}^{\mathcal{N}}{ }^{k}$ must reside. We recall that the RB output error bounds $\Delta_{N, s_{j}}$ are obtained as the product of the RB field error bound $\Delta_{N}$ and the dual norm of the output functional (Eq. (3.7)). ${ }^{10}$ We remark that the accuracy of these $h p$-RB outputs is comparable with the accuracy of the $p$-type RB outputs since the $h p$-POD/Greedy and $p$-type POD/Greedy calculations terminate for the same specified tolerance. Note that time is measured in diffusive units and hence the final time of 0.16 is sufficient to observe (at these Gr ) significant nonlinear effects.

The standard ( $p$-type) RB method yields a significant Online speedup relative to the expensive Boussinesq truth FE solves (one truth solve requires 239 seconds); nevertheless, these $p$-type RB computations are still rather expensive due to the $O\left(N^{4}\right)$ complexity of the RB error bound for quadratically nonlinear problems. The $h p-\mathrm{POD} /$ Greedy method of this paper provides a significant additional speedup in the $h p$-RB Online stage due to the direct control of $N_{\max }$

$$
{ }^{10} \text { We note that } \sup _{v \in X^{\mathcal{N}}} \frac{\ell_{n}(v ; \mu)}{\|v\|_{L^{2}}}=\frac{1}{\mu_{1}\left|D_{n}\right|} \sup _{v \in X^{\mathcal{N}}} \frac{\int_{D_{n}} v}{\|v\|_{L^{2}}} \leq \frac{1}{\mu_{1} \sqrt{\left|D_{n}\right|}} \sqrt{\frac{\int_{D_{n}} v^{2}}{\int_{\Omega} v^{2}}} \leq \frac{1}{\mu_{1} \sqrt{\left|D_{n}\right|}} .
$$

and hence reduction in $N$ : Online $p$-type RB calculation of the output and error bound with $N=72$ basis functions requires 6.48 seconds, whereas Online $h p-\mathrm{RB}$ calculation of the output and error bound with $M=45$ subdomains and $N=45$ requires only 0.845 seconds. Of course Offline cost and Online storage are larger for the $h p-\mathrm{RB}$ than for the standard RB: the Offline stage requires about 69 hours for the $h p$ - RB and only about 5.2 hours for the standard RB; the Online Dataset requires 2.3 Gbytes for the $h p-\mathrm{RB}$ and only 481 Mbytes for the standard RB.

We finally note that the additional splitting step ("insurance") was invoked for ten subdomains for the $h p$-POD/Greedy computation, and the average of $N_{\max , B^{m}}, 1 \leq m \leq M$, is 40.1. This suggest that $\epsilon_{\text {tol }}^{1}$ in this case was reasonably well chosen with respect to the target $\bar{N}$.

## A Proof of Lemma 1

From (4.5), (4.7), and (4.9) we obtain (4.13) with

$$
\begin{equation*}
c_{a}=Q_{a} \max _{2 \leq q \leq Q_{a}}\left(\gamma^{q} L_{a}^{q}\right) . \tag{A.1}
\end{equation*}
$$

From (4.4), (4.8), and (4.10) we obtain (4.14) with

$$
\begin{equation*}
c_{f}=Q_{f} \max _{1 \leq q \leq Q_{f}}\left(\left\|f^{q}\right\|_{L^{2}} L_{f}^{q}\right) \tag{A.2}
\end{equation*}
$$

## B Proof of Lemma 2

From (2.4) with $v=u^{\mathcal{N} k}(\mu)$ we obtain

$$
\begin{align*}
\frac{1}{\Delta t} m\left(u^{\mathcal{N} k}(\mu), u^{\mathcal{N} k}(\mu)\right) & +a\left(u^{\mathcal{N} k}(\mu), u^{\mathcal{N} k}(\mu) ; \mu\right) \\
& =\frac{1}{\Delta t} m\left(u^{\mathcal{N} k-1}(\mu), u^{\mathcal{N} k}(\mu)\right)+f\left(u^{\mathcal{N} k}(\mu) ; \mu\right) \tag{B.1}
\end{align*}
$$

We next recall Young's inequality $A B \leq\left(A^{2} / \kappa+\kappa B^{2}\right) / 2$ (for $A, B, \kappa \in \mathbb{R}$ ). For the first term on the right we first invoke the Cauchy-Schwarz inequality and then Young's inequality for $A=m\left(u^{\mathcal{N} k-1}(\mu), u^{\mathcal{N} k-1}(\mu)\right)^{1 / 2}, B=$ $m\left(u^{\mathcal{N} k}(\mu), u^{\mathcal{N} k}(\mu)\right)^{1 / 2}$, and $\kappa=1$ to obtain

$$
\begin{gather*}
m\left(u^{\mathcal{N} k-1}(\mu), u^{\mathcal{N} k}(\mu)\right) \leq m\left(u^{\mathcal{N} k-1}(\mu), u^{\mathcal{N} k-1}(\mu)\right)^{1 / 2} m\left(u^{\mathcal{N} k}(\mu), u^{\mathcal{N} k}(\mu)\right)^{1 / 2} \\
\leq \frac{1}{2}\left(m\left(u^{\mathcal{N} k-1}(\mu), u^{\mathcal{N} k-1}(\mu)\right)+m\left(u^{\mathcal{N} k}(\mu), u^{\mathcal{N} k}(\mu)\right)\right) . \quad \text { (B.2) } \tag{B.2}
\end{gather*}
$$

For the second term on the right we first invoke boundedness of $f(\cdot ; \mu)$ and then Young's inequality with $A=\|f(\cdot ; \mu)\|_{X^{\prime}}, B=\left\|u^{\mathcal{N} k}(\mu)\right\|_{X}$, and $\kappa=\alpha(\mu)$ to obtain

$$
\begin{align*}
& f\left(u^{\mathcal{N} k}(\mu) ; \mu\right) \leq\|f(\cdot ; \mu)\|_{X^{\prime}}\left\|u^{\mathcal{N} k}(\mu)\right\|_{X} \leq \frac{1}{2}\left(\frac{\|f(\cdot ; \mu)\|_{X^{\prime}}^{2}}{\alpha(\mu)}+\alpha(\mu)\left\|u^{\mathcal{N} k}(\mu)\right\|_{X}^{2}\right) \\
& \leq \frac{1}{2}\left(\frac{\|f(\cdot ; \mu)\|_{X^{\prime}}^{2}}{\alpha(\mu)}+a\left(u^{\mathcal{N} k}(\mu), u^{\mathcal{N} k}(\mu) ; \mu\right)\right), \quad \text { B.3) } \tag{B.3}
\end{align*}
$$

where the last step follows from coercivity of $a(\cdot, \cdot ; \mu)$. We combine (B.2) and (B.3) with (B.1), invoke (4.11), substitute $k^{\prime}$ for $k$, and sum over $k^{\prime}$ to obtain (4.16).

## C Proof of Lemma 3

From linearity of (3.1) we obtain, for $1 \leq k \leq K$,

$$
\begin{align*}
& \frac{1}{\Delta t} m\left(\Delta u_{N}^{k}-\Delta u_{N}^{k-1}, v\right)+a\left(\Delta u_{N}^{k}, v ; \mu_{2}\right) \\
& \quad=f\left(v ; \mu_{1}\right)-f\left(v ; \mu_{2}\right)+a\left(u_{N}^{k}\left(\mu_{1}\right), v ; \mu_{2}\right)-a\left(u_{N}^{k}\left(\mu_{1}\right), v ; \mu_{1}\right), \quad \forall v \in X_{N} \tag{C.1}
\end{align*}
$$

Next, from Lemma 1 we obtain

$$
\begin{align*}
& \frac{1}{\Delta t} m\left(\Delta u_{N}^{k}-\Delta u_{N}^{k-1}, v\right)+a\left(\Delta u_{N}^{k}, v ; \mu_{2}\right) \\
& \quad=f\left(v ; \mu_{1}\right)-f\left(v ; \mu_{2}\right)+a\left(u_{N}^{k}\left(\mu_{1}\right), v ; \mu_{2}\right)-a\left(u_{N}^{k}\left(\mu_{1}\right), v ; \mu_{1}\right) \\
& \quad \leq c_{f}\left|\mu_{1}-\mu_{2}\right|\|v\|_{X}+c_{a}\left|\mu_{1}-\mu_{2}\right|\left\|u_{N}^{k}\left(\mu_{1}\right)\right\|_{X}\|v\|_{X} \tag{C.2}
\end{align*}
$$

For the first term on the right we invoke Young's inequality for $A=c_{f}\left|\mu_{1}-\mu_{2}\right|$, $B=\|v\|_{X}$, and $\kappa=\underline{\alpha} / 2$ to note that

$$
\begin{align*}
c_{f}\left|\mu_{1}-\mu_{2}\right|\|v\|_{X} \leq \frac{1}{2}\left(\frac{2 c_{f}^{2}}{\underline{\alpha}}\left|\mu_{1}-\mu_{2}\right|^{2}+\right. & \left.\frac{\underline{\alpha}}{2}\|v\|_{X}^{2}\right) \\
& \leq \frac{c_{f}^{2}}{\underline{\alpha}}\left|\mu_{1}-\mu_{2}\right|^{2}+\frac{1}{4} a\left(v, v ; \mu_{2}\right) \tag{C.3}
\end{align*}
$$

where the second inequality follows from coercivity of $a\left(\cdot, \cdot ; \mu_{2}\right)$. For the second term on the right we invoke Young's inequality for $A=c_{a}\left|\mu_{1}-\mu_{2}\right|\left\|u_{N}^{k}\left(\mu_{1}\right)\right\|_{X}$, $B=\|v\|_{X}$, and $\kappa=\underline{\alpha} / 2$ to note that

$$
\begin{gather*}
c_{a}\left|\mu_{1}-\mu_{2}\right|\left\|u_{N}^{k}\left(\mu_{1}\right)\right\|_{X}\|v\|_{X} \leq \frac{1}{2}\left(\frac{2 c_{a}^{2}}{\underline{\alpha}}\left|\mu_{1}-\mu_{2}\right|^{2}\left\|u_{N}^{k}\left(\mu_{1}\right)\right\|_{X}^{2}+\frac{\underline{\alpha}}{2}\|v\|_{X}^{2}\right) \\
\leq \frac{c_{a}^{2}}{\underline{\alpha}^{2}}\left|\mu_{1}-\mu_{2}\right|^{2} a\left(u_{N}^{k}\left(\mu_{1}\right), u_{N}^{k}\left(\mu_{1}\right) ; \mu_{1}\right)+\frac{1}{4} a\left(v, v ; \mu_{2}\right) \tag{C.4}
\end{gather*}
$$

where the second inequality follows from coercivity of $a(\cdot, \cdot ; \mu)$. With (C.2), (C.3), and (C.4) we obtain for $v=\Delta u_{N}^{k}$,

$$
\begin{align*}
& m\left(\Delta u_{N}^{k}, \Delta u_{N}^{k}\right)+\frac{\Delta t}{2} a\left(\Delta u_{N}^{k}, \Delta u_{N}^{k} ; \mu_{2}\right) \leq m\left(\Delta u_{N}^{k-1}, \Delta u_{N}^{k}\right) \\
&+\frac{\Delta t}{\underline{\alpha}^{2}}\left|\mu_{1}-\mu_{2}\right|^{2}\left(\underline{\alpha} c_{f}^{2}+c_{a}^{2} a\left(u_{N}^{k}\left(\mu_{1}\right), u_{N}^{k}\left(\mu_{1}\right) ; \mu_{1}\right)\right) \tag{C.5}
\end{align*}
$$

For the first term on the right we note by the Cauchy-Schwarz inequality and Young's inequality for $A=m\left(\Delta u_{N}^{k-1}, \Delta u_{N}^{k-1}\right)^{1 / 2}, B=m\left(\Delta u_{N}^{k}, \Delta u_{N}^{k}\right)^{1 / 2}$, and $\kappa=1$ that

$$
\begin{align*}
m\left(\Delta u_{N}^{k-1}, \Delta u_{N}^{k}\right) \leq m\left(\Delta u_{N}^{k-1}\right. & \left., \Delta u_{N}^{k-1}\right)^{1 / 2} m\left(\Delta u_{N}^{k}, \Delta u_{N}^{k}\right)^{1 / 2} \\
& \leq \frac{1}{2} m\left(\Delta u_{N}^{k-1}, \Delta u_{N}^{k-1}\right)+\frac{1}{2} m\left(\Delta u_{N}^{k}, \Delta u_{N}^{k}\right) \tag{C.6}
\end{align*}
$$

Hence

$$
\begin{align*}
m\left(\Delta u_{N}^{k}, \Delta u_{N}^{k}\right)- & m\left(\Delta u_{N}^{k-1}, \Delta u_{N}^{k-1}\right)+\Delta t a\left(\Delta u_{N}^{k}, \Delta u_{N}^{k} ; \mu_{2}\right) \\
& \leq \frac{2 \Delta t}{\underline{\alpha}^{2}}\left|\mu_{1}-\mu_{2}\right|^{2}\left(\underline{\alpha}_{f}^{2}+c_{a}^{2} a\left(u_{N}^{k}\left(\mu_{1}\right), u_{N}^{k}\left(\mu_{1}\right) ; \mu_{1}\right)\right) \tag{C.7}
\end{align*}
$$

We now substitute $k^{\prime}$ for $k$ and sum over $k^{\prime}$ to obtain

$$
\begin{equation*}
\left|\left\|\Delta u_{N}^{k}\left|\|_{\mu_{2}}^{2} \leq \frac{2}{\underline{\alpha}^{2}}\right| \mu_{1}-\left.\mu_{2}\right|^{2}\left(\underline{\alpha} c_{f}^{2} t^{k}+c_{a}^{2} \Delta t \sum_{k^{\prime}=1}^{k} a\left(u_{N}^{k^{\prime}}\left(\mu_{1}\right), u_{N}^{k_{N}^{\prime}}\left(\mu_{1}\right) ; \mu_{1}\right)\right)\right.\right. \tag{C.8}
\end{equation*}
$$

We finally note that $\Delta t \sum_{k^{\prime}=1}^{k} a\left(u_{N}^{k^{\prime}}\left(\mu_{1}\right), u_{N}^{k^{\prime}}\left(\mu_{1}\right) ; \mu_{1}\right) \leq\| \| u_{N}^{k}\left(\mu_{1}\right)\| \|_{\mu_{1}}^{2}$. Hence, by Lemma 2 we obtain (4.17) for $\tilde{C}$ given in (4.18).

## An hp-RB Method for Parabolic Equations

## D Proof of Lemma 4

From linearity of (3.1) we obtain, for $1 \leq k \leq K$,

$$
\begin{align*}
& \frac{1}{\Delta t} m\left(\Delta u_{N}^{k}-\Delta u_{N}^{k-1}, v\right)+a\left(\Delta u_{N}^{k}, v ; \mu_{2}\right) \\
& \quad=f\left(v ; \mu_{1}\right)-f\left(v ; \mu_{2}\right)+a\left(u_{N}^{k}\left(\mu_{1}\right), v ; \mu_{2}\right)-a\left(u_{N}^{k}\left(\mu_{1}\right), v ; \mu_{1}\right), \quad \forall v \in X_{N} \tag{D.1}
\end{align*}
$$

We choose $v=\left(\Delta u_{N}^{k}-\Delta u_{N}^{k-1}\right) / \Delta t \in X_{N}$ and obtain

$$
\begin{align*}
\frac{1}{\Delta t^{2}} \| \Delta u_{N}^{k} & -\Delta u_{N}^{k-1} \|_{L^{2}}^{2}+\frac{1}{\Delta t} a\left(\Delta u_{N}^{k}, \Delta u_{N}^{k}-\Delta u_{N}^{k-1} ; \mu_{2}\right) \\
& =\frac{1}{\Delta t} f\left(\Delta u_{N}^{k}-\Delta u_{N}^{k-1} ; \mu_{1}\right)-\frac{1}{\Delta t} f\left(\Delta u_{N}^{k}-\Delta u_{N}^{k-1} ; \mu_{2}\right) \\
+ & \frac{1}{\Delta t} a\left(u_{N}^{k}\left(\mu_{1}\right), \Delta u_{N}^{k}-\Delta u_{N}^{k-1} ; \mu_{2}\right)-\frac{1}{\Delta t} a\left(u_{N}^{k}\left(\mu_{1}\right), \Delta u_{N}^{k}-\Delta u_{N}^{k-1} ; \mu_{1}\right) \tag{D.2}
\end{align*}
$$

for all $v \in X_{N}$. From Lemma 1 we obtain

$$
\begin{align*}
& \frac{1}{\Delta t} f\left(\Delta u_{N}^{k}-\Delta u_{N}^{k-1} ; \mu_{1}\right)-\frac{1}{\Delta t} f\left(\Delta u_{N}^{k}-\Delta u_{N}^{k-1} ; \mu_{2}\right) \\
& \leq \frac{c_{f}}{\Delta t}\left\|\Delta u_{N}^{k}-\Delta u_{N}^{k-1}\right\|_{L^{2}}\left|\mu_{1}-\mu_{2}\right| \tag{D.3}
\end{align*}
$$

and

$$
\begin{array}{r}
\frac{1}{\Delta t} a\left(u_{N}^{k}\left(\mu_{1}\right), \Delta u_{N}^{k}-\Delta u_{N}^{k-1} ; \mu_{2}\right)-\frac{1}{\Delta t} a\left(u_{N}^{k}\left(\mu_{1}\right), \Delta u_{N}^{k}-\Delta u_{N}^{k-1} ; \mu_{1}\right) \\
\leq \frac{c_{a}}{\Delta t}\left\|u_{N}^{k}\left(\mu_{1}\right)\right\|_{X}\left\|\Delta u_{N}^{k}-\Delta u_{N}^{k-1}\right\|_{L^{2}}\left|\mu_{1}-\mu_{2}\right| \tag{D.4}
\end{array}
$$

We thus obtain

$$
\begin{align*}
\frac{1}{\Delta t^{2}}\left\|\Delta u_{N}^{k}-\Delta u_{N}^{k-1}\right\|_{L^{2}}^{2} & +\frac{1}{\Delta t} a\left(\Delta u_{N}^{k}, \Delta u_{N}^{k}-\Delta u_{N}^{k-1} ; \mu_{2}\right) \\
\leq & \frac{c_{f}}{\Delta t}\left\|\Delta u_{N}^{k}-\Delta u_{N}^{k-1}\right\|_{L^{2}}\left|\mu_{1}-\mu_{2}\right| \\
& \quad+\frac{c_{a}}{\Delta t}\left\|u_{N}^{k}\left(\mu_{1}\right)\right\|_{X}\left\|\Delta u_{N}^{k}-\Delta u_{N}^{k-1}\right\|_{L^{2}}\left|\mu_{1}-\mu_{2}\right| \tag{D.5}
\end{align*}
$$

We now recall from (4.5) that $a(\cdot, \cdot ; \mu)=a^{1}(\cdot, \cdot)+a_{\mathrm{II}}(\cdot, \cdot ; \mu)$. We may thus write

$$
\begin{align*}
& \frac{1}{\Delta t^{2}}\left\|\Delta u_{N}^{k}-\Delta u_{N}^{k-1}\right\|_{L^{2}}^{2}+\frac{1}{\Delta t} a^{1}\left(\Delta u_{N}^{k}, \Delta u_{N}^{k}\right) \\
& \leq \frac{1}{\Delta t} a^{1}\left(\Delta u_{N}^{k}, \Delta u_{N}^{k-1}\right)+\frac{1}{\Delta t}\left|a_{\mathrm{II}}\left(\Delta u_{N}^{k}, \Delta u_{N}^{k}-\Delta u_{N}^{k-1} ; \mu_{2}\right)\right| \\
& \\
& \quad+\frac{c_{f}}{\Delta t}\left\|\Delta u_{N}^{k}-\Delta u_{N}^{k-1}\right\|_{L^{2}}\left|\mu_{1}-\mu_{2}\right|  \tag{D.6}\\
& \\
& \quad+\frac{c_{a}}{\Delta t}\left\|u_{N}^{k}\left(\mu_{1}\right)\right\|_{X}\left\|\Delta u_{N}^{k}-\Delta u_{N}^{k-1}\right\|_{L^{2}}\left|\mu_{1}-\mu_{2}\right|
\end{align*}
$$

Next, we apply the Cauchy-Schwarz inequality to the first term on the right and continuity to the second term on the right; we then apply Young's inequality to each term on the right to obtain

$$
\begin{align*}
\frac{1}{\Delta t^{2}} \| \Delta u_{N}^{k}- & \Delta u_{N}^{k-1} \|_{L^{2}}^{2}+\frac{1}{\Delta t} a^{1}\left(\Delta u_{N}^{k}, \Delta u_{N}^{k}\right) \\
& \leq \frac{1}{2 \Delta t}\left(a^{1}\left(\Delta u_{N}^{k}, \Delta u_{N}^{k}\right)+a^{1}\left(\Delta u_{N}^{k-1}, \Delta u_{N}^{k-1}\right)\right) \\
& +\frac{\bar{\gamma}}{2}\left(\frac{1}{3 \bar{\gamma} \Delta t^{2}}\left\|\Delta u_{N}^{k}-\Delta u_{N}^{k-1}\right\|_{L^{2}}^{2}+3 \bar{\gamma}\left\|\Delta u_{N}^{k}\right\|_{X}^{2}\right) \\
& +\frac{1}{2}\left(\frac{1}{3 \Delta t^{2}}\left\|\Delta u_{N}^{k}-\Delta u_{N}^{k-1}\right\|_{L^{2}}^{2}+3 c_{f}^{2}\left|\mu_{1}-\mu_{2}\right|^{2}\right) \\
+ & \frac{1}{2}\left(\frac{1}{3 \Delta t^{2}}\left\|\Delta u_{N}^{k}-\Delta u_{N}^{k-1}\right\|_{L^{2}}^{2}+3 c_{a}^{2}\left\|u_{N}^{k}\left(\mu_{1}\right)\right\|_{X}^{2}\left|\mu_{1}-\mu_{2}\right|^{2}\right) \tag{D.7}
\end{align*}
$$

or

$$
\begin{align*}
\frac{1}{\Delta t} \| \Delta u_{N}^{k} & -\Delta u_{N}^{k-1} \|_{L^{2}}^{2}+a^{1}\left(\Delta u_{N}^{k}, \Delta u_{N}^{k}\right)-a^{1}\left(\Delta u_{N}^{k-1}, \Delta u_{N}^{k-1}\right) \\
& \leq 3 \bar{\gamma}^{2} \Delta t\left\|\Delta u_{N}^{k}\right\|_{X}^{2}+3\left|\mu_{1}-\mu_{2}\right|^{2}\left(c_{f}^{2} \Delta t+c_{a}^{2} \Delta t\left\|u_{N}^{k}\left(\mu_{1}\right)\right\|_{X}^{2}\right) \tag{D.8}
\end{align*}
$$

We then substitute $k^{\prime}$ for $k$ and sum over $k^{\prime}$ to obtain

$$
\begin{align*}
& \frac{1}{\Delta t} \sum_{k^{\prime}=1}^{k}\left\|\Delta u_{N}^{k^{\prime}}-\Delta u_{N}^{k^{\prime}-1}\right\|_{L^{2}}^{2}+a^{1}\left(\Delta u_{N}^{k}, \Delta u_{N}^{k}\right) \\
& \quad \leq 3 \bar{\gamma}^{2} \sum_{k^{\prime}=1}^{k} \Delta t\left\|\Delta u_{N}^{k^{\prime}}\right\|_{X}^{2}+3\left|\mu_{1}-\mu_{2}\right|^{2}\left(c_{f}^{2} t^{k}+c_{a}^{2} \Delta t \sum_{k^{\prime}=1}^{k}\left\|u_{N}^{k^{\prime}}\left(\mu_{1}\right)\right\|_{X}^{2}\right) \tag{D.9}
\end{align*}
$$

Finally, we first invoke coercivity of $a(\cdot, \cdot ; \mu)$, and then Lemmas 2 and 3 to obtain

$$
\begin{align*}
& \frac{1}{\Delta t} \sum_{k^{\prime}=1}^{k}\left\|\Delta u_{N}^{k^{\prime}}-\Delta u_{N}^{k^{\prime}-1}\right\|_{L^{2}}^{2}+a^{1}\left(\Delta u_{N}^{k}, \Delta u_{N}^{k}\right) \\
& \quad \leq \frac{3 \bar{\gamma}^{2}}{\underline{\alpha}} \Delta t \sum_{k^{\prime}=1}^{k} a\left(\Delta u_{N}^{k^{\prime}}, \Delta u_{N}^{k^{\prime}} ; \mu_{2}\right) \\
& \quad+\frac{3}{\underline{\alpha}}\left|\mu_{1}-\mu_{2}\right|^{2}\left(\underline{\alpha} c_{f}^{2} t^{k}+c_{a}^{2} \Delta t \sum_{k^{\prime}=1}^{k} a\left(u_{N}^{k^{\prime}}\left(\mu_{1}\right), u_{N}^{k^{\prime}}\left(\mu_{1}\right) ; \mu_{1}\right)\right) \\
& \quad \leq\left|\mu_{1}-\mu_{2}\right|^{2} \frac{3}{\underline{\alpha}^{2}}\left(\bar{\gamma}^{2} \underline{\alpha} \tilde{C}^{2}+t^{k} \underline{\alpha}^{2} c_{f}^{2}+t^{k} c_{a}^{2} \max _{\mu \in \mathcal{D}}\|f(\cdot ; \mu)\|_{X^{\prime}}\right) \tag{D.10}
\end{align*}
$$

The desired result thus follows since $a^{1}\left(\Delta u_{N}^{k}, \Delta u_{N}^{k}\right) \geq 0$.
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#### Abstract

In this paper we introduce a two-step Certified Reduced Basis (RB) method. In the first step we construct from an expensive finite element "truth" discretization of dimension $\mathcal{N}$ an intermediate RB model of dimension $N \ll \mathcal{N}$. In the second step we construct from this intermediate RB model a derived RB (DRB) model of dimension $M \leq N$. The construction of the DRB model is effected at cost $\mathcal{O}(N)$ and in particular at cost independent of $\mathcal{N}$; subsequent evaluation of the DRB model may then be effected at cost $\mathcal{O}(M)$. The DRB model comprises both the DRB output and a rigorous a posteriori error bound for the error in the DRB output with respect to the truth discretization. The new approach is of particular interest in two contexts: focus calculations and $h p-R B$ approximations. In the former the new approach serves to reduce online cost, $M \ll N$ : the DRB model is restricted to a slice or subregion of a larger parameter domain associated with the intermediate RB model. In the latter the new approach enlarges the class of problems amenable to $h p-\mathrm{RB}$ treatment by a significant reduction in offline (precomputation) cost: in the development of the $h p$ parameter domain partition and associated "local" (now derived) RB models the finite element truth is replaced by the intermediate RB model. We present numerical results to illustrate the new approach.


## 1 Introduction

The Certified Reduced Basis (RB) method is a computational and mathematical framework for model order reduction of parameter dependent partial differential
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equations (PDEs). In particular, the RB method provides rapid and certifiable computation of linear functional outputs - such as average field values or average fluxes - associated with the solution to the PDE for any set of input parameter values that configure the PDE in terms of (say) applied forces, material properties, geometry, or boundary conditions. The RB method is of interest in two particular contexts: real-time - such as parameter estimation [23] and optimal control [13] - and many-query - such as multiscale [3, 20] or stochastic simulation [4]. In these contexts, a computational preprocessing (offline) stage is typically justified. Early contributions to the RB methodology include [1, 24, 25]. For a review of these as well as more recent contributions, see [26].

Given any input parameter value from a predefined parameter domain, the RB field approximation is a Galerkin-optimal linear combination of $N$ precomputed highly accurate ("truth") $\mathcal{N}$-degree-of-freedom Finite Element (FE) snapshots of the solution to the PDE associated with $N$ judiciously chosen parameter values. The RB output approximation is then evaluated as a linear functional of the RB field approximation. When the solution depends smoothly on the parameters an accurate RB approximation may be computed based on rather few precomputed snapshots: $N \ll \mathcal{N}$. Moreover, a rigorous a posteriori RB output error bound for the difference between the truth output and RB output may also be developed.

The efficiency of the RB method in the real-time and many-query contexts is effected through an offline-online computational strategy. The RB offline stage comprises FE snapshot selection and computation. This stage may be expensive - $\mathcal{N}$-dependent - but is performed only once as preprocessing. The RB online stage comprises evaluation of the RB output and RB output error bound for any given input parameter value. This stage is inexpensive - $\mathcal{N}$-independent - and may thus be effected in real-time and many-query contexts. The keys to the $\mathcal{N}$-independent online stage are efficient construction-evaluation computational procedures that link the offline and online stages through a stored dataset of size independent of $\mathcal{N}$. These procedures also provide efficient and exhaustive exploration of the parameter domain in the offline selection of optimal FE snapshots through a Greedy sampling algorithm.

In this paper we introduce a two-step Certified RB method. In the first step we construct from an expensive FE truth discretization of dimension $\mathcal{N}$ an intermediate RB model of dimension $N \ll \mathcal{N}$. In the second step we construct from this intermediate RB model a derived RB (DRB) model of dimension $M \leq N$. The construction of the DRB model is effected at cost $\mathcal{O}(N)$ and in particular at cost independent of $\mathcal{N}$; subsequent evaluation of the DRB model may then be effected at cost $\mathcal{O}(M)$. The DRB model comprises both the DRB
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output and a rigorous a posteriori error bound for the error in the DRB output with respect to the truth discretization.

The DRB model is defined over a parameter subdomain (typically a subregion or submanifold of the original parameter domain associated with the underlying intermediate RB model) and hence typically $M$ can be chosen significantly smaller than $N$; the DRB model thus enables an additional speedup. The key innovations of this paper are efficient DRB precomputation - the construction cost of the DRB model is $\mathcal{N}$-independent - and rigorous and efficient a posteriori bounds for the error in the DRB approximation - the error may be bounded rigorously with respect to the $\mathcal{N}$-complexity FE truth at evaluation cost independent of $\mathcal{N}$ and $N$.

The notion of two-step model order reduction has been considered in earlier works, albeit in different contexts and with different emphasis than our approach here. In [29], a "Fourier model reduction method" for large (non-parametric) control problems is presented. The Fourier method is first applied to the original equation in order to construct an "intermediate order" reduced system; a computationally more intensive reduction method, such as balanced truncation [22], may then be applied to this intermediate order system. A two-step strategy is also pursued in [18], where a Krylov subspace method is followed by balanced truncation in the context of circuit component design.

In this paper, we consider parametric model order reduction in two contexts in which our new approach is of particular interest:

Focus calculations. We consider the case in which we require many (or realtime) RB output evaluations in a parameter subdomain or submanifold $\mathcal{D}^{\prime} \subset \mathcal{D}$. For an accurate approximation over this smaller parameter subdomain, a smaller DRB model may be sufficient and hence provide faster output computation compared to the standard RB alternative. Applications include parameter estimation and in particular Bayesian inference [23] and frequentistic validation [14], as well as visualization or indeed design or optimization of an RB output or RB error bound over a 1-parameter or 2-parameter slice of the full parameter domain.
$h p-\mathbf{R B}$ approximation. The $h p-\mathrm{RB}$ method was recently introduced in [7]. This approach provides an online speedup of the RB approximation through an optimal and automatic partition ( $h$-refinement) of the full parameter domain $\mathcal{D}$ into $K$ parameter subdomains $\mathcal{V}^{k} \subset \mathcal{D}, 1 \leq k \leq K$. A standard RB model of dimension $N^{k}$ is then constructed for each parameter subdomain ( $p$-refinement);
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presumably we may choose $N^{k} \ll N$ since each "local" approximation space is invoked for a smaller range of parameter values. However, although the online speedup associated with an $h p$-RB approximation may be significant, the offline cost can be rather large: the dimension reduction effected within each subdomain does not balance the number of parameter subdomains in terms of total offline computational cost. Thus, in particular, the $h p$ - RB offline stage requires

$$
\begin{equation*}
N_{\text {total }}=\sum_{k=1}^{K} N^{k}>N \tag{1.1}
\end{equation*}
$$

truth FE snapshot computations in total.
With the new two-step approach introduced in this paper, we replace the $N_{\text {total }}$ expensive offline FE truth snapshot computations in the $h p$-RB offline stage with much less expensive RB snapshot approximations; we then replace the standard RB model associated with each parameter subdomain by a DRB model. Through this $h p-\mathrm{DRB}$ approach, we may significantly reduce the $h p$ RB offline cost and hence broaden the class of problems amenable to $h p-\mathrm{RB}$ treatment. We include a summary of the hp-RB method in Section 5.1.

We may also pursue a mixed approach (for focus calculations or $h p-\mathrm{RB}$ approximations), in which the underlying intermediate RB model is in fact an $h p-\mathrm{RB}$ model. However, in particular with an $h p$-DRB approach, there is in this case a delicate balance in the offline stage between additional FE snapshot computations (for the underlying $h p-\mathrm{RB}$ model) and faster $h p-\mathrm{RB}$ snapshot computation (for the DRB models). We do not consider this mixed approach further in this paper.

The paper is organized as follows. We introduce in Section 2 the problem statement as well as notation required later; we also introduce two model problems to which we shall apply the new method. We introduce in Section 3 the new two-step approximation scheme; we discuss the (Greedy) construction of the RB and DRB approximation spaces, a posteriori error estimation, and the associated (construction-evaluation) computational procedures. We consider in Section 4 and Section 5 the new approach in the context of focus calculations and in the context of $h p$-RB approximations, respectively. In each context we discuss the associated offline-online computational decoupling, and we present numerical results for our two model problems; for all our numerical results we use rbOOmit [21], which is an RB plugin for the open source FE library libMesh [19]. Finally, in Section 6, we summarize the paper and discuss some areas of future work.

## 2 Problem Statement

### 2.1 Abstract Framework

We consider linear elliptic second order partial differential equations. For simplicity in the exposition of our approach we consider the formulation only for real-valued fields, however the extension to complex fields is straightforward and in fact in our second model problem (Helmholtz acoustic horn) we present results for this complex case. We introduce the spatial domain $\Omega \subset \mathbb{R}^{d}(d=1,2,3)$; we shall denote a particular spatial point $x \in \Omega$ as $x=\left(x_{(1)}, \ldots, x_{(d)}\right)$. We further specify the function spaces $L_{2}(\Omega)=\left\{v: \int_{\Omega} v^{2}<\infty\right\}, H_{1}(\Omega)=\left\{|\nabla v| \in L^{2}(\Omega)\right\}$, and $H_{0}^{1}(\Omega)=\left\{v \in H^{1}(\Omega),\left.v\right|_{\partial \Omega}=0\right\}$; we then introduce the space $X^{e}$ associated with the exact solutions of the parametrized PDE as $H_{0}^{1}(\Omega) \subseteq X^{e} \subseteq H^{1}(\Omega)$. We next introduce a parameter domain $\mathcal{D} \subset \mathbb{R}^{P}$; we shall denote a particular parameter value $\mu \in \mathcal{D}$ as $\mu=\left(\mu_{(1)}, \ldots, \mu_{(P)}\right)$.

We next introduce a parametrized bilinear form $a$ and a parametrized linear functional $f$ such that for any parameter value $\mu \in \mathcal{D}, a(\cdot, \cdot ; \mu): X^{e} \times X^{e} \rightarrow \mathbb{R}$ is coercive and continuous over $X^{e}$, and $f(\cdot ; \mu): X^{e} \rightarrow \mathbb{R}$ is bounded over $X^{e}$. We also introduce an $X^{e}$-bounded linear output functional $\ell: X^{e} \rightarrow \mathbb{R}$ which we for simplicity assume is parameter independent. We shall further assume that $a$ and $f$ admit parametrically affine expansions

$$
\begin{align*}
a(\cdot, \cdot ; \mu) & =\sum_{q=1}^{Q_{a}} a^{q}(\cdot, \cdot) \Theta_{a}^{q}(\mu),  \tag{2.1}\\
f(\cdot ; \mu) & =\sum_{q=1}^{Q_{f}} f^{q}(\cdot) \Theta_{f}^{q}(\mu), \tag{2.2}
\end{align*}
$$

respectively, where $Q_{a} \leq Q, Q_{f}<Q$, and $Q$ is finite and relatively small. The assumptions (2.1) and (2.2) accommodate the construction-evaluation computational procedures which we shall discuss in detail in Section 3.4. However, we note that these assumptions may be relaxed by the Empirical Interpolation Method [2, 5, 9], which in the non-affine case serves to construct affine expansions that are good approximations to the non-affine forms.

We denote by $\bar{\mu} \in \mathcal{D}$ a fixed "reference" parameter value; we then introduce the $X$-inner product and the associated $X$-norm for any $v, w \in X^{e}$ as

$$
\begin{equation*}
(w, v)_{X}=\frac{1}{2}(a(w, v ; \bar{\mu})+a(v, w ; \bar{\mu})), \quad\|v\|_{X}=\sqrt{(v, v)_{X}} \tag{2.3}
\end{equation*}
$$

respectively (more generally we may consider any inner product with induced norm equivalent to $\|\cdot\|_{X}$ ). We further introduce the coercivity and continuity constants of $a$,

$$
\begin{equation*}
\alpha^{e}(\mu)=\inf _{v \in X^{e}} \frac{a(v, v ; \mu)}{\|v\|_{X}^{2}}, \quad \gamma^{e}(\mu)=\sup _{v \in X^{e}} \sup _{w \in X^{e}} \frac{a(v, w ; \mu)}{\|v\|_{X}\|w\|_{X}}, \tag{2.4}
\end{equation*}
$$

respectively.
We may now introduce the abstract formulation of the exact problem. Given any parameter value $\mu \in \mathcal{D}$, find $u^{e}(\mu) \in X^{e}$ such that

$$
\begin{equation*}
a\left(u^{e}(\mu), v ; \mu\right)=f(v ; \mu), \quad \forall v \in X^{e} \tag{2.5}
\end{equation*}
$$

and then evaluate the exact output of interest as

$$
\begin{equation*}
s^{e}(\mu)=\ell\left(u^{e}(\mu)\right) . \tag{2.6}
\end{equation*}
$$

We next introduce a high-fidelity truth FE approximation space $X \equiv X^{\mathcal{N}} \subset$ $X^{e}$ of finite dimension $\mathcal{N}$. We may then introduce the truth FE discretization of (2.5)-(2.6): given any $\mu \in \mathcal{D}$, find $u(\mu) \in X$ such that

$$
\begin{equation*}
a(u(\mu), v ; \mu)=f(v ; \mu), \quad \forall v \in X \tag{2.7}
\end{equation*}
$$

and then evaluate the truth output of interest as

$$
\begin{equation*}
s(\mu)=\ell(u(\mu)) . \tag{2.8}
\end{equation*}
$$

We shall assume that $X$ is chosen rich enough (and thus $\mathcal{N}$ large enough) that, for any $\mu \in \mathcal{D}$, the error between the exact solution $u^{e}(\mu)$ and the truth approximation $u(\mu)$ is negligible at the desired level of numerical accuracy for the RB approximation; the RB approximation shall be built upon, and the RB error shall be bounded with respect to, this FE truth approximation.

We now introduce the coercivity and continuity constants of $a$ with respect to $X$,

$$
\begin{equation*}
\alpha(\mu)=\inf _{v \in X} \frac{a(v, v ; \mu)}{\|v\|_{X}^{2}}, \quad \gamma(\mu)=\sup _{v \in X} \sup _{w \in X} \frac{a(v, w ; \mu)}{\|v\|_{X}\|w\|_{X}}, \tag{2.9}
\end{equation*}
$$

respectively; for our a posteriori error estimators, we shall also require a coercivity lower bound $\alpha_{\mathrm{LB}}$ : $0<\alpha_{\mathrm{LB}}(\mu) \leq \alpha(\mu)$, for all $\mu \in \mathcal{D}$. An efficient computational procedure for the computation of a coercivity lower bound is possible through the Successive Constraint Method (SCM) [16, 17, 26].


Figure 1: The thermal block.

The RB method [26] provides an acceleration of the truth (2.7)-(2.8) by the construction of an approximation space of low dimension $N \ll \mathcal{N}$. This space is optimized for the particular problem at hand, and thus provides accurate approximations despite the relatively low cost. The DRB method, which is the focus of this paper, further accelerates the RB approximation in contexts such as focus calculations and $h p-\mathrm{RB}$ approximations by the construction of an approximation space derived from an intermediate RB approximation space. This DRB approximation space is tailored to a parameter subdomain or submanifold of the original parameter domain, and is of even lower dimension $M \leq N$.

### 2.2 Model Problems

### 2.2.1 A 3D Thermal Block

We introduce here a "thermal block" linear elliptic model problem. We specify the spatial domain (the thermal block) $\Omega=(0,1)^{3}$, which is partitioned into
eight subblocks

$$
\begin{align*}
& \Omega_{0}=(0,0.5) \times(0,0.5) \times(0,0.5),  \tag{2.10}\\
& \Omega_{1}=(0.5,1) \times(0,0.5) \times(0,0.5),  \tag{2.11}\\
& \Omega_{2}=(0,0.5) \times(0.5,1) \times(0,0.5),  \tag{2.12}\\
& \Omega_{3}=(0.5,1) \times(0.5,1) \times(0,0.5),  \tag{2.13}\\
& \Omega_{4}=(0,0.5) \times(0,0.5) \times(0.5,1),  \tag{2.14}\\
& \Omega_{5}=(0.5,1) \times(0,0.5) \times(0.5,1),  \tag{2.15}\\
& \Omega_{6}=(0,0.5) \times(0.5,1) \times(0.5,1),  \tag{2.16}\\
& \Omega_{7}=(0.5,1) \times(0.5,1) \times(0.5,1), \tag{2.17}
\end{align*}
$$

as shown in Figure 1. We shall consider the nondimensionalized temperature $u^{e}(\mu)$ in $\Omega$. We specify unity (inward) heat flux on the floor $\Gamma_{\text {base }}=\{x \in \partial \Omega$ : $\left.x_{(3)}=0\right\}$; we specify thermal insulation $\partial u^{e} / \partial n=0$ on the walls $\Gamma_{\text {wall }}=\{x \in$ $\partial \Omega: x_{(1)}=0$ or $\left.x_{(1)}=1\right\} \cup\left\{x \in \partial \Omega: x_{(2)}=0\right.$ or $\left.x_{(2)}=1\right\}$ (here $n$ denotes the outward normal unit vector); and we specify zero temperature $u^{e}=0$ on the top $\Gamma_{\text {top }}=\left\{x \in \partial \Omega: x_{(3)}=1\right\}$. We require continuity of the temperature and of the heat flux across interior boundaries. We next specify the parameter domain $\mathcal{D}=[0.5,2]^{7}$; the thermal conductivity in the seven subblocks $\Omega_{i}, 1 \leq i \leq 7$, is given by $\mu_{(i)}, 1 \leq i \leq 7$. The thermal conductivity in $\Omega_{0}$ is equal to unity.

We now specify the exact space $X^{e}=\left\{v \in H^{1}(\Omega):\left.v\right|_{\Gamma_{\text {top }}}=0\right\}$. We then specify, for all $\mu \in \mathcal{D}$ and for any $w, v \in X^{e}$, the bilinear form and linear functional

$$
\begin{align*}
a(w, v ; \mu) & =\int_{\Omega_{0}} \nabla w \cdot \nabla v+\sum_{i=1}^{7} \mu_{(i)} \int_{\Omega_{i}} \nabla w \cdot \nabla v  \tag{2.18}\\
f(v ; \mu) & =\int_{\Gamma_{\text {base }}} v \tag{2.19}
\end{align*}
$$

respectively. We also specify, for any $v \in X^{e}$, the output functional

$$
\begin{equation*}
\ell(v)=\frac{1}{\left|\Omega_{\mathrm{out}}\right|} \int_{\Omega_{\mathrm{out}}} v \tag{2.20}
\end{equation*}
$$

where $\Omega_{\text {out }}=(0,0.25) \times(0,0.25) \times(0,0.25)$ and $\left|\Omega_{\mathrm{out}}\right|=0.25^{3}$ is the size of $\Omega_{\text {out }}$. The exact weak formulation for the temperature $u^{e}(\mu)$ in $\Omega$ is then given by (2.5); the exact output $s^{e}(\mu)=\ell\left(u^{e}(\mu)\right)$ corresponds to the average temperature over $\Omega_{\text {out }}$. We note that our affine assumptions (2.1)-(2.2) hold


Figure 2: The acoustic horn.
for $Q_{a}=8$ and $Q_{f}=1$. We choose for this problem the reference parameter $\bar{\mu}=(1,1,1,1,1,1,1) \in \mathbb{R}^{7} ;$ thus $(w, v)_{X}=\int_{\Omega} \nabla w \cdot \nabla v$.

For our numerical results of Section 4.2.1 (focus calculations) and Section 5.4 .1 ( $h p$-RB approximations) we use for our truth calculations a standard $\mathbb{P}_{1}(\Omega)$ FE approximation space $X=X^{\mathcal{N}}$ of dimension $\mathcal{N}=9261$, which is deemed sufficiently rich. The truth FE formulation of the problem is then given by (2.7). We note that with our choice of inner product our problem is coercive with a coercivity lower bound given for all $\mu \in \mathcal{D}$ by $\alpha_{\mathrm{LB}}(\mu)=\min \left\{1, \mu_{(1)}, \cdots, \mu_{(7)}\right\}$. (In fact here $\alpha_{\mathrm{LB}}(\mu) \leq \alpha^{e}(\mu)(\leq \alpha(\mu))$.)

### 2.2.2 A 2D Acoustic Horn

We introduce here a Helmholtz linear elliptic model problem, first proposed in [27]. We specify a parametrized two-dimensional domain $\Omega_{o}(\mu) \subset \mathbb{R}^{2}$, which corresponds to a parameter dependent acoustic horn inside a truncated circular domain as shown in Figure 2. (The subscript o denotes an "original" quantity;
for our computational procedures we consider $\Omega_{o}(\mu)$ as the image of a parameter independent "reference" domain under a piecewise affine mapping.) The horn consists of a straight channel of width $a=1$ and length $l_{1}=3$, followed by a flared section of length $l_{2}=5$. The outlet is of width $2 b=10$. The expansion channel is divided into 3 sections of equal length $5 / 3$. The wall $\Gamma_{o, W}$ of the symmetric expansion channel is modeled as a piecewise linear function; the heights of the sections, $b_{1}$ and $b_{2}$, are considered as our (geometric) parameters. The domain is truncated at the circle $\Gamma_{o, \mathrm{R}}$ of radius $R=12.5$ centered slightly away from the outlet of the horn.

We shall consider the nondimensionalized (complex) pressure $u_{o}^{e}(\mu)$ in $\Omega_{o}(\mu)$; in this subsection $i=\sqrt{-1}$. We specify a source, $\frac{\partial u_{o}^{e}(\mu)}{\partial n_{o}}+i \mu_{(3)} u_{o}^{e}(\mu)=2 i \mu_{(3)}$, at the inlet $\Gamma_{o, \text { in }}$; we specify a first order (Sommerfeld) radiation boundary condition, $\frac{\partial u_{o}^{e}(\mu)}{\partial n_{o}}+\left(i \mu_{(3)}+\frac{1}{2 R}\right) u_{o}^{e}(\mu)=0$, at the radiation boundary $\Gamma_{o, R}$; and we specify a Neumann boundary condition, $\partial u_{o}^{e}(\mu) / \partial n_{o}=0$, on the horn wall $\Gamma_{o, \mathrm{~W}}$. We next specify the parameter domain $\mathcal{D}=[1.0,1.8] \times[1.8,2.5] \times[0,2]$; we denote a particular parameter value as $\mu=\left(\mu_{(1)}, \mu_{(2)}, \mu_{(3)}\right)=\left(b_{1}, b_{2}, k\right) \in \mathcal{D}$, where $k$ is the nondimensional frequency or wave number.

We now define our complex space $X_{o}^{e}=\left\{v=v_{R}+i v_{I}: v_{R} \in H^{1}\left(\Omega_{o}(\mu)\right), v_{I} \in\right.$ $\left.H^{1}\left(\Omega_{o}(\mu)\right)\right\}$. Let $\bar{v}$ denote the complex conjugate of $v$. We then specify, for all $\mu \in \mathcal{D}$ and for any $w, v \in X_{o}^{e}$, the sesquilinear form and anti-linear functional

$$
\begin{align*}
a_{o}(w, v ; \mu)= & (1+i \epsilon) \int_{\Omega_{o}(\mu)} \nabla w \cdot \nabla \bar{v}-\mu_{(3)} \int_{\Omega_{o}(\mu)} w \bar{v} \\
& +\int_{\Gamma_{o, \text { in }}} w \bar{v}+\left(\frac{1}{2 R}+i \mu_{(3)}\right) \int_{\Gamma_{o, \mathrm{R}}} w \bar{v},  \tag{2.21}\\
f_{o}(v ; \mu)= & 2 i \mu_{(3)} \int_{\Gamma_{o, \text { in }}} \bar{v}, \tag{2.22}
\end{align*}
$$

respectively. Here $\epsilon=0.001$ represent a small dissipation in the medium. We also specify, for any $v \in X_{o}^{e}$, the output functional

$$
\begin{equation*}
\ell_{o}(v)=\int_{\Gamma_{o, \text { in }}} \bar{v} ; \tag{2.23}
\end{equation*}
$$

the output thus corresponds to a measurement of the pressure at the inlet $\Gamma_{o, \text { in }}$.
We then apply a domain decomposition technique (see [26]) to represent the bilinear and linear forms in our usual affine expansions: we divide $\Omega_{o}(\mu)$ into


Figure 3: The magnitude of the pressure field in $\Omega_{o}(\mu)$ for different parameter values.

20 subdomains and consider each subdomain as the image of a parameter independent "reference subdomain" under an affine transformation; we denote the union of these reference subdomains by $\Omega\left(\equiv \Omega_{o}(\bar{\mu})\right.$, where $\left.\bar{\mu}=(1.4,2.15,0)\right)$. We also introduce a space $X^{e}$ such that any $v \in X^{e}$ maps to $v_{o} \in X_{o}^{e}$ through our piecewise affine transformation. The exact weak formulation for the pressure $u^{e}(\mu) \in X^{e}$ in the reference domain $\Omega$ is then given by a complex version of (2.5). Furthermore, through the domain decomposition technique we obtain complex versions of (2.1) and (2.2) for $Q_{a}=25$ and $Q_{f}=1$, respectively. We finally define, for all $w, v \in X^{e}$, our $X$-inner product for this problem as

$$
\begin{equation*}
(w, v)_{X}=\int_{\Omega} \nabla w \cdot \nabla \bar{v}+\int_{\Omega} w \bar{v} \tag{2.24}
\end{equation*}
$$

For our numerical results in Section 4.2.2 (focus calculations) and Section 5.4.2 ( $h p$-RB approximations) we use for our truth calculations a standard $\mathbb{P}_{1}(\Omega)$ FE approximation space $X=X^{\mathcal{N}} \subset X^{e}$ of dimension $\mathcal{N}=30108$, which is sufficiently accurate for our choice of frequency range. For purposes of illustration we show in Figure 3 three solution fields corresponding to different parameter values.

Although with the dissipation (and radiation) condition this problem is in fact coercive, it is preferable to consider for our a posteriori error estimators not a coercivity constant lower bound but rather an inf-sup constant lower bound $\beta_{\mathrm{LB}}: 0<\beta_{\mathrm{LB}}(\mu) \leq \beta(\mu)$. Here,

$$
\begin{equation*}
\beta(\mu)=\inf _{w \in X} \sup _{v \in X} \frac{|a(w, v ; \mu)|}{\|w\|_{X}\|v\|_{X}}, \tag{2.25}
\end{equation*}
$$

for all $\mu \in \mathcal{D}$, where $|\cdot|$ denotes complex modulus. Typically, this positive infsup lower bound is constructed by a natural norm version of the SCM procedure [16]. However, in this paper, for simplicity ${ }^{1}$ we choose $\beta_{\text {LB }}$ to be a constant: the minimum of the SCM lower bound over a dense set in $\mathcal{D}$. Admittedly, this choice will compromise both sharpness (since we invoke a minimum) and rigor (since this minimum is taken over a subset of $\mathcal{D}$ ) of our a posteriori error bound.

## 3 The Certified Derived Reduced Basis Method

In this section we introduce the new two-step RB method. For simplicity our development here is for coercive linear elliptic equations with real-valued fields. However, the extension to non-coercive equations and complex fields - required for our Helmholtz acoustic horn model problem - is straightforward.

### 3.1 Derived RB approximation

We introduce the intermediate (standard) RB approximation space $X_{N} \subset X$ of dimension $N \ll \mathcal{N}$. The space $X_{N}$ is spanned by solutions of (2.7) for judiciously chosen (see Section 3.3) parameter values $\mu_{1} \in \mathcal{D}, \ldots, \mu_{N} \in \mathcal{D}$,

$$
\begin{equation*}
X_{N} \equiv \operatorname{span}\left\{u\left(\mu_{1}\right), \ldots, u\left(\mu_{N}\right)\right\} \equiv \operatorname{span}\left\{\zeta_{1}, \ldots \zeta_{N}\right\} \tag{3.1}
\end{equation*}
$$

here, $\left\{\zeta_{1}, \ldots, \zeta_{N}\right\}$ denotes an $X$-orthonormal basis for $X_{N}$, obtained through (say) a modified Gram-Schmidt procedure. ${ }^{2}$

We may then introduce the RB approximation: given any $\mu \in \mathcal{D}$, find $u_{N}(\mu) \in X_{N}$ such that

$$
\begin{equation*}
a\left(u_{N}(\mu), v ; \mu\right)=f(v ; \mu), \quad \forall v \in X_{N} \tag{3.2}
\end{equation*}
$$

and then evaluate the RB output approximation as

$$
\begin{equation*}
s_{N}(\mu)=\ell\left(u_{N}(\mu)\right) \tag{3.3}
\end{equation*}
$$

[^12]We now introduce a parameter subdomain or submanifold $\mathcal{D}^{\prime} \subset \mathcal{D}$ to which the DRB model shall be specifically tailored. In the context of focus calculations, we wish to speed up evaluation of the RB solution, RB output, and RB error bound for any parameter value in the subdomain $\mathcal{D}^{\prime} \subset \mathcal{D}$; in the context of $h p$ - RB approximations, we wish to speedup evaluation of the RB solution, RB output, and RB error bound for any parameter value in $\mathcal{D}$ through a partition of $\mathcal{D}$ into many $(K)$ subdomains $\mathcal{V}^{k} \subset \mathcal{D}, 1 \leq k \leq K$ subdomains. ${ }^{3}$ With regard to the $h p-\mathrm{RB}$ approximation, $\mathcal{D}^{\prime}$ denotes in this section any of the $K$ subdomains $\mathcal{V}^{k}, 1 \leq k \leq K$; the $h p-\mathrm{RB}$ approximation is discussed in greater detail in Section 5.

We introduce the DRB approximation space $X_{N, M} \subset X_{N}$ of dimension $M \leq N$. The space $X_{N, M}$ is spanned by solutions of (3.2) for judiciously chosen (see Section 3.3) parameter values $\mu_{1}^{\prime} \in \mathcal{D}^{\prime}, \ldots, \mu_{M}^{\prime} \in \mathcal{D}^{\prime}$,

$$
\begin{equation*}
X_{N, M} \equiv \operatorname{span}\left\{u_{N}\left(\mu_{1}^{\prime}\right), \ldots, u_{N}\left(\mu_{M}^{\prime}\right)\right\} \equiv \operatorname{span}\left\{\psi_{1}, \ldots \psi_{M}\right\} \tag{3.4}
\end{equation*}
$$

Here, $\left\{\psi_{1}, \ldots, \psi_{M}\right\}$ denotes an $X$-orthonormal basis for $X_{N, M}$, obtained through a Gram-Schmidt procedure; however we note that in practice, we shall not require the explicit ( $\mathcal{N}$-dependent) computation of $\psi_{1}, \ldots, \psi_{M}$. The computational link between the intermediate and derived RB models will be discussed later in Section 3.4.

We may now finally introduce the DRB approximation: given any $\mu \in \mathcal{D}^{\prime}$, find $u_{N, M}(\mu) \in X_{N, M}$ such that

$$
\begin{equation*}
a\left(u_{N, M}(\mu), v ; \mu\right)=f(v ; \mu), \quad \forall v \in X_{N, M}, \tag{3.5}
\end{equation*}
$$

and then evaluate the DRB output approximation as

$$
\begin{equation*}
s_{N, M}(\mu)=\ell\left(u_{N, M}(\mu)\right) . \tag{3.6}
\end{equation*}
$$

### 3.2 A Posteriori Error Estimation

We first recall the a posteriori error estimator for the (standard) RB approximation [26]. We define the residual

$$
\begin{equation*}
r_{N}(\cdot ; \mu)=a\left(u_{N}(\mu), \cdot ; \mu\right)-f(\cdot ; \mu) \in X^{\prime} ; \tag{3.7}
\end{equation*}
$$

[^13]we then introduce the Riesz representation of the residual, $\mathcal{R}_{N}(\mu) \in X$, which satisfies
\[

$$
\begin{equation*}
\left(\mathcal{R}_{N}(\mu), v\right)_{X}=r_{N}(v ; \mu), \quad \forall v \in X \tag{3.8}
\end{equation*}
$$

\]

We may then define the RB error bound as ${ }^{4}$

$$
\begin{equation*}
\Delta_{N}(\mu)=\frac{\left\|\mathcal{R}_{N}(\mu)\right\|_{X}}{\alpha_{\mathrm{LB}}(\mu)} \tag{3.9}
\end{equation*}
$$

We may readily demonstrate that $\left\|u(\mu)-u_{N}(\mu)\right\|_{X} \leq \Delta_{N}(\mu)$ : We first note that the error $e_{N}(\mu)=u(\mu)-u_{N}(\mu)$ satisifes

$$
\begin{equation*}
a\left(e_{N}(\mu), v ; \mu\right)=r_{N}(v ; \mu), \quad \forall v \in X \tag{3.10}
\end{equation*}
$$

We then choose $v=e_{N}(\mu)$ and invoke (3.8) to obtain

$$
\begin{equation*}
a\left(e_{N}(\mu), e_{N}(\mu) ; \mu\right)=\left(\mathcal{R}_{N}(\mu), e_{N}(\mu)\right)_{X} \tag{3.11}
\end{equation*}
$$

We apply coercivity to the left hand side and the Cauchy-Schwarz inequality to the right hand side to obtain

$$
\begin{equation*}
\alpha_{\mathrm{LB}}(\mu)\left\|e_{N}(\mu)\right\|_{X}^{2} \leq\left\|\mathcal{R}_{N}(\mu)\right\|_{X}\left\|e_{N}(\mu)\right\|_{X} \tag{3.12}
\end{equation*}
$$

from where we readily derive (3.9). We shall discuss the computation of $\Delta_{N}(\mu)$ - in particular the dual norm of the residual $\left\|\mathcal{R}_{N}(\mu)\right\|_{X}$ - in Section 3.4; however we note here that we may in the RB evaluation stage, for any given $\mu \in$ $\mathcal{D}$, compute $\Delta_{N}(\mu)$ at $\operatorname{cost} \mathcal{O}\left(Q^{2} N^{2}\right)$ - independently of the truth complexity $\mathcal{N}$.

The a posteriori error estimator for the DRB approximation is very similar. We define the residual

$$
\begin{equation*}
r_{N, M}(\cdot ; \mu)=a\left(u_{N, M}(\mu), \cdot ; \mu\right)-f(\cdot ; \mu) \in X^{\prime} \tag{3.13}
\end{equation*}
$$

we then introduce the Riesz representation of the residual, $\mathcal{R}_{N, M}(\mu) \in X$, which satisfies

$$
\begin{equation*}
\left(\mathcal{R}_{N, M}(\mu), v\right)_{X}=r_{N, M}(v ; \mu), \quad \forall v \in X \tag{3.14}
\end{equation*}
$$

[^14]We then define the error bound

$$
\begin{equation*}
\Delta_{N, M}(\mu)=\frac{\left\|\mathcal{R}_{N, M}(\mu)\right\|_{X}}{\alpha_{\mathrm{LB}}(\mu)}, \tag{3.15}
\end{equation*}
$$

for which we may show that $\left\|u(\mu)-u_{N, M}(\mu)\right\|_{X} \leq \Delta_{N}(\mu)$ by arguments analogous to (3.10)-(3.12). We emphasize that $\Delta_{N, M}(\mu)$ bounds the error in the DRB approximation with respect to the truth upon which the intermediate RB model is built. We shall discuss the computation of $\Delta_{N, M}(\mu)$ in detail in Section 3.4; however we note here that we may in the DRB evaluation stage, for any given $\mu \in \mathcal{D}^{\prime}$, compute $\Delta_{N, M}(\mu)$ at $\operatorname{cost} \mathcal{O}\left(Q^{2} M^{2}\right)$ — independently of the truth complexity $\mathcal{N}$ and the RB complexity $N$.

For our sampling algorithm which we discuss in the next section we shall also require a bound for the error in the DRB approximation with respect to the intermediate RB approximation. We introduce the Riesz representation of the DRB residual in the RB space, $\tilde{\mathcal{R}}_{N, M}(\mu) \in X_{N}$, which satisfies

$$
\begin{equation*}
\left(\tilde{\mathcal{R}}_{N, M}(\mu), v\right)_{X}=r_{N, M}(v), \quad \forall v \in X_{N} . \tag{3.16}
\end{equation*}
$$

We then define the error bound

$$
\begin{equation*}
\tilde{\Delta}_{N, M}(\mu)=\frac{\left\|\tilde{\mathcal{R}}_{N, M}(\mu)\right\|_{X}}{\alpha_{\mathrm{LB}}(\mu)} ; \tag{3.17}
\end{equation*}
$$

for which we may show that $\left\|u_{N}(\mu)-u_{N, M}(\mu)\right\|_{X} \leq \tilde{\Delta}_{N, M}(\mu)$ by arguments analogous to (3.10)-(3.12).

Finally, we note that we may readily develop error bounds for the RB (or DRB) output approximation. For example, for any $\mu \in \mathcal{D}$,

$$
\begin{align*}
\left|s(\mu)-s_{N, M}(\mu)\right| & =\left|\ell\left(u(\mu)-u_{N, M}(\mu)\right)\right|  \tag{3.18}\\
& \leq \sup _{v \in X} \frac{\ell(v)}{\|v\|_{X}}\left\|u(\mu)-u_{N, M}(\mu)\right\|_{X}  \tag{3.19}\\
& \leq\|\ell\|_{X^{\prime}} \Delta_{N, M}(\mu) \tag{3.20}
\end{align*}
$$

### 3.3 Greedy Parameter Sampling

For the construction of both the intermediate RB space $X_{N}$ and the DRB space $X_{N, M}$, we invoke a Greedy parameter sampling procedure [26, 28], which we now discuss.

```
Algorithm \(1 X_{N_{\max }}=\) Greedy \(^{\mathrm{RB}}\left(\mu_{1}, \epsilon_{\text {tol }}^{\mathrm{RB}}\right)\)
    \(N \leftarrow 1\)
    \(X_{N}=\operatorname{span}\left\{u\left(\mu_{N}\right)\right\}\)
    \(\epsilon_{N}^{\max }=\max _{\mu \in \Xi_{\text {train }}^{\mathcal{D}}} \Delta_{N}(\mu)\)
    while \(\epsilon_{N}^{\text {max }}>\epsilon_{\text {tol }}^{\text {train }_{\text {RB }}^{\text {RI }}}\) do
        \(N \leftarrow N+1\)
        \(\mu_{N}=\arg \max _{\mu \in \Xi_{\text {train }}^{\mathcal{D}}} \Delta_{N-1}(\mu)\)
        \(X_{N}=X_{N-1} \oplus \operatorname{span}\left\{u\left(\mu_{N}\right)\right\}\)
        \(\epsilon_{N}^{\max }=\max _{\mu \in \Xi_{\text {train }}^{\mathcal{D}}} \Delta_{N}(\mu)\)
    end while
    \(N_{\max }=N\)
```

We first consider the construction of the intermediate RB approximation space. We introduce a training set $\Xi_{\text {train }}^{\mathcal{D}} \subset \mathcal{D}$ of finite cardinality $\left|\Xi_{\text {train }}^{\mathcal{D}}\right|$ which shall serve as a computational surrogate for $\mathcal{D}$. We then introduce as Algorithm 1 the Greedy ${ }^{\mathrm{RB}}$ sampling procedure. For a specified tolerance $\epsilon_{\text {tol }}^{\mathrm{RB}}$ and an initial parameter value $\mu_{1} \in \mathcal{D}$, Algorithm 1 returns a space $X_{N_{\max }} \subset X$ of dimension $N_{\max }$ such that $\Delta_{N_{\max }}(\mu) \leq \epsilon_{\mathrm{tol}}^{\mathrm{RB}}$ for all $\mu \in \Xi_{\text {train }}^{\mathcal{D}}$. We typically choose $\Xi_{\text {train }}^{\mathcal{D}}$ "dense" and hence we may anticipate that $\Delta_{N_{\max }}(\mu) \leq \epsilon_{\mathrm{tol}}^{\mathrm{RB}}$ for most $\mu \in \mathcal{D}$. We note that due to the hierarchical structure of the spaces $X_{1} \subset \cdots \subset X_{N_{\max }}$ - we may readily extract spaces of dimension $N<N_{\max }$ from $X_{N_{\text {max }}}$.

We next consider the construction of the DRB approximation space. We introduce a training set $\Xi_{\text {train }}^{\mathcal{D}^{\prime}} \subset \mathcal{D}^{\prime}(\subset \mathcal{D})$ of finite cardinality $\left|\Xi_{\text {train }}^{\mathcal{D}^{\prime}}\right|$ which shall serve as our computational surrogate for $\mathcal{D}^{\prime}$. We then introduce as Algorithm 2 the Greedy ${ }^{\text {DRB }}$ sampling procedure. For a specified tolerance $\epsilon_{\text {tol }}^{\mathrm{DRB}}$, a desired intermediate RB space (upon which the DRB space is built) dimension $N \leq$ $N_{\text {max }}$, and an initial parameter value $\mu_{1}^{\prime} \in \mathcal{D}^{\prime}$, Algorithm 2 returns a space $X_{N, M_{\max }} \subseteq X_{N}$ of dimension $M_{\max } \leq N$ such that $\tilde{\Delta}_{N, M_{\max }}(\mu) \leq \epsilon_{\mathrm{tol}}^{\mathrm{DRB}}$ for all $\mu \in \Xi_{\text {train }}^{\mathcal{D}^{\prime}}$. We note that due to the hierarchical structure of the spaces $X_{N, 1} \subset \cdots \subset X_{1, M_{\max }}$ - we may readily extract spaces of dimension $M<M_{\max }$ from $X_{N, M_{\max }}$. We emphasize that Algorithm 2 is identical to Algorithm 1 except for the procedures for snapshot computation and error bound evaluation.

We note that in Algorithm 2 we invoke the error bound (3.17) with respect to the intermediate RB approximation in order to ensure convergence of the algorithm: the maximum error bound $\epsilon_{N, M}^{\max } \rightarrow 0$ as $M \rightarrow N$ and hence any specified tolerance $\epsilon_{\mathrm{tol}}^{\mathrm{DRB}}>0$ will eventually be satisfied. We also note that, for

```
Algorithm \(2 X_{N, M_{\max }}=\operatorname{Greedy}^{\mathrm{DRB}}\left(\mu_{1}^{\prime}, N, \epsilon_{\text {tol }}^{\mathrm{DRB}}\right)\)
    \(M \leftarrow 1\)
    \(X_{N, M}=\operatorname{span}\left\{u\left(\mu_{M}^{\prime}\right)\right\}\)
    \(\epsilon_{N, M}^{\max }=\max _{\mu \in \Xi_{\text {train }}^{\mathcal{D}}} \tilde{\Delta}_{N, M}(\mu)\)
    while \(\epsilon_{N, M}^{\max }>\epsilon_{\text {tol }}^{\text {train }}\) Ro
        \(M \leftarrow M+1\)
        \(\mu_{M}^{\prime}=\arg \max _{\mu \in \Xi_{\text {train }}^{\mathcal{D}}} \tilde{\Delta}_{N, M-1}(\mu)\)
        \(X_{N, M}=X_{N, M-1} \oplus \operatorname{span}\left\{u_{N}\left(\mu_{M}^{\prime}\right)\right\}\)
        \(\epsilon_{M}^{\max }=\max _{\mu \in \Xi_{\text {train }}^{\mathcal{D}}} \tilde{\Delta}_{N, M}(\mu)\)
    end while
    \(M_{\text {max }}=M\)
```

any $\mu \in \Xi_{\text {train }}^{\mathcal{D}^{\prime}}$, the error in the $\operatorname{DRB}$ approximation with respect to the truth can be bounded as

$$
\begin{align*}
\left\|u(\mu)-u_{N, M}(\mu)\right\|_{X} \leq \| u(\mu)- & u_{N}(\mu)\left\|_{X}+\right\| u_{N}(\mu)-u_{N, M}(\mu) \|_{X} \\
& \leq \Delta_{N}(\mu)+\tilde{\Delta}_{N, M}(\mu) \leq \epsilon_{N}^{\max }+\epsilon_{N, M}^{\max } \tag{3.21}
\end{align*}
$$

However, we can not reduce the term $\epsilon_{N}^{\max }$ since we increase only $M$ (and not $N$ ) during the Greedy ${ }^{\mathrm{DRB}}$ sampling procedure. As a result we typically choose in practice $\epsilon_{\mathrm{tol}}^{\mathrm{DRB}}>\epsilon_{\mathrm{tol}}^{\mathrm{RB}}$ in order to avoid Greedy ${ }^{\mathrm{DRB}}$ iterations that do not provide significant error (with respect to the truth) reduction.

We emphasize that in the online stage we bound the error in the DRB approximation with respect to the truth. We note that in practice we do not invoke $\Delta_{N}(\mu)+\tilde{\Delta}_{N, M}(\mu)$ (in (3.21)) as an error bound, since evaluation of $\Delta_{N}(\mu)$ is expensive ( $N$-dependent). We thus invoke in the online stage the less expensive (evaluation cost depends on $M$, and not on $N$ ) bound $\Delta_{N, M}(\mu)$ in (3.15). We discuss computational procedures and associated computational cost next.

### 3.4 Construction-Evaluation Computational Procedures

The key ingredients in our computational procedures are the affine expansions (2.1) and (2.2) of $a$ and $f$, respectively. The construction-evaluation procedures which we introduce here enable efficient offline-online computational procedures. We discuss application of the construction-evaluation procedures to
the offline-online decoupling for each of our two particular applications, focus calculation and $h p-\mathrm{RB}$ approximation, in Section 4 and Section 5, respectively.

### 3.4.1 Output Approximation

RB output. We first expand the RB field approximation in terms of the basis functions $\zeta_{1}, \ldots, \zeta_{N}$ of $X_{N}$ as

$$
\begin{equation*}
u_{N}(\mu)=\sum_{n=1}^{N} u_{N, n}(\mu) \zeta_{n} \tag{3.22}
\end{equation*}
$$

With (2.1) and (2.2) we may then write (3.2) as the linear system

$$
\begin{equation*}
\sum_{j=1}^{N} u_{N, j}(\mu)\left(\sum_{q=1}^{Q_{a}} a^{q}\left(\zeta_{j}, \zeta_{i}\right) \Theta_{a}^{q}(\mu)\right)=\sum_{q=1}^{Q_{f}} f^{q}\left(\zeta_{i}\right) \Theta_{f}^{q}(\mu), \quad 1 \leq i \leq N \tag{3.23}
\end{equation*}
$$

in the coefficients $u_{N, j}(\mu), 1 \leq j \leq N$. We obtain the RB output approximation (3.3) as

$$
\begin{equation*}
s_{N}(\mu)=\ell\left(u_{N}(\mu)\right)=\sum_{n=1}^{N} u_{N, n}(\mu) \ell\left(\zeta_{n}\right) . \tag{3.24}
\end{equation*}
$$

We now identify the construction and evaluation stages. In the construction stage we compute for $1 \leq q \leq Q_{a}$ the "stiffness matrices" $A_{N}^{q} \equiv\left\{a^{q}\left(\zeta_{j}, \zeta_{i}\right)\right\} \in$ $\mathbb{R}^{N \times N}$; we compute for $1 \leq q \leq Q_{f}$ the "load vectors" $F_{N}^{q} \equiv\left\{f^{q}\left(\zeta_{i}\right)\right\} \in \mathbb{R}^{N}$; we also compute the terms $\ell\left(\zeta_{i}\right)(1 \leq i \leq N)$ required for the output. The construction stage is performed at $\operatorname{cost} \mathcal{O}\left(\mathcal{N}^{\bullet}\right)$. In the evaluation stage, given any $\mu \in \mathcal{D}$, we evaluate $\Theta_{a}^{q}(\mu), 1 \leq q \leq Q_{a}$, and $\Theta_{f}^{q}(\mu), 1 \leq q \leq Q_{f}$, at cost $\mathcal{O}(Q)$; we then perform the two summations over $q$ in (3.23) at $\operatorname{cost} \mathcal{O}\left(Q_{a} N^{2}+\right.$ $\left.Q_{f} N\right)$, and solve the $N \times N$ linear system for the RB coefficients $u_{N, n}(\mu)$, $1 \leq n \leq N$, at cost $\mathcal{O}\left(N^{3}\right)$ (we must anticipate that the RB system matrix is dense). We finally evaluate the RB output approximation (3.24) at $\operatorname{cost} \mathcal{O}(N)$.

DRB output. We first expand the basis functions $\psi_{1}, \ldots, \psi_{M}$ of $X_{N, M}$ in terms of the basis functions $\zeta_{1}, \ldots, \zeta_{N}$ of $X_{N}$ as

$$
\begin{equation*}
\psi_{i}=\sum_{n=1}^{N} \kappa_{i, n} \zeta_{n}, \quad 1 \leq i \leq M \tag{3.25}
\end{equation*}
$$

recall that

$$
\begin{equation*}
\underbrace{\operatorname{span}\left\{\psi_{1}, \ldots, \psi_{M}\right\}}_{X_{N, M}}=\underbrace{\operatorname{span}\left\{u_{N}\left(\mu_{1}^{\prime}\right), \ldots, u_{N}\left(\mu_{M}^{\prime}\right)\right\}}_{X_{N, M}} \subset \underbrace{\operatorname{span}\left\{\zeta_{1}, \ldots, \zeta_{N}\right\}}_{X_{N}}, \tag{3.26}
\end{equation*}
$$

where $\psi_{1}, \ldots, \psi_{M}$ is an $X$-orthonormal basis for $X_{N, M}$. We may obtain the coefficients $\kappa_{m, n}, 1 \leq m \leq M, 1 \leq n \leq N$, from the Gram-Schmidt procedure for $\psi_{1}, \ldots, \psi_{M}$ as follows. For $m=1$, we obtain

$$
\begin{align*}
\psi_{1} & =\frac{u_{N}\left(\mu_{1}^{\prime}\right)}{\left\|u_{N}\left(\mu_{1}^{\prime}\right)\right\|_{X}}=\frac{\sum_{n=1}^{N} u_{N, n}\left(\mu_{1}^{\prime}\right) \zeta_{n}}{(\sum_{m=1}^{N} \sum_{n=1}^{N} u_{N, n}\left(\mu_{1}^{\prime}\right) u_{N, m}\left(\mu_{1}^{\prime}\right) \underbrace{\left(\zeta_{m}, \zeta_{n}\right) X}_{\delta_{m, n}})^{1 / 2}}  \tag{3.27}\\
& =\frac{\sum_{n=1}^{N} u_{N, n}\left(\mu_{1}^{\prime}\right) \zeta_{n}}{\left(\sum_{n=1}^{N}\left(u_{N, n}\left(\mu_{1}^{\prime}\right)\right)^{2}\right)^{1 / 2}} \equiv \sum_{n=1}^{N} \kappa_{1, n} \zeta_{n}, \tag{3.28}
\end{align*}
$$

where $\delta_{i, j}$ is the Kroenecker delta symbol. For $2 \leq m \leq M$, we further obtain $\psi_{m}=\tilde{\psi}_{m} /\left\|\tilde{\psi}_{m}\right\|_{X}$ where, from (3.22) and (3.25),

$$
\begin{align*}
\tilde{\psi}_{m} & =u_{N}\left(\mu_{m}^{\prime}\right)-\sum_{s=1}^{m-1}\left(\psi_{s}, u_{N}\left(\mu_{m}^{\prime}\right)\right) \chi_{X} \psi_{s},  \tag{3.29}\\
& =\sum_{n=1}^{N} u_{N, n}\left(\mu_{m}^{\prime}\right) \zeta_{n}-\sum_{s=1}^{m-1} \sum_{n=1}^{N} \sum_{k=1}^{N} \sum_{l=1}^{N} u_{N, l}\left(\mu_{m}^{\prime}\right) \kappa_{s, k} \underbrace{\left(\zeta_{k}, \zeta_{l}\right) X}_{\delta_{k, l}} \kappa_{s, n} \zeta_{n}  \tag{3.30}\\
& =\sum_{n=1}^{N}\left(u_{N, n}\left(\mu_{m}^{\prime}\right)-\sum_{s=1}^{m-1} \sum_{k=1}^{N} u_{N, k}\left(\mu_{m}^{\prime}\right) \kappa_{s, k} \kappa_{s, n}\right) \zeta_{n} \equiv \sum_{n=1}^{N} \tilde{\kappa}_{m, n} \zeta_{n} . \tag{3.31}
\end{align*}
$$

We thus identify $\kappa_{m, n}=\tilde{\kappa}_{m, n} /\left\|\tilde{\psi}_{m}\right\|_{X}, 1 \leq n \leq N$, with

$$
\begin{align*}
\left\|\tilde{\psi}_{m}\right\|_{X} & =(\sum_{n=1}^{N} \sum_{k=1}^{N} \tilde{\kappa}_{m, n} \tilde{\kappa}_{m, k} \underbrace{\left(\zeta_{n}, \zeta_{k}\right)_{X}}_{\delta_{n, k}})^{1 / 2}  \tag{3.32}\\
& =\left(\sum_{n=1}^{N} \tilde{\kappa}_{m, n}^{2}\right)^{1 / 2} . \tag{3.33}
\end{align*}
$$

In practice, we do not explicitly perform this ( $\mathcal{N}$-dependent) Gram-Schmidt procedure since we do not explicitly require the DRB basis functions $\psi_{m}, 1 \leq$
$m \leq M$. From (3.28), (3.31), and (3.33), we readily obtain the coefficients $\kappa_{m, n}$ at cost independent of $\mathcal{N} .{ }^{5}$

We next expand the DRB field approximation in terms of the basis functions of $X_{N, M}$ as

$$
\begin{equation*}
u_{N, M}(\mu)=\sum_{m=1}^{M} u_{N, M, m}(\mu) \psi_{m} \tag{3.34}
\end{equation*}
$$

With (2.1) and (2.2) we may then write (3.5) as the linear system

$$
\begin{equation*}
\sum_{j=1}^{M} u_{N, M, j}(\mu)\left(\sum_{q=1}^{Q_{a}} a^{q}\left(\psi_{j}, \psi_{i}\right) \Theta_{a}^{q}(\mu)\right)=\sum_{q=1}^{Q_{f}} f^{q}\left(\psi_{i}\right) \Theta_{f}^{q}(\mu), \quad 1 \leq i \leq M \tag{3.35}
\end{equation*}
$$

in the coefficients $u_{N, M, j}(\mu), 1 \leq j \leq M$. We obtain the DRB output approximation (3.6) as

$$
\begin{equation*}
s_{N, M}(\mu)=\ell\left(u_{N, M}(\mu)\right)=\sum_{m=1}^{M} u_{N, M, m}(\mu) \ell\left(\psi_{m}\right) \tag{3.36}
\end{equation*}
$$

With (3.25), we note that we may write $a^{q}\left(\psi_{j}, \psi_{i}\right), f^{q}\left(\psi_{i}\right)$, and $\ell\left(\psi_{i}\right)$ as

$$
\begin{array}{rlrl}
a^{q}\left(\psi_{j}, \psi_{i}\right) & =\sum_{n=1}^{N} \kappa_{j, n}\left(\sum_{m=1}^{N} \kappa_{i, m} a^{q}\left(\zeta_{n}, \zeta_{m}\right)\right), & 1 \leq q \leq Q_{a}, \quad 1 \leq i, j \leq M \\
f^{q}\left(\psi_{i}\right) & =\sum_{n=1}^{N} \kappa_{i, n} f^{q}\left(\zeta_{n}\right), & & 1 \leq q \leq Q_{f}, \quad 1 \leq i \leq M, \\
\ell\left(\psi_{i}\right) & =\sum_{n=1}^{N} \kappa_{i, n} \ell\left(\zeta_{n}\right), & & 1 \leq i \leq M
\end{array}
$$

respectively. We may then identify the construction and evaluation stages. In the construction stage we first obtain, for $1 \leq q \leq Q_{a}$, the matrices $A_{N, M}^{q} \equiv$

[^15]$\left\{a^{q}\left(\psi_{j}, \psi_{i}\right)\right\} \in \mathbb{R}^{M \times M}$ from the matrices $A_{N}^{q} \in \mathbb{R}^{N \times N}$ by (3.37) at $\operatorname{cost} \mathcal{O}\left(N^{2} M\right)$ through a sum factorization technique as follows: for $1 \leq q \leq Q_{a}$, we first compute and store (temporarily) the terms
\[

$$
\begin{equation*}
\tau_{i, n}^{q}=\sum_{m=1}^{N} \kappa_{i, m} a^{q}\left(\zeta_{n}, \zeta_{m}\right), \quad 1 \leq i \leq M, \quad 1 \leq n \leq N \tag{3.40}
\end{equation*}
$$

\]

at $\operatorname{cost} \mathcal{O}\left(N^{2} M\right)$; we then perform the outer summation

$$
\begin{equation*}
a^{q}\left(\psi_{j}, \psi_{i}\right)=\sum_{n=1}^{N} \kappa_{j, n} \tau_{i, n}^{q}, \quad 1 \leq i, j \leq M \tag{3.41}
\end{equation*}
$$

at cost $\mathcal{O}\left(M^{2} N\right)$. The total cost of (3.37) is thus $\mathcal{O}\left(N^{2} M\right)$ (for each q) since $M \leq N$.

We next obtain, for $1 \leq q \leq Q_{f}$, the vectors $F_{N, M}^{q} \equiv\left\{f^{q}\left(\psi_{i}\right)\right\} \in \mathbb{R}^{M}$ from the vectors $F_{N}^{q} \in \mathbb{R}^{N}$ by (3.38) at cost $\mathcal{O}(M N)$; and we obtain $\ell\left(\psi_{i}\right)$, $(1 \leq i \leq M)$ from $\ell\left(\zeta_{i}\right), 1 \leq i \leq N$, by (3.39) at $\operatorname{cost} \mathcal{O}(M N)$. The cost of the construction stage is thus $\mathcal{N}$-independent. In the evaluation stage, given any $\mu \in \mathcal{D}^{\prime}$, we evaluate $\Theta_{a}^{q}(\mu), 1 \leq q \leq Q_{a}$, and $\Theta_{f}^{q}(\mu), 1 \leq q \leq Q_{f}$, at $\operatorname{cost} \mathcal{O}(Q)$; we then perform the two summations over $q$ in (3.35) at $\operatorname{cost} \mathcal{O}\left(Q_{a} M^{2}+Q_{f} M\right)$, and solve the $M \times M$ linear system for the DRB coefficients $u_{N, M, m}(\mu), 1 \leq$ $m \leq M$, at $\operatorname{cost} \mathcal{O}\left(M^{3}\right)$. We finally evaluate the DRB output approximation (3.36) at $\operatorname{cost} \mathcal{O}(M)$.

### 3.4.2 A Posteriori Error Bound

We discuss here the computational procedures associated with the residual dual norms required for our a posteriori error estimators. We refer to $[16,17,26]$ for the computational procedures associated with the coercivity (or stability factor) lower bound (the SCM).

RB residual dual norm. We now discuss the construction-evaluation procedure for the dual $X$-norm of the RB residual. With (2.1), (2.2), and (3.22),
we may expand (3.8) as

$$
\begin{align*}
\left(\mathcal{R}_{N}(\mu), v\right)_{X} & =\sum_{q=1}^{Q_{f}} f^{q}(v) \Theta_{q}^{f}(\mu)-\sum_{n=1}^{N} u_{N, n}(\mu) \sum_{q=1}^{Q_{a}} a^{q}\left(\zeta_{n}, v\right) \Theta_{a}^{q}(\mu)  \tag{3.42}\\
& =\sum_{i=1}^{\bar{N}} \phi^{i}(\mu) \mathcal{L}^{i}(v) \tag{3.43}
\end{align*}
$$

for all $v \in X$. Here $\bar{N}=Q_{f}+N Q_{a}$, and the $\mathcal{L}^{i} \in X^{\prime}$ and $\phi^{i}: \mathcal{D} \rightarrow \mathbb{R}$ are defined explicitly as

$$
\begin{align*}
\mathcal{L}^{i} & =f^{i}, & & 1 \leq i \leq Q_{f},  \tag{3.44}\\
\mathcal{L}^{Q_{f}+i+(n-1) Q_{a}} & =a^{i}\left(\zeta_{n}, \cdot\right), & & 1 \leq i \leq Q_{a}, \quad 1 \leq n \leq N,  \tag{3.45}\\
\phi^{i} & =\Theta_{f}^{i}, & & 1 \leq i \leq Q_{f},  \tag{3.46}\\
\phi^{Q_{f}+i+(n-1) Q_{a}} & =u_{N, n} \Theta_{a}^{i}, & & 1 \leq i \leq Q_{a}, \quad 1 \leq n \leq N . \tag{3.47}
\end{align*}
$$

We then define $l^{i} \in X, 1 \leq i \leq \bar{N}$, such that

$$
\begin{equation*}
\left(l^{i}, v\right)_{X}=\mathcal{L}^{i}(v), \quad \forall v \in X \tag{3.48}
\end{equation*}
$$

Hence, by linearity,

$$
\begin{equation*}
\mathcal{R}_{N}(\mu)=\sum_{i=1}^{\bar{N}} \phi^{i}(\mu) l^{i} . \tag{3.49}
\end{equation*}
$$

We may now identify the construction and evaluation stages. In the construction stage we solve (3.48), $1 \leq i \leq \bar{N}$, and compute the inner products $\left(l^{i}, l^{j}\right)_{X}, 1 \leq i, j \leq \bar{N}$, at $\operatorname{cost} \mathcal{O}\left(\mathcal{N}^{\bullet}\right)$. In the evaluation stage, given the RB solution coefficents for any $\mu \in \mathcal{D}$, we evaluate $\phi^{i}(\mu), 1 \leq i \leq \bar{N}$, at cost $\mathcal{O}\left(Q_{f}+Q_{a} N\right)$, and perform the summation

$$
\begin{equation*}
\left\|\mathcal{R}_{N}(\mu)\right\|_{X}^{2}=\sum_{i=1}^{\bar{N}} \sum_{j=1}^{\bar{N}} \phi^{i}(\mu) \phi^{j}(\mu)\left(l^{i}, l^{j}\right)_{X} \tag{3.50}
\end{equation*}
$$

at $\operatorname{cost} \mathcal{O}\left(\bar{N}^{2}\right)=\mathcal{O}\left(Q^{2} N^{2}\right)$.

## A Two-Step Certified Reduced Basis Method

DRB residual dual norm. We next discuss the construction-evaluation procedure for the dual $X$-norm of the DRB residual. With (2.1), (2.2), and (3.34), we may expand (3.14) as

$$
\begin{align*}
\left(\mathcal{R}_{N, M}(\mu), v\right)_{X} & =\sum_{q=1}^{Q_{f}} f^{q}(v) \Theta_{q}^{f}(\mu)-\sum_{m=1}^{M} u_{N, M, m}(\mu) \sum_{q=1}^{Q_{a}} a^{q}\left(\psi_{m}, v\right) \Theta_{a}^{q}(\mu)  \tag{3.51}\\
& =\sum_{i=1}^{\bar{M}} \varphi^{i}(\mu) \mathcal{H}^{i}(v) \tag{3.52}
\end{align*}
$$

for all $v \in X$. Here $\bar{M}=Q_{f}+M Q_{a}$, and the $\mathcal{H}^{i} \in X^{\prime}$ and $\varphi^{i}: \mathcal{D}^{\prime} \rightarrow \mathbb{R}$ are defined explicitly as

$$
\begin{align*}
\mathcal{H}^{i} & =f^{i}, & & 1 \leq i \leq Q_{f},  \tag{3.53}\\
\mathcal{H}^{Q_{f}+i+(m-1) Q_{a}} & =a^{i}\left(\psi_{m}, \cdot\right), & & 1 \leq i \leq Q_{a}, \quad 1 \leq m \leq M,  \tag{3.54}\\
\varphi^{i} & =\Theta_{f}^{i}, & & 1 \leq i \leq Q_{f},  \tag{3.55}\\
\varphi^{Q_{f}+i+(m-1) Q_{a}} & =u_{N, M, m} \Theta_{a}^{i}, & & 1 \leq i \leq Q_{a}, \quad 1 \leq m \leq M . \tag{3.56}
\end{align*}
$$

We then define $h^{i} \in X, 1 \leq i \leq \bar{M}$, such that

$$
\begin{equation*}
\left(h^{i}, v\right)_{X}=\mathcal{H}^{i}(v), \quad \forall v \in X \tag{3.57}
\end{equation*}
$$

Hence, by linearity,

$$
\begin{equation*}
\mathcal{R}_{N, M}(\mu)=\sum_{i=1}^{\bar{M}} \varphi^{i}(\mu) h^{i} . \tag{3.58}
\end{equation*}
$$

We now note, by (3.25), that we may further expand the $\mathcal{H}^{Q_{f}+i+(m-1) Q_{a}}$ in (3.54) in terms of the intermediate RB basis $\left\{\zeta_{n}\right\}_{n=1}^{N}$ as

$$
\begin{equation*}
\mathcal{H}^{Q_{f}+i+(m-1) Q_{a}}=a^{i}\left(\psi_{m}, \cdot\right)=\sum_{n=1}^{N} \kappa_{m, n} a^{i}\left(\zeta_{n}, \cdot\right), \tag{3.59}
\end{equation*}
$$

for $1 \leq i \leq Q_{a}$ and $1 \leq m \leq M$; thus, by linearity,

$$
\begin{equation*}
h^{Q_{f}+i+(m-1) Q_{a}}=\sum_{n=1}^{N} \kappa_{m, n} l^{Q_{f}+i+(n-1) Q_{a}}, \tag{3.60}
\end{equation*}
$$

for $1 \leq i \leq Q_{a}$ and $1 \leq m \leq M$. We recall the definition of $l^{i}, 1 \leq i \leq Q_{f}+N Q_{a}$, from (3.48), (3.44), and (3.45).

We next consider the inner products $\left(h^{i}, h^{j}\right)_{X}, 1 \leq i, j \leq \bar{M}$. First, it is clear that

$$
\begin{equation*}
\left(h^{i}, h^{j}\right)_{X}=\left(l^{i}, l^{j}\right)_{X}, \quad 1 \leq i, j \leq Q_{f} \tag{3.61}
\end{equation*}
$$

further, we note that

$$
\begin{align*}
& \left(h^{Q_{f}+i+(m-1) Q_{a}}, h^{j}\right)_{X}=\sum_{n=1}^{N} \kappa_{m, n}\left(l^{Q_{f}+i+(n-1) Q_{a}}, l^{j}\right)_{X},  \tag{3.62}\\
& \left(h^{j}, h^{Q_{f}+i+(m-1) Q_{a}}\right)_{X}=\sum_{n=1}^{N} \kappa_{m, n}\left(l^{j}, l^{Q_{f}+i+(n-1) Q_{a}}\right)_{X}, \tag{3.63}
\end{align*}
$$

for $1 \leq i \leq Q_{a}, 1 \leq m \leq M$, and $1 \leq j \leq Q_{f}$; we finally note that

$$
\begin{align*}
& \left(h^{Q_{f}+i+(m-1) Q_{a}}, h^{Q_{f}+j+\left(m^{\prime}-1\right) Q_{a}}\right)_{X} \\
& \quad=\sum_{n=1}^{N} \kappa_{m, n}\left(\sum_{n^{\prime}=1}^{N} \kappa_{m^{\prime}, n^{\prime}}\left(l^{Q_{f}+i+(n-1) Q_{a}}, l^{Q_{f}+j+\left(n^{\prime}-1\right) Q_{a}}\right)_{X}\right) \tag{3.64}
\end{align*}
$$

for $1 \leq i, j \leq Q_{a}, 1 \leq m, m^{\prime} \leq M$. The key observation here is that once $\left(l^{i}, l^{j}\right)_{X}, 1 \leq i, j \leq \bar{N}$, are given from the intermediate RB construction stage, the analogous data $\left(h^{i}, h^{j}\right)_{X}, 1 \leq i, j \leq \bar{M}$, for the DRB model may be obtained at cost $\mathcal{O}\left(N^{\bullet}\right)$ - independently of the truth complexity $\mathcal{N}$.

We may now identify the construction and evaluation stages. In the construction stage we obtain $\left(h^{i}, h^{j}\right)_{X}, 1 \leq i, j \leq \bar{M}$, from $\left(l^{i}, l^{j}\right)_{X}, 1 \leq i, j \leq \bar{N}$, by (3.61)-(3.64). The cost is dominated by the summation (3.64), for which we invoke a sum factorization technique: we first compute and store the term in parentheses for $1 \leq i, j \leq Q_{a}, 1 \leq n \leq N$ and $1 \leq m^{\prime} \leq M$ at $\operatorname{cost} \mathcal{O}\left(Q_{a}^{2} N^{2} M\right)$; we then perform the outer summation (over $n$ ) for $1 \leq i, j$ and $1 \leq m, m^{\prime} \leq M$ at $\operatorname{cost} \mathcal{O}\left(Q_{a}^{2} M^{2} N\right)$. The total cost is thus $\mathcal{O}\left(Q_{a}^{2} N^{2} M\right)$ since $M \leq N$. (Direct evaluation of (3.64) requires $\mathcal{O}\left(Q^{2} N^{2} M^{2}\right)$ operations.) In particular, the DRB construction stage is $\mathcal{N}$-independent. In the evaluation stage, given the DRB solution coefficents for any $\mu \in \mathcal{D}^{\prime}$, we evaluate $\varphi^{i}(\mu), 1 \leq i \leq \bar{M}$, at cost $\mathcal{O}(\bar{M})=\mathcal{O}\left(Q_{f}+Q_{a} M\right)$, and perform the summation

$$
\begin{equation*}
\left\|\mathcal{R}_{N, M}(\mu)\right\|_{X}^{2}=\sum_{i=1}^{\bar{M}} \sum_{j=1}^{\bar{M}} \varphi^{i}(\mu) \varphi^{j}(\mu)\left(h^{i}, h^{j}\right)_{X} \tag{3.65}
\end{equation*}
$$

at $\operatorname{cost} \mathcal{O}\left(\bar{M}^{2}\right)=\mathcal{O}\left(Q^{2} M^{2}\right)$.

## A Two-Step Certified Reduced Basis Method

DRB residual dual $X_{N}$-norm. We next discuss the construction-evaluation procedure for the dual norm of the DRB residual with respect to the intermediate RB approximation space, $\left\|\tilde{\mathcal{R}}_{N, M}(\mu)\right\|_{X}$. With (2.1), (2.2), and (3.34), we may expand (3.16) as

$$
\begin{align*}
\left(\tilde{\mathcal{R}}_{N, M}(\mu), v\right)_{X} & =\sum_{q=1}^{Q_{f}} f^{q}(v) \Theta_{q}^{f}(\mu)-\sum_{m=1}^{M} u_{N, M, m}(\mu) \sum_{q=1}^{Q_{a}} a^{q}\left(\psi_{m}, v\right) \Theta_{a}^{q}(\mu)  \tag{3.66}\\
& =\sum_{i=1}^{\bar{M}} \varphi^{i}(\mu) \mathcal{H}^{i}(v) \tag{3.67}
\end{align*}
$$

for all $v \in X_{N}$. We then define $\tilde{h}^{i} \in X_{N}, 1 \leq i \leq \bar{M}$, such that

$$
\begin{equation*}
\left(\tilde{h}^{i}, v\right)_{X}=\mathcal{H}^{i}(v), \quad \forall v \in X_{N} . \tag{3.68}
\end{equation*}
$$

Hence, by linearity,

$$
\begin{equation*}
\tilde{\mathcal{R}}_{N, M}(\mu)=\sum_{i=1}^{\bar{M}} \varphi^{i}(\mu) \tilde{h}^{i} . \tag{3.69}
\end{equation*}
$$

We next consider the inner products $\left(\tilde{h}^{i}, \tilde{h}^{j}\right)_{X}, 1 \leq i, j \leq \bar{M}$. We note that $\tilde{h}^{i} \in X_{N}$ may be written as

$$
\begin{equation*}
\tilde{h}^{i}=\sum_{n=1}^{N} \eta_{n}^{i} \zeta_{n}, \quad 1 \leq i \leq \bar{M} \tag{3.70}
\end{equation*}
$$

where the coefficients $\eta_{1}^{i}, \ldots, \eta_{N}^{i}$ satisfy

$$
\begin{equation*}
\sum_{n=1}^{N} \eta_{n}^{i} \underbrace{\left(\zeta_{n}, \zeta_{m}\right)_{X}}_{\delta_{m, n}}=\eta_{m}^{i}=\mathcal{H}^{i}\left(\zeta_{m}\right), \quad 1 \leq m \leq N \tag{3.71}
\end{equation*}
$$

thanks to the $X$-orthonormal basis for $X_{N}$. Hence

$$
\begin{equation*}
\left(\tilde{h}^{i}, \tilde{h}^{j}\right)_{X}=\sum_{m=1}^{N} \sum_{n=1}^{N} \eta_{m}^{i} \eta_{n}^{j} \underbrace{\left(\zeta_{m}, \zeta_{n}\right)_{X}}_{\delta_{m, n}}=\sum_{n=1}^{N} \mathcal{H}^{i}\left(\zeta_{n}\right) \mathcal{H}^{j}\left(\zeta_{n}\right), \tag{3.72}
\end{equation*}
$$

for $1 \leq i, j \leq \bar{M}$.

We may now identify the construction and evaluation stages. In the construction stage we compute the inner products $\left(\tilde{h}^{i}, \tilde{h}^{j}\right)_{X}, 1 \leq i, j \leq \bar{M}$, from (3.72) at $\operatorname{cost} \mathcal{O}\left(N \bar{M}^{2}\right)$; note that $\mathcal{H}^{i}\left(\zeta_{n}\right), 1 \leq i \leq \bar{M}, 1 \leq n \leq N$, may be evaluated from (3.53) and (3.59) at $\operatorname{cost} \mathcal{O}\left(N^{2} \bar{M}\right)$ since the matrices $A_{N}^{q}, 1 \leq q \leq Q_{a}$, and vectors $F_{N}^{q}, 1 \leq q \leq Q_{f}$, are computed and stored during the construction stage for the intermediate RB output. In the evaluation stage, given the DRB solution coefficients for any $\mu \in \mathcal{D}$, we evaluate $\varphi^{i}(\mu), 1 \leq i \leq \bar{M}$, at cost $\mathcal{O}\left(Q_{f}+Q_{a} M\right)$, and perform the summation

$$
\begin{equation*}
\left\|\tilde{\mathcal{R}}_{N, M}(\mu)\right\|_{X}^{2}=\sum_{i=1}^{\bar{M}} \sum_{j=1}^{\bar{M}} \varphi^{i}(\mu) \varphi^{j}(\mu)\left(\tilde{h}^{i}, \tilde{h}^{j}\right)_{X}, \tag{3.73}
\end{equation*}
$$

at cost $\mathcal{O}\left(\bar{M}^{2}\right)=\mathcal{O}\left(Q^{2} M^{2}\right)$.
We note that as an alternative to the bound $\tilde{\Delta}_{N, M}(\mu)$ we may directly compute $\left\|u_{N}(\mu)-u_{N, M}(\mu)\right\|_{X}$ at cost $\mathcal{O}\left(Q N^{2}+N^{3}\right)$. However typically $M$ is significantly smaller than $N$ and thus computation of $\tilde{\Delta}_{N, M}(\mu)$ is typically less expensive than computation of $\left\|u_{N}(\mu)-u_{N, M}(\mu)\right\|_{X}$ when the bound is required for many $\mu$ as in the Greedy ${ }^{\text {DRB }}$ algorithm.

## 4 Focus Calculations

In the context of focus calculations we require many (or real-time) RB output (or RB error bound) evaluations over a parameter subset or submanifold $\mathcal{D}^{\prime} \subset \mathcal{D}$. Given an intermediate RB model developed for the parameter domain $\mathcal{D}$, a smaller DRB model is typically sufficient over $\mathcal{D}^{\prime} \subset \mathcal{D}$. This smaller DRB model may yield significant speedup compared to the standard RB alternative while preserving numerical accuracy.

### 4.1 Offline-Online Decomposition

We now discuss the offline-online decomposition associated with the focus calculation context. The offline stage is the construction of the intermediate RB model over $\mathcal{D}$ : we perform Greedy ${ }^{\mathrm{RB}}$ (Algorithm 1) for a specified initial parameter value $\mu_{1} \in \mathcal{D}$ and a specified error bound tolerance $\epsilon_{\mathrm{tol}}^{\mathrm{RB}}$ (to be satisfied over the training set $\left.\Xi_{\text {train }}^{\mathcal{D}} \subset \mathcal{D}\right)$. This stage is expensive - the cost is $\mathcal{O}\left(\mathcal{N}^{\bullet}\right)$ - but performed only once as preprocessing.

In the online stage, given a parameter subdomain or submanifold $\mathcal{D}^{\prime} \subset \mathcal{D}$, we first construct the DRB model: we perform Greedy ${ }^{\text {DRB }}$ (Algorithm 2) for
a specified initial parameter value $\mu_{1}^{\prime} \in \mathcal{D}^{\prime}$, a specified intermediate $R B$ space (constructed offline and upon which the DRB approximation is built) dimension $N \leq N_{\max }$, and a specified error bound tolerance $\epsilon_{\text {tol }}^{\mathrm{DRB}}$ (to be satisfied over the training set $\Xi_{\text {train }}^{\mathcal{D}^{\prime}} \subset \mathcal{D}^{\prime}$ ). The cost of this step derives from RB snapshot computation and RB error bound preprocessing and evaluation; below $\bar{M}_{\max } \equiv$ $Q_{f}+Q_{a} M_{\max }$.

1. RB snapshot computation. We compute $M_{\max }$ intermediate RB snapshots of complexity $N_{\max }$. The cost is $\mathcal{O}\left(M_{\max }\left(Q N_{\max }^{2}+N_{\max }^{3}\right)\right)$ (we must anticipate that the RB system is dense).
2. DRB construction. We obtain the parameter independent matrices and vectors associated with the DRB system at cost $\mathcal{O}\left(Q N_{\max }^{2} M_{\max }\right)$; note that we obtain these entities directly from the respective intermediate RB entities (computed offline).
3. DRB error bound preprocessing. We must compute $\bar{M}_{\text {max }}^{2}$ inner products (3.72) for our error bound $\tilde{\Delta}_{N, M}$ (used in the Greedy ${ }^{\text {DRB }}$ sampling procedure) and $\bar{M}_{\max }^{2}$ inner products (3.61)-(3.64) for our error bound $\Delta_{N, M}$ (used for DRB output certification). The total cost is $\mathcal{O}\left(Q^{2} N_{\max }^{2} M_{\text {max }}\right)$.
4. DRB error bound evaluation. We compute the DRB approximation and evaluate the DRB error bound $\tilde{\Delta}_{N, M}$ over the training set $\Xi_{\text {train }}^{\mathcal{D}^{\prime}}$ at each Greedy ${ }^{\text {DRB }}$ iteration. The cost is, to leading order, $\mathcal{O}\left(M_{\text {max }}\left|\Xi_{\text {train }}^{\mathcal{D}^{\prime}}\right|\left(M_{\text {max }}^{3}+\right.\right.$ $\left.M_{\max }^{2} Q^{2}\right)$ ).
5. DRB focus calculations. For any new parameter value $\mu \in \mathcal{D}^{\prime}$ and given $1 \leq M \leq M_{\max }$, we perform DRB evaluation: computation of the DRB solution, DRB output, and DRB error bound with respect to the truth approximation at $\operatorname{cost} \mathcal{O}\left(M^{3}+M^{2} Q^{2}\right)$.
Note that the focus calculation online stage includes the construction of the DRB model over $\mathcal{D}^{\prime}$ - steps 1-4 above. The key point is that this DRB model is built inexpensively ( $\mathcal{N}$-independently) upon the underlying intermediate RB model; the subsequent DRB evaluation stage (step 5 above, performed many times over $\mathcal{D}^{\prime}$ ) is then independent of $\mathcal{N}$ and $N$. As a result, in the manyquery context, a DRB approach may provide significant speedup compared to the standard RB alternative.

We finally note the important role of the sum factorization invoked in (3.37) and (3.64). The complexity reduction - a factor of $M$ - is significant in practice in particular for focus calculations since the calculations (3.37) and (3.64) are performed online.


Figure 4: The RB output values on $\mathcal{D}^{\prime}$ for the thermal block; note that the DRB and standard RB outputs are indistinguishable.

### 4.2 Numerical Results

### 4.2.1 Thermal Block

We develop a DRB approximation for the thermal block problem introduced in Section 2.2 .1 in order to accelerate a focus calculation. We first generate an intermediate RB approximation of dimension $N_{\max }=96$ : we perform Greedy ${ }^{\mathrm{RB}}$ for $\mu_{1}=(0.75,0.75)$ and $\epsilon_{\text {tol }}^{\mathrm{RB}}=10^{-4}$ over a uniformly distributed random training set $\Xi_{\text {train }}^{\mathcal{D}} \subset \mathcal{D}$ of size $\left|\Xi_{\text {train }}^{\mathcal{D}}\right|=10^{4}$. We then specify a two-dimensional submanifold $\mathcal{D}^{\prime} \equiv[0.75,1.5]^{2} \times\left\{\mu_{\text {fixed }}\right\} \subset \mathcal{D}$, where $\mu_{\text {fixed }}=(0.7,0.8,0.9,1.0,1.1) \in \mathbb{R}^{5}$, and we perform $R B$ focus calculations with this standard RB model over a $100 \times 100$ uniform grid of parameter values, $\Xi_{\text {focus }} \subset \mathcal{D}^{\prime}$. The RB outputs (evaluated for each $\mu \in \Xi_{\text {train }}^{\mathcal{D}}$ via (2.20)) are shown in Figure 4; the RB output error bounds are shown in Figure 5 (top).

We then consider the corresponding DRB approach. We generate a DRB model of dimension $M_{\max }=9$ which satisfies a tolerance $\epsilon_{\mathrm{tol}}^{\mathrm{DRB}}=10^{-4}$ (with respect to the $N_{\max }=96$ intermediate RB model) over a uniformly distributed random training set $\Xi_{\text {train }}^{\mathcal{D}^{\prime}} \subset \mathcal{D}^{\prime}$ of size $\left|\Xi_{\text {train }}^{\mathcal{D}^{\prime}}\right|=100$. We then calculate the DRB outputs and DRB output error bounds over $\Xi_{\text {focus }}$; in this case the

## A Two-Step Certified Reduced Basis Method



Figure 5: Standard RB output error bounds on $\mathcal{D}^{\prime}$ with respect to the truth discretization (top); and DRB output error bounds on $\mathcal{D}^{\prime}$ with respect to the truth discretization (bottom).
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DRB online computation (including execution of Greedy ${ }^{\text {DRB }}$ and evaluation over $\Xi_{\text {focus }}$ ) is a factor of 63 faster than the standard RB alternative. Moreover, as shown in Figure 5, the maximum output error bounds (with respect to the underlying truth FE approximation) in the standard RB and derived RB approximations are $3.6 \cdot 10^{-5}$ and $14 \cdot 10^{-5}$, respectively; hence the DRB yields a significant speedup with only very mild impact on the accuracy of the approximation over $\mathcal{D}^{\prime}$.

### 4.2.2 Acoustic Horn

We develop a DRB approximation for the acoustic horn problem introduced in Section 2.2.2 in order to accelerate a focus calculation. We first generate an intermediate RB approximation of dimension $N_{\max }=109$ : we perform Greedy ${ }^{\text {RB }}$ for $\mu_{1}=(1.4,2.15,1.0)$ and $\epsilon_{\mathrm{tol}}^{\mathrm{RB}}=10^{-4}$ over a uniformly distributed random training set $\Xi_{\text {train }}^{\mathcal{D}} \subset \mathcal{D}$ of size $\left|\Xi_{\text {train }}^{\mathcal{D}}\right|=10^{4}$. We then specify a one-dimensional slice $\mathcal{D}^{\prime} \equiv\left\{\mu_{\text {fixed }}\right\} \times[0.5,1.0] \subset \mathcal{D}$, where $\mu_{\text {fixed }}=(1.4,2.2) \in \mathbb{R}^{2}$, and we perform RB focus calculations with this standard RB model over a uniform grid of 1000 parameter values, $\Xi_{\text {focus }} \subset \mathcal{D}^{\prime}$.

We then consider the corresponding DRB approach. We generate a DRB model of dimension $M_{\max }=11$ which satisfies a tolerance $\epsilon_{\mathrm{tol}}^{\mathrm{DRB}}=10^{-4}$ (with respect to the $N_{\max }=109$ intermediate RB model) over a uniformly distributed random training set $\Xi_{\text {train }}^{\mathcal{D}^{\prime}} \subset \mathcal{D}^{\prime}$ of size $\left|\Xi_{\text {train }}^{\mathcal{D}^{\prime}}\right|=1000$. We then calculate the DRB outputs and DRB output error bounds over $\Xi_{\text {focus }}$; in this case the online computation (including execution of Greedy ${ }^{\text {DRB }}$ and evaluation over $\Xi_{\text {focus }}$ ) is a factor of 10 faster than the standard RB alternative. The focus calculation speedup here is less than for the thermal block because, first, $\mathcal{D}^{\prime}$ is not so "small" compared to $\mathcal{D}$, and second and more importantly, we perform fewer focus calculations (by a factor of 10). As shown in Figure 6, the maximum output error bounds (with respect to the underlying truth FE approximation) in the standard RB and derived RB approximations are $9.8 \cdot 10^{-5}$ and $1.2 \cdot 10^{-4}$, respectively; hence the DRB yields a significant speedup with only very mild impact on the accuracy of the approximation over $\mathcal{D}^{\prime}$.


Figure 6: The RB output values on $\mathcal{D}^{\prime}$ for the acoustic horn (top), and the output error bounds on $\mathcal{D}^{\prime}$ with respect to the truth discretization for the standard RB and DRB approximations (bottom).

## 5 hp-RB Approximation

### 5.1 Summary of the hp-RB Method

The $h p$-RB method introduced in [7] (see also [6, 11]) provides a partition of the parameter domain $\mathcal{D}$ into $K$ parameter subdomains $\mathcal{V}^{k} \subset \mathcal{D}, 1 \leq k \leq K$; for each parameter subdomain $\mathcal{V}^{k}$, the algorithm generates an associated RB approximation space $X_{N^{k}}^{k} \subset X$ of dimension $N^{k}$ spanned by truth FE snapshots associated with parameter values within $\mathcal{V}^{k}$. The approach is motivated by order reduction: we may choose the dimension $N^{k}$ of the "local" space $X_{N^{k}}^{k}$ relatively small compared to the dimension $N$ of the "global" space $X_{N}$ while preserving numerical accuracy. We thus obtain significant speedup of the RB output and RB error bound evaluation. However, the offline (precomputation) cost associated with an $h p-\mathrm{RB}$ approach is significantly larger than the offline cost associated with the standard RB procedure, and must thus in practice be taken into consideration.

We now review the $h p$-RB method. We first describe the splitting procedure for an arbitrary subdomain $\mathcal{V} \subseteq \mathcal{D}$. Given $\mathcal{V} \subseteq \mathcal{D}$ and a parameter "anchor point" $\mu_{1}^{\mathcal{V}} \in \mathcal{V}$, we compute the truth FE snapshot $u\left(\mu_{1}^{\mathcal{V}}\right)$ and define the onedimensional "temporary" RB space

$$
\begin{equation*}
X_{1}^{\mathcal{V}}=\operatorname{span}\left\{u\left(\mu_{1}^{\mathcal{V}}\right)\right\} \tag{5.1}
\end{equation*}
$$

associated with $\mathcal{V}$. We next introduce a finite training set $\Xi_{\text {train }}^{\mathcal{V}} \subset \mathcal{V}$; we then evaluate the RB error bound $\Delta_{N=1}^{\mathcal{V}}$ for the RB approximation associated with the space $X_{N=1}^{\mathcal{V}}$ (essentially (3.9) with an appropriate change of notation) for each parameter value $\mu \in \Xi_{\text {train }}^{\mathcal{V}}$ - essentially one iteration of the Greedy ${ }^{\text {RB }}$ algorithm restricted to $\mathcal{V} \subset \mathcal{D}$ - in order to identify a second parameter value

$$
\begin{equation*}
\mu_{2}^{\mathcal{V}}=\arg \max _{\mu \in \Xi_{\text {train }}^{\mathcal{U}}} \Delta_{N=1}^{\mathcal{V}}(\mu) \tag{5.2}
\end{equation*}
$$

We then split $\mathcal{V}$ into two subdomains $\mathcal{V}_{\text {left }} \subset \mathcal{V}$ and $\mathcal{V}_{\text {right }} \subset \mathcal{V}$ based on (Euclidean, say) distance $\|\cdot\|_{2}$ to the points $\mu_{1}^{\mathcal{\nu}}$ and $\mu_{2}^{\mathcal{\nu}}$ : any point $\mu \in \mathcal{V}$ belongs to $\mathcal{V}_{\text {left }}$ if and only if $\left\|\mu-\mu_{1}^{\mathcal{V}}\right\|_{2} \leq\left\|\mu-\mu_{2}^{\mathcal{V}}\right\|_{2}$; otherwise, $\mu \in \mathcal{V}$ belongs to $\mathcal{V}_{\text {right }}$. Finally, we define $\mu_{1}^{\mathcal{V}}$ as the anchor point for $\mathcal{V}_{\text {left }}$ and we define $\mu_{2}^{\mathcal{V}}$ as the anchor point for $\mathcal{V}_{\text {right }}$.

We may now describe the $h p$-RB method. The first step is $h$-refinement: We apply the splitting scheme discussed above for $\mathcal{V}=\mathcal{D}$, and then recursively for $\mathcal{V}=\mathcal{V}_{\text {left }}$ and $\mathcal{V}=\mathcal{V}_{\text {right }}$ (sketched in Figure 7 for two levels of splitting).


Figure 7: $h$-refinement partition procedure.

We terminate the splitting of a subdomain $\mathcal{V}$ if $\max _{\mu \in \Xi_{\text {train }}^{\mathcal{V}}} \Delta_{N=1}^{\mathcal{V}}(\mu) \leq \epsilon_{\text {tol }}^{h}$, where $\epsilon_{\text {tol }}^{h}$ is a specified tolerance for the $h$-refinement step. The result of this hierarchical procedure is $K=K\left(\epsilon_{\text {tol }}^{h}\right)$ parameter subdomains $\mathcal{V}^{k} \subset \mathcal{D}, 1 \leq k \leq$ $K$.

The next step is $p$-refinement: Greedy construction of the approximation spaces $X_{N^{k}}^{k}, 1 \leq k \leq K$. We here choose $N^{k}, 1 \leq k \leq K$, such that a specified tolerance $\epsilon_{\text {tol }}^{p} \leq \epsilon_{\text {tol }}^{h}$ is satisfied over training sets $\Xi_{\text {train }}^{\mathcal{V}^{k}} \subset \mathcal{V}^{k}, 1 \leq k \leq K$. Note that this step is essentially execution of the Greedy ${ }^{\mathrm{RB}}$ algorithm for $\epsilon_{\mathrm{tol}}^{\mathrm{RB}}=\epsilon_{\mathrm{tol}}^{p}$ restricted to each subdomain $\mathcal{V}^{k} \subset \mathcal{D}, 1 \leq k \leq K$.

In practice, we also apply if necessary an additional splitting step (see [6]) after the $p$-refinement. Essentially, this step performs additional $h$-refinement of a subdomain if $\epsilon_{\text {tol }}^{p}$ is not satisfied for specified $N_{\max }^{h p}$ basis functions. The additional splitting proceeds recursively with $h$-refinement and $p$-refinement steps until $\epsilon_{\text {tol }}^{p}$ is satisfied for $N_{\max }^{h p}$ basis functions, thus providing for direct control of the tolerance $\epsilon_{\text {tol }}^{p}$ and the RB space dimension.

Thanks to the hierarchical construction of the partition, we may organize the subdomains (and associated approximation spaces) as the leaf nodes in a binary tree with Boolean flags, as illustrated in Figure 7. This tree-structure partiton is important in the $h p-\mathrm{RB}$ online stage: the cost to determine which subdomain $\mathcal{V}^{k^{*}}$ contains any given $\mu \in \mathcal{D}$ is $\mathcal{O}(\log (K))$ for $K$ subdomains [7].

The $h p-\mathrm{RB}$ approximation reads as follows: first, given any $\mu \in \mathcal{D}$, determine $k^{*}=k^{*}(\mu) \in[1, K]$ and hence $\mathcal{V}^{k^{*}}$ and $X_{N^{k^{*}}}^{k^{*}}$ through a binary search; given $1 \leq N \leq N_{\max }^{h p}$, we write $\hat{N}=\min \left\{N, N^{k^{*}}\right\}$ and $X_{N}^{h p}=X_{\hat{N}}^{k^{*}}$. Then, determine
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$u_{N}^{K}(\mu) \in X_{N}^{h p}$ such that

$$
\begin{equation*}
a\left(u_{N}^{K}(\mu), v ; \mu\right)=f(v ; \mu), \quad \forall v \in X_{N}^{h p} \tag{5.3}
\end{equation*}
$$

finally evaluate the $h p$-RB output approximation

$$
\begin{equation*}
s_{N}^{K}(\mu)=\ell\left(u_{N}^{K}(\mu)\right) \tag{5.4}
\end{equation*}
$$

We define the $h p$-RB error bound as

$$
\begin{equation*}
\Delta_{N}^{K}(\mu)=\frac{\left\|\mathcal{R}_{N}^{K}(\mu)\right\|_{X}}{\alpha_{\mathrm{LB}}(\mu)} \tag{5.5}
\end{equation*}
$$

where $\mathcal{R}_{N}^{K}(\mu) \in X$ denotes the Riesz representation of the residual

$$
\begin{equation*}
r_{N}^{K}(\cdot ; \mu)=a\left(u_{N}^{K}(\mu), \cdot ; \mu\right)-f(\cdot ; \mu) \in X^{\prime} \tag{5.6}
\end{equation*}
$$

We may readily show that $\left\|u(\mu)-u_{N}^{K}(\mu)\right\|_{X} \leq \Delta_{N}^{K}(\mu)$ by arguments analogous to (3.10)-(3.12).

### 5.2 DRB Modification

We now discuss the application of the two-step RB approach within the $h p-\mathrm{RB}$ context. We introduce a "global" intermediate RB approximation space $X_{N_{\max }}$ of dimension $N_{\max }$ constructed by Greedy ${ }^{\text {RB }}$ (Algorithm 1) for a specified initial parameter value $\mu_{1} \in \mathcal{D}$ and a specified error bound tolerance $\epsilon_{\text {tol }}^{\mathrm{RB}}$ (to be satisfied over the training set $\Xi_{\text {train }}^{\mathcal{D}} \subset \mathcal{D}$ ). The necessary modifications to the $h p$-RB method discussed in the previous subsection are then as follows. First, during the $h$-refinement step we replace the truth snapshot $u\left(\mu_{1}^{\mathcal{V}}\right)$ by an RB snapshot $u_{N_{\max }}\left(\mu_{1}^{\mathcal{V}}\right) \approx u\left(\mu_{1}^{\mathcal{V}}\right)$; we thus replace the RB space $X_{1}^{\mathcal{V}}$ in (5.1) by the DRB space

$$
\begin{equation*}
X_{N_{\max }, 1}^{\mathcal{V}}=\operatorname{span}\left\{u_{N_{\max }}\left(\mu_{1}^{\mathcal{V}}\right)\right\} \tag{5.7}
\end{equation*}
$$

We further replace the RB error bound $\Delta_{N=1}^{\nu}$ in (5.2) by a DRB error bound $\tilde{\Delta}_{N_{\text {max }}, M=1}^{\nu}$ (essentially (3.17) with an appropriate change of notation). We then invoke this DRB error bound (with respect to the underlying RB approximation) to determine a second parameter value

$$
\begin{equation*}
\mu_{2}^{\mathcal{V}}=\arg \max _{\mu \in \Xi} \tilde{\Delta}_{N_{\max }, M=1}^{\mathcal{V}}(\mu) \tag{5.8}
\end{equation*}
$$

As before, $\mu_{1}^{\mathcal{V}}$ and $\mu_{2}^{\mathcal{V}}$ determine the splitting of $\mathcal{V}$ into $\mathcal{V}_{\text {left }}$ and $\mathcal{V}_{\text {right }}$. Note that we terminate the splitting of a subdomain $\mathcal{V}$ if $\max _{\mu \in \Xi_{\text {train }}^{\nu}} \tilde{\Delta}_{N_{\text {max }}, M=1}^{\mathcal{V}}(\mu) \leq \epsilon_{\text {tol }}^{h}$; typically $\epsilon_{\text {tol }}^{h}$ is chosen much greater than $\epsilon_{\text {tol }}^{\mathrm{RB}}$. As before, we apply the splitting procedure recursively until convergence; the result is $K=K\left(\epsilon_{\text {tol }}^{h}\right)$ subdomains $\mathcal{V}^{k} \subset \mathcal{D}, 1 \leq k \leq K$.

Next, in the $p$-refinement step, we associate to each $\mathcal{V}^{k}$ a DRB approximation space $X_{N_{\max }, M^{k}}, 1 \leq k \leq K$; the $p$-refinement step is thus essentially execution of Greedy ${ }^{\mathrm{DRB}}$ for $\epsilon_{\mathrm{tol}}^{\mathrm{RB}}=\epsilon_{\mathrm{tol}}^{p}$ restricted to each $\mathcal{V}^{k}, 1 \leq k \leq K$. We typically choose $\epsilon_{\text {tol }}^{p}$ such that $\epsilon_{\mathrm{tol}}^{\mathrm{RB}} \leq \epsilon_{\text {tol }}^{p}<\epsilon_{\mathrm{tol}}^{h}$. As before, we apply in practice an additional splitting step which provides simultaneous control over the tolerance $\epsilon_{\mathrm{tol}}^{p}$ and the maximum DRB space dimension $M_{\max }^{h p}$.

With the modificatins above, the $h p$-DRB approximation reads as follows: first, given any $\mu \in \mathcal{D}$, determine $k^{*}=k^{*}(\mu)$ and hence $\mathcal{V}^{k^{*}}$ and $X_{N_{\max }, M^{k^{*}}}^{k^{*}}$ through a binary search; given $1 \leq M \leq M_{\max }^{h p}$, we write $\hat{M}=\min \left\{M, M^{k^{*}}\right\}$ and $X_{N_{\max }, M}^{h p}=X_{N_{\max }, \hat{M}}^{k *}$. Then, determine $u_{N_{\max }, M}^{K}(\mu) \in X_{N_{\max }, M}^{h p}$ such that

$$
\begin{equation*}
a\left(u_{N_{\max }, M}^{K}(\mu), v ; \mu\right)=f(v ; \mu), \quad \forall v \in X_{N_{\max }, M}^{h p} \tag{5.9}
\end{equation*}
$$

finally evaluate the $h p$-DRB output approximation

$$
\begin{equation*}
s_{N_{\max }, M}^{K}(\mu)=\ell\left(u_{N_{\max }, M}^{K}(\mu)\right) . \tag{5.10}
\end{equation*}
$$

We define the $h p$-DRB error bound as

$$
\begin{equation*}
\Delta_{N_{\max }, M}^{K}(\mu)=\frac{\left\|\mathcal{R}_{N_{\max }, M}^{K}(\mu)\right\|_{X}}{\alpha_{\mathrm{LB}}(\mu)} \tag{5.11}
\end{equation*}
$$

where $\mathcal{R}_{N_{\text {max }}, M}^{K}(\mu) \in X$ denotes the Riesz representation of the residual

$$
\begin{equation*}
r_{N_{\max }, M}^{K}(\cdot ; \mu)=a\left(u_{N_{\max }, M}^{K}(\mu), \cdot ; \mu\right)-f(\cdot ; \mu) \in X^{\prime} \tag{5.12}
\end{equation*}
$$

We may readily show that $\left\|u(\mu)-u_{N_{\max }, M}^{K}(\mu)\right\|_{X} \leq \Delta_{N_{\max }, M}^{K}(\mu)$ by arguments analogous to (3.10)-(3.12). We recall from our discussion in Section 3.4.2 that we may evaluate $\Delta_{N_{\max }, M}^{K}(\mu)$ inexpensively at cost independent of $\mathcal{N}$ and $N$.

We emphasize that with these modifications we access entities of truth complexity $\mathcal{N}$ only for the construction of the intermediate RB model (of complexity $N \ll \mathcal{N}$ ) upon which the $h p$-DRB approximation is constructed. We discuss the offline-online decoupling of the $h p$-DRB method in the next subsection.
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### 5.3 Offline-Online Decomposition

The $h p$-DRB offline stage comprises intermediate RB model construction and then $h p$-DRB partition and approximation space construction based on this underlying RB model.

1. RB model construction. We construct an intermediate RB model over $\mathcal{D}$ : we perform Greedy ${ }^{\mathrm{RB}}$ (Algorithm 1) for specified $\mu_{1} \in \mathcal{D}$ and $\epsilon_{\mathrm{tol}}^{\mathrm{RB}}$. The cost is $\mathcal{N}$-dependent.
2. $h p$-DRB partition and approximation space construction. We construct an $h p$-DRB model based on the intermediate RB model in step 1 as discussed in the previous two subsections. This step includes, for each DRB approximation space, construction of the parameter-independent entities required for $\operatorname{DRB}$ output and DRB error bound evaluation. The cost is $\mathcal{N}$-independent.

The offline stage may be expensive; however with the DRB modification in step 2 above we significantly reduce the offline computational cost compared to a standard $h p-\mathrm{RB}$ approach: the $N_{\text {total }}=\sum_{k=1}^{K} N^{k}$ truth FE snapshots of $\mathcal{N}$ dependent complexity required by the standard $h p-\mathrm{RB}$ offline stage are replaced by $M_{\text {total }}=\sum_{k=1}^{K} M^{k}$ RB snapshots of $N_{\max }$-dependent complexity. ${ }^{6}$

In the online stage, given any new parameter value $\mu \in \mathcal{D}$, we first determine which subdomain $\mathcal{V}^{k^{*}} \subset \mathcal{D}$ contains $\mu$ through a binary search at $\operatorname{cost} \mathcal{O}(\log K)$. Then, for given $1 \leq M \leq M_{\max }^{h p}$, we compute the DRB solution, DRB output, and DRB error bound at $\operatorname{cost} \mathcal{O}\left(M^{3}+M^{2} Q^{2}\right)$. We note that the online cost is independent of the truth complexity $\mathcal{N}$ and the complexity $N$ associated with the underlying intermediate RB model. We emphasize that in the online stage, we invoke the DRB error bound with respect to the FE truth approximation.

We finally note that the offline-online decomposition associated with the $h p$-DRB approximation is rather different from the offline-online decomposition associated with focus calculations: the DRB "technology" is invoked in the offline (and not online) stage.

[^16]

Figure 8: Maximum RB (squares) and $h p-\mathrm{DRB}$ (circles) error bounds over random test parameter values as a function of approximation space dimension.

### 5.4 Numerical Results

### 5.4.1 Thermal Block

We now apply the $h p$-DRB method to the thermal block problem introduced in Section 2.2.1. For the underlying intermediate RB space $X_{N_{\max }}$ we use the same space as for the thermal block focus calculation example: $N_{\max }=96$. We then pursue the $h p$-DRB procedure discussed above for $\epsilon_{\text {tol }}^{h}=0.3, \epsilon_{\mathrm{tol}}^{p}=$ $10^{-3}$, and $M_{\max }^{h p}=25$; the initial parameter value for the partition procedure is $\mu_{1}^{\mathcal{D}}=(0.5,0.5,0.5,0.5,0.5,0.5,0.5)$. The $h p$-DRB offline computation results in a partition of $\mathcal{D}$ into $K=7565$ subdomains, each of which has an associated DRB approximation space of dimension at most $M_{\max }^{h p}=25$.

We now introduce a uniformly distributed random test set $\Xi_{\text {test }} \subset \mathcal{D}$ of size $\left|\Xi_{\text {test }}\right|=1000$. We then define, for $1 \leq N \leq N_{\max }$, the maximum error bound associated with the RB approximation,

$$
\begin{equation*}
\epsilon_{N}^{\Xi_{\text {test }}}=\max _{\mu \in \Xi_{\text {test }}} \Delta_{N}(\mu) ; \tag{5.13}
\end{equation*}
$$

we also define, for $1 \leq M \leq M_{\max }^{h p}$, the maximum error bound associated with
the $h p$-DRB approximation,

$$
\begin{equation*}
\epsilon_{N_{\max }, M}^{K, \Xi_{\text {test }}}=\max _{\mu \in \Xi_{\mathrm{test}}} \Delta_{N_{\mathrm{max}}, M}^{K}(\mu) \tag{5.14}
\end{equation*}
$$

In Figure 8 we compare $\epsilon_{N}^{\Xi_{\text {test }}}$ and $\epsilon_{N_{\text {max }}, M}^{K, \Xi_{\text {test }}}$ as functions of the approximation space dimensions $N$ and $M$, respectively: clearly the $h p$-DRB approximation provides significant dimension reduction. For example, $N=30$ and $M=15$ basis functions are required for an error bound of approximately $10^{-2}$ for the RB and $h p$-DRB approximation, respectively. The $h p$-DRB thus provide in this case online computational savings by a factor of 8 (provided the dense system matrix LU-factorization dominates online cost).

The main point of this example is not the dimension reduction provided by the $h p$-DRB procedure per se: we would have obtained similar dimension reduction were we to use a standard $h p-\mathrm{RB}$ procedure. Our emphasis here is on the offline stage, which requires 232608 snapshots: this task is feasible in the $h p-\mathrm{DRB}$ case in which each snapshot is an RB calculation ( $N_{\max }=96$ degrees of freedom), but would clearly be prohibitive in the standard $h p-\mathrm{RB}$ case in which each snapshot is a truth calculation $(\mathcal{N}=9261$ degrees of freedom).

### 5.4.2 Acoustic Horn

We now apply the $h p$-DRB method to the acoustic horn problem introduced in Section 2.2.2. For the underlying intermediate RB space $X_{N_{\max }}$ we use the same space as for the acoustic horn focus calculation example: $N_{\max }=109$. We then pursue the $h p$-DRB procedure discussed above for $\epsilon_{\text {tol }}^{h}=10, \epsilon_{\mathrm{tol}}^{p}=10^{-4}$, and $M_{\max }^{h p}=30$; the initial parameter value for the partition procedure is $\mu_{1}^{\mathcal{D}}=$ $(1.4,2.15,1.0)$. The $h p$-DRB offline computation results in a partition of $\mathcal{D}$ into $K=997$ subdomains as shown in Figure 9, each of which has an associated DRB approximation space of dimension at most $M_{\max }^{h p}=30$.

We now introduce a uniformly distributed random test set $\Xi_{\text {test }} \subset \mathcal{D}$ of size $\left|\Xi_{\text {test }}\right|=1000$ and show in Figure $10 \epsilon_{N}^{\Xi_{\text {test }}}$ and $\epsilon_{N_{\text {max }}, M}^{K, \Xi_{\text {test }}}$ as functions of the approximation space dimensions $N$ and $M$, respectively: clearly the $h p$-DRB approximation provides significant dimension reduction. As for the thermal block example, our main point here is that the DRB strategy enables a feasible $h p$-DRB offline computation, compared to a prohibitive or infeasible $h p-\mathrm{RB}$ offline computation.
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Figure 9: The parameter domain partition associated with the $h p$-DRB approximation for the acoustic horn problem; note that one octant of the parameter domain is hidden.


Figure 10: Maximum RB (squares) and $h p-\mathrm{DRB}$ (circles) error bounds over random test parameter values as a function of approximation space dimension.

## 6 Conclusions and Future Work

We have demonstrated that the new DRB method may provide significant online speedup in the context of focus calculations, for example for visualization or optimization of RB outputs and RB error bounds over a subdomain or submanifold of the original parameter domain. Further, we have demonstrated that the DRB method may provide significant offline speedup for $h p-\mathrm{RB}$ computations, or indeed enable $h p-\mathrm{RB}$ computations for problems for which the cost of the standard $h p-\mathrm{RB}$ offline stage is prohibitive.

There are several opportunities for extensions. First, the DRB method readily extends to linear parabolic (coercive or non-coercive) problems; we refer to $[10,12]$ and $[6]$ for (standard) RB and $h p-\mathrm{RB}$ treatment of this class of problems, respectively. We may also straightforwardly apply the DRB approach to quadratically nonlinear problems; see [6] for $h p-\mathrm{RB}$ treatment of the unsteady incompressible Navier-Stokes equations. Second, we believe that the DRB method will further increase the efficacy of the RB method in applications on "lightweight" hardware [15] where it is crucial to minimize the cost of a reduced order model both in terms of computation time and memory footprint.

In future work we plan to investigate applications of DRB technology in a range of new areas such as in situ parameter estimation, uncertainty quantification and design/optimization.
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#### Abstract

In this paper, we introduce two parameter multi-domain " $h p$ " techniques for the empirical interpolation method (EIM). In both approaches, we construct a partition of the original parameter domain into parameter subdomains: $h$-refinement. We apply the standard EIM independently within each subdomain to yield local (in parameter) approximation spaces: $p$-refinement. Further, for a particularly simple case we introduce a priori convergence theory for the partition procedure. We show through two numerical examples that our approaches provide significant reduction in the EIM approximation space dimension, and thus significantly reduce the computational cost associated with EIM approximations.


## 1 Introduction

The Empirical Interpolation Method (EIM) was first introduced in [1, 7] as a tool within the Reduced Basis (RB) framework [12] for parametrized partial differential equations (PDEs). The EIM serves to construct "affine" (more precisely, affine in functions of the parameter) approximations of non-affine parametrized differential operators. This approximation is achieved through an affine approximation of the coefficient function which separates the parameter and spatial dependence. An affine decomposition of the differential operator is necessary to enable efficient RB offline-online computational procedures. The EIM thus expands the class of PDEs amenable to RB treatment; other applications of the

EIM include rapid numerical approximation of parametrized integrals and are discussed in [9].

Given "any" parametrized function, the EIM precomputation (henceforth offline) stage serves to construct an approximation space spanned by "snapshots" of this function for judiciously chosen parameter values from a predefined parameter domain and a set of judiciously chosen spatial interpolation nodes from the spatial domain. In the EIM online stage, given any new parameter value from the parameter domain, the EIM approximation to the original function is the particular linear combination of the EIM basis functions that interpolates the original function at the spatial interpolation nodes.

Under the assumption that the function under consideration depends sufficiently smoothly on the parameters, the EIM typically provides exponential convergence [9]. However, for many problems in which the function exhibits large (albeit smooth) variations with the parameters, a snapshot from one region of the parameter domain contributes little to the approximation of the function associated with a parameter value from another region of the parameter domain. The global (in parameter, but of course also space) EIM approximation space is thus in some sense unnecessecarily large, and consequently the online computation of the EIM approximation is unnecessecarily expensive.

In this paper, we introduce two approaches that both serve to reduce the dimension of the EIM approximation space. Both approaches share the same underlying idea: an adaptive partition of the parameter domain into parameter subdomains - $h$-refinement - and construction of standard EIM approximation spaces and associated EIM interpolation nodes restricted to each of these parameter subdomains - p-refinement. This parameter multi-domain, or $h p$, strategy provides significant dimension reduction since the smaller local (in parameter) EIM approximation spaces are optimized with respect to the parametric variations within each subdomain; the online evaluation of the EIM interpolant is thus much faster.

Our first approach is the anchor point (AP) splitting scheme. This method is an adaption of the $h p-\mathrm{RB}$ method introduced in [4] to the context of the EIM. The parameter subdomains are hierarchically defined based on proximity to "anchor points" identified by the EIM Greedy sampling procedure within each subdomain at each level of $h$-refinement; subsequently, in the $p$-refinement stage, the standard EIM is applied within each subdomain. Our second approach is the gravity center (GC) splitting scheme. The parameter subdomains are hierarchically defined based on the "gravity center" of a cloud of points identified by the EIM Greedy sampling procedure at each level of concurrent $h$ - and $p$ refinement.

We provide in the next section the problem statement along with notation required later. We then review in Section 3 the standard EIM applied to the entire parameter domain $\mathcal{D}$. Then, we present in Section 4 and Section 5 the AP and GC splitting procedures, respectively. In Section 6 we discuss the computational cost associated with both methods. In Section 7 we compare our two approaches relative to the standard EIM through two model problems. Finally, we provide some concluding remarks in Section 8.

## 2 Problem statement

We introduce a spatial domain $\Omega \subset \mathbb{R}^{d}$ for some integer $d>0$; we shall denote a particular spatial point $x \in \Omega$ as $x=\left(x_{(1)}, \ldots, x_{(d)}\right)$. We next introduce a parameter domain $\mathcal{D} \subset \mathbb{R}^{P}$; we shall denote a particular parameter value $\mu \in \mathcal{D}$ as $\left(\mu_{(1)}, \ldots, \mu_{(P)}\right)$. We then introduce a (given) parametrized function $\mathcal{G}: \Omega \times \mathcal{D} \rightarrow \mathbb{R}$ such that $\mathcal{G}(\cdot ; \mu) \in L^{\infty}(\Omega)$ for all $\mu \in \mathcal{D}$; here $L^{\infty}(\Omega)=\{v$ : ess $\left.\sup _{x \in \Omega}|v(x)|<\infty\right\}$. We finally introduce a triangulation $\mathcal{T}^{\mathcal{N}}(\Omega)$ with $\mathcal{N}$ vertices over which we shall in practice realize $\mathcal{G}(\cdot ; \mu), \mu \in \mathcal{D}$, as a piecewise linear function. ${ }^{1}$

For any $\mu \in \mathcal{D}$, we consider the construction of an approximation $\mathcal{G}_{M}(\cdot ; \mu) \approx$ $\mathcal{G}(\cdot ; \mu)$, where $\mathcal{G}_{M}(\cdot ; \mu)$ resides in a parameter-independent $M$-dimensional linear approximation space $W_{M}, M<\infty$. The problem is thus twofold: i) the construction of a good $M$-dimensional approximation space $W_{M}=\operatorname{span}\left\{q_{1}, \ldots, q_{M}\right\}$ and $i i$ ) given any $\mu \in \mathcal{D}$ and the space $W_{M}$, the computation of parameter dependent coefficients $\varphi_{1}(\mu), \ldots, \varphi_{M}(\mu)$ such that

$$
\begin{equation*}
\mathcal{G}_{M}(\cdot ; \mu)=\sum_{i=1}^{M} \varphi_{i}(\mu) q_{i} \approx \mathcal{G}(\cdot ; \mu) \tag{2.1}
\end{equation*}
$$

is a good approximation. Clearly, classical polynomial interpolation procedures may be considered for this problem; however in our context here standard polynomial approximation spaces are far too general and hence the required dimension $M$ is too large to accomodate efficient online evaluation of $\varphi_{1}(\mu), \ldots, \varphi_{M}(\mu)$. In contrast, the EIM provides a much smaller approximation space specifically targeted at the parametrized function at hand.

[^17]The following simple problem illustrates how the EIM may be invoked in practice. Consider the integral

$$
\begin{equation*}
F(\mu)=\int_{\Omega} f(\cdot ; \mu) u \tag{2.2}
\end{equation*}
$$

where $f: \Omega \times \mathcal{D} \rightarrow \mathbb{R}$ with $f(\cdot ; \mu) \in L^{\infty}(\Omega)$ for any $\mu \in \mathcal{D}$ and $u: \Omega \rightarrow \mathbb{R}$ is a parameter independent function (we assume that the product $f(\cdot ; \mu) u$ is integrable). In general, evaluation of $F(\mu)$ with standard quadrature rules may be expensive; in particular, the evaluation cost may be prohibitive when $F(\mu)$ has to be computed for many $\mu \in \mathcal{D}$ or in real time. The EIM serves to construct an approximation $f_{M}(\cdot ; \mu)=\sum_{m=1}^{M} \varphi_{m}(\mu) q_{m}$ to $f(\cdot ; \mu)$ such that

$$
\begin{equation*}
F_{M}(\mu) \equiv \int_{\Omega} f_{M}(\cdot ; \mu) u=\sum_{m=1}^{M} \varphi_{m}(\mu) \int_{\Omega} q_{m} u \tag{2.3}
\end{equation*}
$$

is a good approximation to $F(\mu)$. The key point is that the separation provided by the EIM allows precomputation of the integrals in (2.3) (by for example standard quadrature rules). Hence subsequent evaluation $\mu \rightarrow F_{M}(\mu)$ may be performed very fast.

## 3 The empirical interpolation method

The EIM was originally proposed in [1] (see also [7] for a more elaborate presentation). In this paper however we shall employ the particular version of the EIM introduced in [9], which invokes the less expensive interpolation error rather than the more expensive projection error as a tool in the offline construction of the EIM approximation space. We now briefly review the EIM applied to the entire parameter domain $\mathcal{D}$; in the next sections we then consider the EIM within the $h p$ context.

We first introduce the empirical interpolation of a function $\mathcal{G}: \Omega \times \mathcal{D} \rightarrow \mathbb{R}$; we require that $\mathcal{G}(\cdot ; \mu) \in L^{\infty}(\Omega)$ for all $\mu \in \mathcal{D}$. We introduce the EIM space $W_{M}=$ $\operatorname{span}\left\{q_{m}\right\}_{m=1}^{M}$ of dimension $M$ and the $M$ EIM interpolation nodes $t_{1}, \ldots, t_{M} \in$ $\Omega$ (the EIM basis functions $q_{m}, 1 \leq m \leq M$, and interpolation nodes will be defined shortly). We may now define, for any $\mu \in \mathcal{D}$, the empirical interpolation $\mathcal{G}_{M}(\cdot ; \mu) \approx \mathcal{G}(\cdot ; \mu)$, as the particular function in $W_{M}$ that interpolates $G(\cdot ; \mu)$ at
the $M$ interpolation nodes:

$$
\begin{equation*}
\mathcal{G}_{M}(\cdot ; \mu)=\sum_{i=1}^{M} \varphi_{i}(\mu) q_{i}, \tag{3.1}
\end{equation*}
$$

where the coefficients $\varphi_{i}(\mu), 1 \leq i \leq M$, solve the linear system

$$
\begin{equation*}
\sum_{j=1}^{M} \varphi_{j}(\mu) q_{j}\left(t_{i}\right)=\mathcal{G}\left(t_{i} ; \mu\right), \quad 1 \leq i \leq M \tag{3.2}
\end{equation*}
$$

It is easy to see that $\mathcal{G}_{M}\left(t_{i} ; \mu\right)=\mathcal{G}\left(t_{i} ; \mu\right), 1 \leq i \leq M$, for all $\mu \in \mathcal{D}$.
We now define the EIM basis functions and the EIM interpolation nodes recursively through a Greedy sampling algorithm. To this end we require a (typically rich) training set $\Xi_{\text {train }} \subset \mathcal{D}$ of finite size $\left|\Xi_{\text {train }}\right|$ which shall serve as our computational surrogate for $\mathcal{D}$. First, for $M=1$, we choose (randomly, say) an initial parameter value $\mu_{1} \in \mathcal{D}$; the first EIM interpolation node is then $t_{1} \equiv \arg \sup _{x \in \Omega}\left|\mathcal{G}\left(x ; \mu_{M}\right)\right|{ }^{2}$ the first EIM basis function is $q_{M} \equiv \mathcal{G}\left(\cdot ; \mu_{M}\right) / \mathcal{G}\left(t_{M} ; \mu_{M}\right)$. Then, for $2 \leq M \leq M_{\max }<\infty$, we compute for all $\mu \in \Xi_{\text {train }} \subset \mathcal{D}$ the empirical interpolation $\mathcal{G}_{M-1}(\cdot ; \mu) \approx \mathcal{G}(\cdot ; \mu)$; the next parameter is then chosen as the maximizer of the $L^{\infty}(\Omega)$ interpolation error over $\Xi_{\text {train }}$ :

$$
\begin{equation*}
\mu_{M} \equiv \arg \max _{\mu \in \Xi_{\text {train }}}\left\|\mathcal{G}_{M-1}(\cdot ; \mu)-\mathcal{G}(\cdot ; \mu)\right\|_{L^{\infty}} \tag{3.3}
\end{equation*}
$$

We define $r_{M} \equiv \mathcal{G}_{M-1}\left(\cdot ; \mu_{M}\right)-\mathcal{G}\left(\cdot ; \mu_{M}\right)$ and choose the next EIM interpolation node as

$$
\begin{equation*}
t_{M} \equiv \arg \sup _{x \in \Omega}\left|r_{M}(x)\right| . \tag{3.4}
\end{equation*}
$$

We may now finally define the next EIM basis function as

$$
\begin{equation*}
q_{M} \equiv \frac{r_{M}}{r_{M}\left(t_{M}\right)} . \tag{3.5}
\end{equation*}
$$

We have thus obtained $M_{\max }$ basis functions and $M_{\max }$ interpolation nodes. We note that by construction $r_{M}\left(t_{i}\right)=0$ for $1 \leq i \leq M-1$; hence $q_{M}\left(t_{i}\right)=0$ for $1 \leq i \leq M-1$ and $q_{M}\left(t_{M}\right)=1$ thanks to the normalization (3.5). The matrix

[^18]$\left\{q_{j}\left(t_{i}\right)\right\}_{i j}$ in (3.2) is thus lower triangular with unity diagonal; as a result, for any $\mu \in \mathcal{D}$, the cost associated with the computation of the coefficients $\varphi_{j}(\mu)$, $1 \leq j \leq M$, is $\mathcal{O}\left(M^{2}\right)$.

For $1 \leq M \leq M_{\max }$, we define the "Lebesgue constant" [10]

$$
\begin{equation*}
\Lambda_{M} \equiv \sup _{x \in \Omega} \sum_{m=1}^{M}\left|V_{m}^{M}(x)\right| \tag{3.6}
\end{equation*}
$$

where $V_{m}^{M} \in W_{M}, 1 \leq m \leq M$, are the "characteristic functions" of $W_{M}$, which satisfy $V_{m}^{M}\left(t_{n}\right)=\delta_{m n}$; here $\delta_{m n}$ is the Kronecker delta symbol. It can be proven $[1,7]$ that the EIM approximation error satisfies

$$
\begin{equation*}
\left\|\mathcal{G}(\cdot ; \mu)-\mathcal{G}_{M}(\cdot ; \mu)\right\|_{L^{\infty}} \leq\left(1+\Lambda_{M}\right) \inf _{z \in W_{M}}\|\mathcal{G}(\cdot ; \mu)-z\|_{L^{\infty}}, \quad 1 \leq M \leq M_{\max } \tag{3.7}
\end{equation*}
$$

Furthermore, it can be proven that $\Lambda_{M} \leq 2^{M}-1$; however in actual practice the behavior of $\Lambda_{M}$ is much better $[1,7,9]$.

## 4 An anchor point splitting scheme

### 4.1 Procedure

In this section we introduce the anchor point (AP) splitting procedure for the partition of the parameter domain; this procedure is an adaption of the approach introduced for the $h p$ reduced basis method in [3, 4]. We shall require a distance function $d: \mathcal{D} \times \mathcal{D} \rightarrow \mathbb{R}$, which we choose in this paper as the Euclidean distance between the two arguments; however, other distance functions may be considered.

We first describe the splitting of an arbitrary subdomain $\mathcal{V} \subseteq \mathcal{D}$ into two distinct subdomains $\mathcal{V}_{0} \subset \mathcal{V}$ and $\mathcal{V}_{1} \subset \mathcal{V}$; the application of this splitting step to the construction of a partition of $\mathcal{D}$ is straightforward and is discussed shortly. We assume that $\mathcal{V}$ is equipped with a sufficiently dense training set $\Xi_{\text {train }}^{\mathcal{V}} \subset \mathcal{V}$. Given an anchor point $\mu_{0}^{*} \in \mathcal{V}$, we set $\mu_{1}=\mu_{0}^{*}$; we then compute $\mathcal{G}\left(\cdot ; \mu_{1}\right), t_{1}=$ $\arg \sup _{x \in \Omega}\left|\mathcal{G}\left(x ; \mu_{1}\right)\right|$, and perform one iteration of the standard EIM Greedy procedure restricted to $\Xi_{\text {train }}^{\mathcal{V}}$ (hence $M_{\max }=2$ ). We then define $\mu_{1}^{*} \equiv \mu_{2}$ and we denote the maximum interpolation error over $\Xi_{\text {train }}^{\mathcal{V}}$ by

$$
\begin{equation*}
\epsilon^{\mathcal{V}} \equiv \max _{\mu \in \Xi_{\text {train }}^{\mathcal{V}}}\left\|\mathcal{G}_{1}(\cdot ; \mu)-\mathcal{G}(\cdot ; \mu)\right\|_{L^{\infty}} . \tag{4.1}
\end{equation*}
$$

We can now define two distinct subdomains $\mathcal{V}_{0} \subset \mathcal{V}$ and $\mathcal{V}_{1} \subset \mathcal{V}$ based on proximity to the two points $\mu_{0}^{*}$ and $\mu_{1}^{*}$ as

$$
\begin{align*}
& \mathcal{V}_{0}=\left\{\mu \in \mathcal{V}: d\left(\mu, \mu_{0}^{*}\right)<d\left(\mu, \mu_{1}^{*}\right)\right\},  \tag{4.2}\\
& \mathcal{V}_{1}=\left\{\mu \in \mathcal{V}: d\left(\mu, \mu_{1}^{*}\right) \leq d\left(\mu, \mu_{0}^{*}\right)\right\} . \tag{4.3}
\end{align*}
$$

We say that $\mu_{0}^{*}$ is to the anchor point of $\mathcal{V}_{0}$ and that $\mu_{1}^{*}$ is the anchor point of $\mathcal{V}_{1}$.

We apply this " $h$-refinement" splitting scheme in a recursive manner in order to construct a hierarchical partition of the entire domain $\mathcal{D}$ : we first choose the initial anchor point-typically a corner of $\mathcal{D}$-and split $\mathcal{D}$ into two new subdomains. We then apply the splitting scheme within each of the two generated subdomains. We continue recursively until convergence: we split a subdomain $\mathcal{V}$ as long as the maximum error $\epsilon^{\mathcal{V}}$ in (4.1) is larger than a prescribed tolerance $\epsilon_{\mathrm{tol}}^{h}>0$. If $\epsilon^{\mathcal{V}}<\epsilon_{\mathrm{tol}}^{h}$ we stop the splitting process. We note that each subdomain (except the "root" $\mathcal{D}$ ) has a single "parent" and one "sibling." Thanks to this structure we may organize the splitting procedure in a binary tree as illustrated in Figure 1.

When the tolerance $\epsilon_{\text {tol }}^{h}$ is satisfied over $\Xi_{\text {train }}^{\mathcal{V}}$, we perform " $p$-refinement" within $\mathcal{V}$ : application of the standard EIM to $\mathcal{V}$ for specified $M_{\max }>1$ and target tolerance $\epsilon_{\text {tol }}^{p}<\epsilon_{\mathrm{tol}}^{h}$. If the target tolerance $\epsilon_{\mathrm{tol}}^{p}$ is not satisfied after $p$ refinement (for $M_{\max }$ basis functions), we successively perform additional " $h$ " and " $p$ " refinement steps until the tolerance is satisfied for at most $M_{\max }$ EIM basis functions. Our procedure thus enables simultaneous control over the EIM error (over the training set) and the EIM space dimension (and thus online cost).

This $h p$-EIM anchor point refinement procedure results in a finite number $K$ of parameter subdomains, which we label $\mathcal{V}_{1}, \ldots, \mathcal{V}_{K}$. Each of these subdomains has an associated nested set of EIM approximation spaces, $W_{M}^{k}=\operatorname{span}\left\{q_{m}^{k}\right\}_{m=1}^{M}$, $1 \leq M \leq M_{\max }^{k}, 1 \leq k \leq K$, and an associated set of nested EIM interpolation nodes $T_{M}^{k}=\left\{t_{1}^{k}, \ldots, t_{M}^{k}\right\}, 1 \leq M \leq M_{\max }^{k}, 1 \leq k \leq K$. Here, the $q_{m}^{k}$ denote the EIM basis functions, and $M_{\max }^{k}$ denotes the space dimension required in order to reach the target tolerance for subdomain $k$. Note that the $M_{\max }^{k}, 1 \leq k \leq K$, are in general different but bounded by $M_{\max }$.

Given the partition of $\mathcal{D}$ into $K$ subdomains with associated EIM approximation spaces and interpolation nodes, we now define the AP $h p$-EIM interpolant. Given any $\mu \in \mathcal{D}$, we first determine $k^{*}=k^{*}(\mu)$ such that $\mu \in \mathcal{V}_{k^{*}}$. Note that thanks to the binary tree structure of the partition, determination of $k^{*}$ is an
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 point splitting procedure.
efficient binary search. We then compute the EIM approximation as

$$
\begin{equation*}
\mathcal{G}_{M, K}(\cdot ; \mu) \equiv \mathcal{G}_{M, K}^{k^{*}}(\cdot ; \mu)=\sum_{i=1}^{M} \varphi_{M, i}^{k^{*}}(\mu) q_{i}^{k^{*}} \tag{4.4}
\end{equation*}
$$

where the coefficients $\varphi_{M, i}^{k^{*}}(\mu), 1 \leq i \leq M$, solve the linear system

$$
\begin{equation*}
\sum_{j=1}^{M} \varphi_{M, j}^{k^{*}}(\mu) q_{j}^{k^{*}}\left(t_{i}^{k^{*}}\right)=\mathcal{G}\left(t_{i}^{k^{*}} ; \mu\right), \quad 1 \leq i \leq M \tag{4.5}
\end{equation*}
$$

Remark 1. We note that the partition of $\mathcal{D}$ can be organized in a binary tree as indicated in Figure 1 regardless of the parameter dimension $P$, since we always subdivide a subdomain into two new subdomains at each level of refinement. The method thus allows the partition to reflect anisotropy in the underlying parameter dependence of $\mathcal{G}(\cdot ; \mu)$.

### 4.2 An a priori convergence theory for the AP procedure

We present here an a priori theory for the convergence of the initial partition algorithm ( $h$-refinement) presented above. The theory does not consider the subsequent $p$-refinement however this step will ultimately (trivially) converge since the training sets are of finite size. Our interest is not in the asymptotic convergence of the partition procedure per se, since in practice we will always invoke an $h p$-type approximation rather than a pure $h$-type approximation. However, the theory suggests that our procedure generates a meaningful
partition, and furthermore guarantees that the partition procedure does in fact terminate for specified $\epsilon_{\mathrm{tol}}^{h}$. We consider the case with $P=1$ parameter for simplicity.

Proposition 1. Let $\mathcal{D} \subset \mathbb{R}$ and let $|\mathcal{D}|$ denote the length of $\mathcal{D}$. Suppose that $\mathcal{G}(\cdot ; \mu)$ is Lipschitz-continuous in $\mu$ with Lipschitz constant $L<\infty$ : for any $\mu_{1} \in \mathcal{D}, \mu_{2} \in \mathcal{D}$,

$$
\begin{equation*}
\left\|\mathcal{G}\left(\cdot ; \mu_{1}\right)-\mathcal{G}\left(\cdot ; \mu_{2}\right)\right\|_{L^{\infty}} \leq L\left|\mu_{1}-\mu_{2}\right| \tag{4.6}
\end{equation*}
$$

For any specified $\epsilon_{\mathrm{tol}}^{h}>0$, the AP splitting procedure is then convergent for $K=K\left(\epsilon_{\text {tol }}^{h}\right)$ subdomains; moreover, the convergence is first order in the sense that

$$
\begin{equation*}
K\left(\epsilon_{\mathrm{tol}}^{h}\right) \leq \max \left\{1, \frac{4 L|\mathcal{D}|}{\epsilon_{\mathrm{tol}}^{h}}\right\}, \tag{4.7}
\end{equation*}
$$

where $|\mathcal{D}|$ is the length of $\mathcal{D}$.
Proof. We consider our splitting procedure after generation of $\tilde{K}$ subdomains. Either we obtain convergence for $\tilde{K}=1$ (i.e., $K=1$ ) - in which case the proof is complete - or $\tilde{K}>1$. We henceforth consider the case $\tilde{K}>1$.

We consider the splitting of an arbitrary subdomain $\mathcal{V} \subset \mathcal{D}$ into distinct subdomains $\mathcal{V}_{0} \subset \mathcal{V}$ and $\mathcal{V}_{1} \subset \mathcal{V}$ as discussed in the previous subsection. We assume that the error tolerance $\epsilon_{\text {tol }}^{h}$ is not satisfied, hence $\epsilon^{\mathcal{V}}>\epsilon_{\text {tol }}^{h}$. Let $\mu_{0}^{*} \in \mathcal{V}$ denote the anchor point associated with $\mathcal{V}$. We then consider the empirical interpolation $\tilde{\mathcal{G}}(\cdot ; \mu)=\tilde{\varphi}(\mu) \mathcal{G}\left(\cdot ; \mu_{0}^{*}\right) \approx \mathcal{G}(\cdot ; \mu)$ for any $\mu \in \mathcal{V}$. For the error in this approximation we obtain

$$
\begin{align*}
\|\mathcal{G}(\cdot ; \mu)-\tilde{\mathcal{G}}(\cdot ; \mu)\|_{L^{\infty}} & \leq\left(1+\Lambda_{(M=1)}\right) \inf _{z \in \operatorname{span}\left\{\mathcal{G}\left(\cdot ; \mu_{0}^{*}\right)\right\}}\|\mathcal{G}(\cdot ; \mu)-z\|_{L^{\infty}} \\
& \leq 2\left\|\mathcal{G}(\cdot ; \mu)-\mathcal{G}\left(\cdot ; \mu_{0}^{*}\right)\right\|_{L^{\infty}} \\
& \leq 2 L\left|\mu-\mu_{0}^{*}\right| \tag{4.8}
\end{align*}
$$

where we first invoke (3.7), then choose $z=\mathcal{G}\left(\cdot ; \mu_{0}^{*}\right)$, and finally invoke (4.6). Note that it follows from the definition of $\Lambda_{1}$ (Eq. (3.6)) and the characteristic function $V_{1}^{1}$ that $\Lambda_{1}=1$.

We now let $\mu=\mu_{1}^{*}$ denote the anchor point associated with $\mathcal{V}_{1}$, identified by the single EIM Greedy iteration over $\mathcal{V}$. Eq. (4.8) then yields

$$
\begin{equation*}
\left\|\mathcal{G}\left(\cdot ; \mu_{1}^{*}\right)-\tilde{\mathcal{G}}\left(\cdot ; \mu_{1}^{*}\right)\right\|_{L^{\infty}} \leq 2 L\left|\mu_{1}^{*}-\mu_{0}^{*}\right| . \tag{4.9}
\end{equation*}
$$

## Paper 5

Since the error tolerance is not satisfied over $\mathcal{V}$, we have $\epsilon^{\mathcal{V}}=\| \mathcal{G}\left(\cdot ; \mu_{1}^{*}\right)-$ $\tilde{\mathcal{G}}\left(\cdot ; \mu_{1}^{*}\right) \|_{L^{\infty}}>\epsilon_{\text {tol }}^{h}$. Hence

$$
\begin{equation*}
\epsilon_{\text {tol }}^{h}<2 L\left|\mu_{1}^{*}-\mu_{0}^{*}\right| \tag{4.10}
\end{equation*}
$$

We split $\mathcal{V}$ into $\mathcal{V}_{0} \subset \mathcal{V}, \mathcal{V}_{1} \subset \mathcal{V}$ based on Euclidean distance to the two anchor points. It is clear that the length of each subdomain, $\left|\mathcal{V}_{0}\right|$ and $\left|\mathcal{V}_{1}\right|$, is at least as large as half the distance between the anchor points. We thus obtain

$$
\begin{equation*}
\left|\mathcal{V}_{i}\right| \geq \frac{\left|\mu_{1}^{*}-\mu_{0}^{*}\right|}{2}>\frac{\epsilon_{\mathrm{tol}}^{h}}{4 L}, \quad i=0,1 \tag{4.11}
\end{equation*}
$$

We denote the $\tilde{K}$ subdomains generated by the algorithm so far by $\mathcal{S}_{k} \subset \mathcal{D}$, $1 \leq k \leq \tilde{K}$; we denote the length of $\mathcal{S}_{k}$ by $\left|\mathcal{S}_{k}\right|$. Each of these subdomains results from a splitting of a subdomain $\hat{\mathcal{S}}_{k} \supset \mathcal{S}_{k}$ one level further up in the tree. Since $\mathcal{V}$ above was arbitrary, we can for any $k, 1 \leq k \leq \tilde{K}$, set $\mathcal{V}=\tilde{\mathcal{S}}_{k}$ and conclude that

$$
\begin{equation*}
\left|\mathcal{S}_{k}\right|>\frac{\epsilon_{\mathrm{tol}}^{h}}{4 L}, \quad 1 \leq k \leq \tilde{K} \tag{4.12}
\end{equation*}
$$

We define the length of the smallest subdomain as $\delta_{\tilde{K}} \equiv \min _{1 \leq k \leq \tilde{K}}\left|\mathcal{S}_{k}\right|$, and hence in particular $\delta_{\tilde{K}}>\epsilon_{\text {tol }}^{h} /(4 L)$.

We complete the proof by a contradiction argument. Assume that $\tilde{K}>$ $4 L|\mathcal{D}| / \epsilon_{\text {tol }}^{h}$. In this case

$$
\begin{equation*}
\tilde{K} \delta_{\tilde{K}}>\frac{4 L|\mathcal{D}|}{\epsilon_{\text {tol }}^{h}} \delta_{\tilde{K}}>\frac{4 L|\mathcal{D}|}{\epsilon_{\text {tol }}^{h}} \cdot \frac{\epsilon_{\text {tol }}^{h}}{4 L}=|\mathcal{D}| . \tag{4.13}
\end{equation*}
$$

On the other hand, it is clear that $\tilde{K} \delta_{\tilde{K}} \leq|\mathcal{D}|$ for $\tilde{K}$ subdomains. We have thus reached a contradiction, and we conclude that the algorithm can not generate $\tilde{K}>4 L|\mathcal{D}| / \epsilon_{\text {tol }}^{h}$ subdomains as long as the error tolerance is not satisfied. Hence the error tolerence must be satisfied for, and thus the algorithm must terminate for, $K \leq 4 L|\mathcal{D}| / \epsilon_{\text {tol }}^{h}$ subdomains.

## 5 A gravity center splitting scheme

### 5.1 Procedure

In this section we introduce the gravity center (GC) splitting procedure. The GC procedure is similar to the AP procedure of the previous section: both
approaches invoke the standard EIM greedy sampling procedure in a recursive way in order to generate hierarchical partitions. However the GC procedure also differs significantly from the AP procedure in several ways: the GC procedure splits a given subdomain in a structured way based on the location of the gravity center of $M_{\max }>2$ parameter values. Hence the GC splitting procedure also involves higher order approximation terms and, in contrast to the AP splitting, leads to a tensorized partition structure. Below, we shall require an operation op $(i, j)$ defined as

$$
\operatorname{op}(i, j)=\left\{\begin{array}{lll}
\leq & \text { if } \quad \operatorname{bin}(i-1)_{(j)}=0  \tag{5.1}\\
> & \text { if } \quad \operatorname{bin}(i-1)_{(j)}=1
\end{array}\right.
$$

where $\operatorname{bin}(i)$ is the binary representation of $i$ as a vector in $\{0,1\}^{P}$.
We first describe the splitting of an "arbitrary" subdomain $\mathcal{V}=\left[a_{(1)}, b_{(1)}\right] \times$ $\ldots \times\left[a_{(P)}, b_{(P)}\right] \subset \mathcal{D}$ into $2^{P}$ distinct subdomains $\mathcal{V}_{i} \subset \mathcal{V}, 1 \leq i \leq 2^{P}$, each of which may be written on tensor-product form $\mathcal{V}_{i}=\left[a_{(1)}^{i}, b_{(1)}^{i}\right] \times \ldots \times\left[a_{(P)}^{i}, b_{(P)}^{i}\right]$. The application of this splitting step to the construction of a partition of $\mathcal{D}$ is discussed shortly.

First, we perform a standard EIM procedure within $\mathcal{V}$ for a target tolerance $\epsilon_{\mathrm{tol}}^{p}$ and a maximum EIM space dimension $M_{\text {max }}$. If the target tolerance is satisfied over $\mathcal{V}$, i.e., $\epsilon^{\mathcal{V}}<\epsilon_{\text {tol }}^{p}$, we terminate the procedure since further splitting of $\mathcal{V}$ domain is not required. If the target tolerance is not satisfied over $\mathcal{V}$, we obtain $M_{\max }$ parameter values $\left\{\mu_{1}, \ldots, \mu_{M_{\max }}\right\}$ from the EIM greedy procedure. We then define the gravity point of the point cloud $\left\{\mu_{i}\right\}_{i=1}^{M_{\max }}$ by

$$
\begin{equation*}
g=\frac{1}{M_{\max }} \sum_{i=1}^{M_{\max }} \mu_{i} . \tag{5.2}
\end{equation*}
$$

The $i$ th subdomain $\mathcal{V}_{i}$ is defined by

$$
\begin{equation*}
\mathcal{V}_{i}=\left\{\mu \in \mathcal{V}: \mu_{(j)} \circ \mathrm{op}(i, j) g_{(j)}, \forall 1 \leq j \leq P\right\} \tag{5.3}
\end{equation*}
$$

where $\mu_{(j)}$ and $g_{(j)}$ represents the $j$ th element of $\mu$ and $g$, respectively,
As with the AP procedure, we apply the GC splitting scheme recursively in order to construct a hierarchical partition of the original domain $\mathcal{D}$ : we start with a standard EIM greedy procedure within $\mathcal{D}$, and split $\mathcal{D}$ into $2^{P}$ new subdomains. We then apply the GC scheme within each of these subdomains, and continue the procedure recursively until convergence: the target tolerance is achieved over each subdomain with maximum EIM space dimension $M_{\max }$.


Figure 2: Two levels of parameter domain splitting for the gravity center procedure.

This $h p$-EIM refinement procedure results in $K$ parameter subdomains, which we label $\mathcal{V}_{1}, \ldots, \mathcal{V}_{K}$. Each of these subdomains has an associated nested set of EIM approximation spaces, $W_{M}^{k}=\operatorname{span}\left\{q_{m}^{k}\right\}_{m=1}^{M}, 1 \leq M \leq M_{\text {max }}^{k}$, $1 \leq k \leq K$, and an associated set of nested EIM interpolation nodes $T_{M}^{k}=$ $\left\{t_{1}^{k}, \ldots, t_{M}^{k}\right\}, 1 \leq M \leq M_{\max }^{k}, 1 \leq k \leq K$; as before $M_{\max }^{k}$ denotes the space dimension required in order to satisfy the target tolerance $\epsilon_{\text {tol }}^{p}$ for subdomain $k .^{3}$

Given the partition of $\mathcal{D}$ into $K$ subdomains with associated EIM approximation spaces and interpolation nodes, we now define the GC $h p$-EIM approximation. Given any $\mu \in \mathcal{D}$, we first determine $k^{*}=k^{*}(\mu)$ such that $\mu \in \mathcal{V}_{k^{*}}$. Note that thanks to the hierarchical structure of the partition, determination of $k^{*}$ is an efficient $2^{P}$-order search. We then compute the EIM approximation as

$$
\begin{equation*}
\mathcal{G}_{M, K}(\cdot ; \mu) \equiv \mathcal{G}_{M, K}^{k^{*}}(\cdot ; \mu)=\sum_{i=1}^{M} \varphi_{M, i}^{k^{*}}(\mu) q_{i}^{k^{*}}, \tag{5.4}
\end{equation*}
$$

where the coefficients $\varphi_{M, i}^{k^{*}}(\mu), 1 \leq i \leq M$, solve the linear system

$$
\begin{equation*}
\sum_{j=1}^{M} \varphi_{M, j}^{k^{*}}(\cdot ; \mu) q_{j}^{k^{*}}\left(t_{i}^{k^{*}}\right)=\mathcal{G}\left(t_{i}^{k^{*}} ; \mu\right), \quad 1 \leq i \leq M \tag{5.5}
\end{equation*}
$$

Remark 2. We note that the partition of $\mathcal{D}$ can be organized in a $2^{P}$ order tree as indicated in Figure 2, since at each level of refinement we subdivide a

[^19]subdomain into $2^{P}$ new subdomains. As a result, the scheme does only take anisotropy in the underlying parameter dependence into account in a weak manner, and as a consequence may construct more subdomains than required. We provide further comments on this issue in Section 7.

### 5.2 An a priori convergence theory for the GC procedure

We present here an a priori theory for the convergence of the GC partition algorithm. The theory ensures that the algorithm does in fact terminate for specified $\epsilon_{\mathrm{tol}}^{p}$ and $M_{\max }$. We consider the case with $P=1$ parameter for simplicity.

Proposition 2. Let $\mathcal{D} \subset \mathbb{R}$ and let $|\mathcal{D}|$ denote the length of $\mathcal{D}$. Suppose that $\mathcal{G}(\cdot ; \mu)$ is Lipschitz-continuous in $\mu$ with Lipschitz constant $L<\infty$ : for any $\mu_{1} \in \mathcal{D}, \mu_{2} \in \mathcal{D}$,

$$
\begin{equation*}
\left\|\mathcal{G}\left(\cdot ; \mu_{1}\right)-\mathcal{G}\left(\cdot ; \mu_{2}\right)\right\|_{L^{\infty}} \leq L\left|\mu_{1}-\mu_{2}\right| . \tag{5.6}
\end{equation*}
$$

For any specified $\epsilon_{\mathrm{tol}}^{p}>0$ and $M_{\max } \geq 2$, the "gravity center" splitting procedure is then convergent for $K=K\left(\epsilon_{\mathrm{tol}}^{p}\right)$ subdomains; moreover, the convergence is first order in the sense that

$$
\begin{equation*}
K\left(\epsilon_{\text {tol }}^{h}\right) \leq \max \left\{1, \frac{2\left(1+\Lambda_{M}^{\max }\right) L|\mathcal{D}|}{\epsilon_{\mathrm{tol}}^{p}}\right\}, \tag{5.7}
\end{equation*}
$$

where $|\mathcal{D}|$ is the length of $\mathcal{D}$ and $\Lambda_{M}^{\max } \equiv \max _{1 \leq M \leq M_{\max }} \Lambda_{M}$.
Proof. We demonstrate here only a lower bound for the length of a subdomain (analogously to (4.11)). The remainder of the proof is then identical to the proof of Proposition 1.

We consider the splitting of an arbitrary subdomain $\mathcal{V}=[a, b] \subset \mathcal{D}$ into distinct subdomains $\mathcal{V}_{1}$ and $\mathcal{V}_{2}$ as discussed in the previous subsection. We assume that the error tolerance $\epsilon_{\text {tol }}^{p}$ is not satisfied. In $\mathcal{V}$ we choose by virtue of the standard EIM procedure $M_{\max }$ parameter values $\mu_{m}, 1 \leq m \leq M_{\max }$, and compute the associated snapshots $\mathcal{G}\left(\cdot ; \mu_{m}\right), 1 \leq m \leq M_{\max }$. For any $\mu \in \mathcal{V}$ and $1 \leq M \leq M_{\max }$ we consider the empirical interpolation $\tilde{\mathcal{G}}_{M}(\cdot ; \mu)=$ $\sum_{m=1}^{M} \tilde{\varphi}_{m}(\mu) \mathcal{G}\left(\cdot ; \mu_{m}\right) \approx \mathcal{G}(\cdot ; \mu)$. Let $\tilde{W}_{M}=\operatorname{span}\left\{\mathcal{G}\left(\cdot ; \mu_{m}\right)\right\}_{m=1}^{M}$ denote the EIM space associated with the current subdomain. For the EIM approximation error
we obtain, for any $\mu \in \mathcal{V}$,

$$
\begin{align*}
\left\|\mathcal{G}(\cdot ; \mu)-\tilde{G}_{M}(\cdot ; \mu)\right\|_{L^{\infty}} & \leq\left(1+\Lambda_{M}\right) \inf _{z \in \tilde{W}_{M}}\|\mathcal{G}(\cdot ; \mu)-z\|_{L^{\infty}}  \tag{5.8}\\
& \leq\left(1+\Lambda_{M}\right)\left\|\mathcal{G}(\cdot ; \mu)-\mathcal{G}\left(\cdot ; \mu_{m}\right)\right\|_{L^{\infty}}  \tag{5.9}\\
& \leq\left(1+\Lambda_{M}\right) L\left|\mu-\mu_{m}\right| \tag{5.10}
\end{align*}
$$

for $1 \leq m \leq M$ and $1 \leq M \leq M_{\max }$. Since the error tolerance has not been satisfied, we have $\epsilon_{\mathrm{tol}}^{p} \leq\left\|\mathcal{G}\left(\cdot ; \mu_{M+1}\right)-\tilde{\mathcal{G}}_{M}\left(\cdot ; \mu_{M+1}\right)\right\|_{L^{\infty}(\Omega)}$ for $1 \leq M \leq M_{\max }$ (note that here, $\mu_{M_{\max }+1}$ is the parameter value at which the maximum error is obtained with $M_{\max }$ basis functions). With (5.10) we thus obtain

$$
\begin{equation*}
\left|\mu_{M+1}-\mu_{m}\right| \geq \frac{\epsilon_{\mathrm{tol}}^{p}}{\left(1+\Lambda_{M}\right) L} \tag{5.11}
\end{equation*}
$$

for $1 \leq m \leq M$ and $1 \leq M \leq M_{\max }$.
The subdomain $\mathcal{V}$ is split at its gravity center $g$ defined in (5.2): $\mathcal{V}_{1}=[a, g]$ and $\mathcal{V}_{2}=(g, b]$. We now bound $g$ away from $a$ and $b$, and thus obtain a lower bound for $\left|\mathcal{V}_{1}\right|=|g-a|$ and $\left|\mathcal{V}_{2}\right|=|b-g|$. We consider only $\left|\mathcal{V}_{1}\right|$ since the argument for $\left|\mathcal{V}_{2}\right|$ is analogous.

It is clear that there exist $i, j, 1 \leq i, j \leq M_{\max }$, such that $\mu_{i}<g<\mu_{j}$ since the gravity center must reside inside the convex hull of the $M_{\max } \geq 2$ Greedily chosen parameter values. We consider the situation in which only one of these $M_{\max }$ parameter values resides to the left of $g$ (otherwise $\left|\mathcal{V}_{1}\right| \geq\left|\mu_{M+1}-\mu_{m}\right|$ for some $1 \leq M \leq M_{\max }-1$ and some $\left.1 \leq m \leq M\right)$. We denote this particular parameter value by $\mu_{i}$. In this case at least one Greedily chosen parameter value $\mu_{j}$ resides to the right of $g$; hence $\left|g-\mu_{i}\right| \geq\left|\mu_{i}-\mu_{j}\right| / 2$ since $g$ must be closer to $\mu_{j}$ than to $\mu_{i}$. Next, assume that $\mu_{i}$ was chosen by the Greedy algorithm at iteration $M$ for $1 \leq M \leq M_{\max }-1$, and that $\mu_{j}$ was chosen at iteration $m$ for $1 \leq m \leq M-1$. We thus set $\mu_{M+1}=\mu_{i}$ and $\mu_{m}=\mu_{j}$ in (5.11) (if $\mu_{i}$ was chosen by the Greedy algorithm before $\mu_{j}$, we set $\mu_{M+1}=\mu_{j}$ and $\mu_{m}=\mu_{i}$ in (5.11)). We then obtain $\left|g-\mu_{i}\right| \geq \epsilon_{\mathrm{tol}}^{p} /\left(2\left(1+\Lambda_{M}\right) L\right)$ by (5.11).

We finally note that either, $a=\mu_{i}$ or $a$ resides to the left of $\mu_{i}$. We thus obtain

$$
\begin{equation*}
|g-a| \geq\left|g-\mu_{i}\right| \geq \frac{\epsilon_{\mathrm{tol}}^{p}}{2\left(1+\Lambda_{M}\right) L} \geq \frac{\epsilon_{\mathrm{tol}}^{p}}{2\left(1+\Lambda_{M}^{\max }\right) L} \tag{5.12}
\end{equation*}
$$

The result for $|b-g|$ is identical and invokes analogous arguments.
The remainder of the argument is now identical to the argument for the proof of Proposition 1.

## 6 Computational cost

We now discuss the computational cost associated with the $h p$-EIM approaches presented above. We discuss the cost for the two methods concurrently since the separation of the computations in offline and online stages is very similar.

In the $h p$-EIM offline stage, we perform $h$ - and $p$-refinement: parameter domain partition and construction of EIM spaces and EIM interpolation nodes restricted to each parameter subdomain. The offline stage is expensive, since the cost depends on the (typically large) number $\mathcal{N}$ of vertices in the triangulation $\mathcal{T}^{\mathcal{N}}(\Omega)$. In particular, if we assume that the generated partition has $K$ subdomains, we must perform $K M \mathcal{N}$ function evaluations in order to construct an EIM space of dimension $M$ associated with each subdomain. For the GC approach, we must also perform $M \mathcal{N}$ function evaluations for each intermediate space associated with an intermediate subdomain; for this reason we expect the GC approach to be more expensive than the AP approach in the offline stage.

In the $h p$-EIM online stage, given any new parameter value $\mu \in \mathcal{D}$, we first determine to which subdomain $\mathcal{V}_{k^{*}} \subset \mathcal{D}$ the new parameter value belongs. For the AP approach this search can be performed at cost $\mathcal{O}\left(\log _{2}(K)\right)$ for $K$ subdomains since the subdomains can be organized in a binary tree: at each level in the tree a comparison between the distances from $\mu$ to two anchor points determines whether to proceed to the left or to the right branch. For the GC approach this search can be performed at cost $\mathcal{O}\left(\log _{2^{P}}(K)\right)$ since the subdomains can be organized in a tree of order $2^{P}$ : at each level in the tree an elementwise comparison between $\mu$ and the gravity center $g$ determines to which of the $2^{P}$ branches to proceed at the next level. We note that for the same number of subdomains and for $P>1$ parameters, we expect that the GC approach yields the more efficient search since the tree has fewer levels and the cost at each level is roughly the same - $\mathcal{O}(P)$ for both approaches. However the cost of this search is in any event typically negligible.

Once the correct subdomain $\mathcal{V}_{k^{*}}$ that contains the given parameter value $\mu$ has been determined, we perform the standard EIM online stage: we solve a system of the form (3.2) at cost $\mathcal{O}\left(M^{2}\right)$. The key point is that function evaluations of $\mathcal{G}(\cdot ; \mu)$ are required only at the $M$ spatial interpolation nodes in $T^{k^{*}}$. Of course, if we wish to additionally visualize $\mathcal{G}_{M}(x ; \mu)$ for all $x \in \Omega$, the cost becomes $\mathcal{N}$-dependent.

We emphasize that our $h p$-EIM procedures provide a reduction in the $\mathcal{O}\left(M^{2}\right)$ online computational cost through reduction in the number of EIM basis functions, $M$. A smaller $M$ requires a larger number of subdomains, $K$. However,
the reduction in $M$ does not balance the increase in $K$ : the product $K M$ increases with $K$. As a result the $h p$-EIM offline stage is more expensive than than the standard EIM offline stage.

We finally note that an alternative "discretely orthogonal" basis for $W_{M}$ is $\left\{V_{m}^{M}, 1 \leq m \leq M\right\}$. This basis enables $\mathcal{O}(M)$-complexity computation of the EIM approximation since $q_{j}\left(t_{i}\right)$ in (3.2) is in this case replaced by $\delta_{j i}$. However, this basis is not hierarchical since $\left\{V_{m}^{M-1}, 1 \leq m \leq M-1\right\} \nsubseteq\left\{V_{m}^{M}, 1 \leq m \leq M\right\}$ and hence the computation of the characteristic functions would have to be computed as an additional final step in the EIM precomputation procedure. In any event, when the EIM is applied within the reduced basis framework, the computational cost of the RB online stage scales as $M^{2}$ independent of the choice of the EIM basis [7]. For this reason, and for simlicity of exposition, we consider in this paper the standard EIM basis functions $q_{m}, 1 \leq m \leq M$.

## 7 Numerical results

We present in this section numerical results for our two $h p$-EIM approaches applied to two model problems. In all cases, the $h p$-EIM yields signifact (online) speedup compared to the standard EIM.

### 7.1 Example 1: 2D Gaussian surface

We define the spatial domain $\Omega \equiv(0,1) \times(0,1) \subset \mathbb{R}^{2}$, and we introduce a triangulation $\mathcal{T}^{\mathcal{N}}(\Omega)$ with $\mathcal{N}=2601$ vertices. We define the parameter domain $\mathcal{D} \equiv[0.3,0.7] \times[0.3,0.7] \subset \mathbb{R}^{2}$, and we introdue a "tensor-product" train sample $\Xi_{\text {train }} \subset \mathcal{D}$ of size 1600 . We consider the Gaussian function

$$
\begin{equation*}
\mathcal{G}(x ; \mu) \equiv \exp \left(-\frac{\left(x_{(1)}-\mu_{(1)}\right)^{2}}{0.02}-\frac{\left(x_{(2)}-\mu_{(2)}\right)^{2}}{0.02}\right) \tag{7.1}
\end{equation*}
$$

for $x=\left(x_{(1)}, x_{(2)}\right) \in \Omega$ and $\mu=\left(\mu_{(1)}, \mu_{(2)}\right) \in \mathcal{D}$. The function $\mathcal{G}$ is thus parametrized by the location of the Gaussian source.

Clearly, $\mathcal{G}$ is particularly well suited for $h p$-adaptivity: snapshots associated with $\mu$ in one region of $\mathcal{D}$ do not provide a good approximation for functions assocaited with $\mu$ in another region of $\mathcal{D}$. We thus expect an $h p$-EIM procedure to provide significant reduction in $M$ for this example.

To obtain a benchmark for comparison, we first pursue the standard EIM with $M_{\max }=196$, which corresponds to a tolerance $10^{-8}$ satisfied over $\Xi_{\text {train }}$.

|  | $M_{\max }$ | $\epsilon_{\text {tol }}^{h}$ | $K\left(M_{\max }, \epsilon_{\text {tol }}^{h}\right)$ |
| :---: | :---: | :---: | :---: |
| Computation 1 | 143 | 1 | 2 |
| Computation 2 | 77 | 0.99 | 12 |
| Computation 3 | 40 | 0.8 | 55 |
| Computation 4 | 30 | 0.6 | 106 |

Table 1: Specified $M_{\text {max }}$ and $\epsilon_{\text {tol }}^{h}$, and the required number of subdomains $K\left(M_{\max }, \epsilon_{\mathrm{tol}}^{h}\right)$ for the anchor point procedure applied to Example 1.

|  | $M_{\max }$ | $K\left(M_{\max }\right)$ |
| :---: | :---: | :---: |
| Computation 1 | 99 | 4 |
| Computation 2 | 58 | 16 |
| Computation 3 | 38 | 64 |
| Computation 4 | 27 | 256 |

Table 2: Specified $M_{\max }$ and the required number of subdomains $K\left(M_{\max }\right)$ for the gravity center procedure applied to Example 1.

We note that the standard EIM is a special case both of the AP procedure and of the GC procedure for $K=1$ subdomain.

We next pursue the AP splitting procedure. We specify $\epsilon_{\text {tol }}^{p}=10^{-8}$ as the tolerance to be satisfied over the training set on each subdomain. We then perform four computations for different $M_{\max }$ and $\epsilon_{\text {tol }}^{h}$ and obtain partitions with $K\left(M_{\max }, \epsilon_{\text {tol }}^{h}\right)$ subdomains as listed in Table 1. In Figure 3(a) we show the maximum error during each of the four computations,

$$
\begin{equation*}
\epsilon_{M \text { max }}^{K, \mathrm{AP}}=\max _{\mu \in \tilde{\Xi}_{\text {train }}^{\mathrm{AP}}}\left\|\mathcal{G}_{M, K}^{\mathrm{AP}}(\cdot ; \mu)-\mathcal{G}(\cdot ; \mu)\right\|_{L^{\infty}}, \tag{7.2}
\end{equation*}
$$

for $K=2,12,55,106$; here $\tilde{\Xi}_{\text {train }}^{\text {AP }}$ denotes the union of the train samples over each of the subdomains (we also show in Figure 3(a) the benchmark convergence for the case $K=1$ ). In Figures $4(\mathrm{a})$ and $4(\mathrm{~b})$ we show the partitions of $\mathcal{D}$ with $K=12$ and $K=55$ subdomains, respectively. We note that the size of the subdomains is rather uniform over $\mathcal{D}$, which reflects the uniform parameter dependence of $\mathcal{G}$, as expected.

We then pursue the GC splitting procedure. We specify $\epsilon_{\mathrm{tol}}^{p}=10^{-8}$ as the tolerance to be satisfied over the training set on each subdomain. We then perform four computations for different $M_{\max }$ and obtain partitions with $K\left(M_{\max }\right)$ subdomains as listed in Table 2. In Figure 3(b) we show the maximum error


Figure 3: Convergence for Example 1.
during each of the four computations,

$$
\begin{equation*}
\epsilon_{M, \max }^{K, \mathrm{GC}}=\max _{\mu \in \tilde{\Xi_{\mathrm{train}}^{\mathrm{GC}}}}\left\|\mathcal{G}_{M, K}^{\mathrm{GC}}(\cdot ; \mu)-\mathcal{G}(\cdot ; \mu)\right\|_{L^{\infty}} \tag{7.3}
\end{equation*}
$$

for $K=4,16,64,256$; here $\tilde{\Xi}_{\text {train }}^{G C}$ denotes the union of the train samples over each of the subdomains. In Figures $4(c)$ and $4(\mathrm{~d})$ we show the partitions of $\mathcal{D}$ with $K=16$ and $K=64$ subdomains, respectively. We note that the size of the subdomains is uniform.

We finally compare in Figure 5 our two approaches in terms of the number of required subdomains $K$ for specified $M_{\max }$ such that $\epsilon_{\text {tol }}^{p}=10^{-8}$ is satisfied over train samples over all subdomains. We note that there is an algebraic relationship between $K$ and $M_{\max }$, and that for Example 1 the two approaches perform very similarly in terms of the number of subdomains required for a specified tolerance. We further note that the product $K M_{\max }$ increases with $K$, and thus a smaller $M_{\max }$ yields larger offline cost. However, we would expect less steep curves in Figure 5 had we decreased the half-width of the Gaussian: a narrower Gaussian would have even more local parameter dependence and hence benefit more from $h p$-treatment.


Figure 4: Parameter domain partitions for Example 1.


Figure 5: The number of required subdomains $K$ as a function of specified $M_{\max }$ for a given satisfied tolerance $\epsilon_{\mathrm{tol}}^{p}$.

### 7.2 Example 2: 3D wave function with near-singularity

Denote by $B_{R}(\mathcal{O})$ a ball in $\mathbb{R}^{3}$ with radius $R$ and centered at the origin $\mathcal{O}$. Then, consider the scalar function

$$
\begin{equation*}
\mathcal{G}(x ; \mu)=\frac{\cos (k|x-c(\mu)|)}{k|x-c(\mu)|}, \quad x=\left(x_{(1)}, x_{(2)}, x_{(3)}\right) \in \Omega=B_{1}(\mathcal{O}) \tag{7.4}
\end{equation*}
$$

with $\mu=(k, r, \theta, \varphi) \in \mathcal{D}$ and $c(\mu)=r(\sin (\theta) \cos (\varphi), \sin (\theta) \sin (\varphi), \cos (\theta)) \in \mathbb{R}^{3}$. The parameter domain $\mathcal{D}$ is defined by $\mathcal{D}=[1,10] \times[1.1,20] \times[0, \pi / 2] \times[0, \pi / 2]$. The spatial domain $\Omega$ and the parameter domain $\mathcal{D}$ are discretized by $15 \times 15 \times 15$ and $8 \times 8 \times 8 \times 8$ tensorized grids, respectively, leading to discrete versions $\mathcal{T}^{\mathcal{N}}(\Omega)$ and $\Xi_{\text {train }}$, respectively.

We note that $\mathcal{G}$ is particularly well suited for $h p$-adaptivity: the function has a very different structure for different wave numbers $k$ and different locations of the pulse $c \in \mathbb{R}^{3}$. Snapshots with rapid and slow oscillations have little in common, and thus snapshots associated with $k$ large contribute little to approximations of functions associated with $k$ small, and vice versa. Similarly, snapshots with the singularity at $c$ (outside but) close to $\Omega$ have high amplitude close to $c$ and moderate amplitude elsewhere; such functions contribute little to the approximation of functions associated with $c$ far from $\Omega$, which have almost


Figure 6: Example of the 3D wave function for a fixed $z=0$ and parameter values $k=10, c=(1.1,0,0)$ (left) and $k=10, c=(0,20,0)$ (right).

|  | $M_{\max }$ | $\epsilon_{\text {tol }}^{h}$ | $K\left(M_{\max }, \epsilon_{\text {tol }}^{h}\right)$ |
| :---: | :---: | :---: | :---: |
| Computation 1 | 286 | 8 | 6 |
| Computation 2 | 191 | 5 | 17 |
| Computation 3 | 100 | 4 | 206 |

Table 3: Specified $M_{\max }$ and $\epsilon_{\mathrm{tol}}^{h}$, and the required number of subdomains $K\left(M_{\max }, \epsilon_{\mathrm{tol}}^{h}\right)$ for the anchor point procedure applied to Example 2.
constant amplitude. Two examples of $\mathcal{G}$ for fixed $x_{(3)}=0$ and parameter values $k=10, c=(1.1,0,0)$ and $k=10, c=(0,20,0)$ are shown in Figure 6; we note in particular the effect of $c$ on the amplitude of the function.

To obtain a benchmark for comparison, we first pursue the standard EIM with $M_{\max }=420$, which corresponds to a tolerance $10^{-3}$ satisfied over $\Xi_{\text {train }}$.

We next pursue the AP splitting procedure. We specify $\epsilon_{\text {tol }}^{p}=10^{-3}$ as the tolerance to be satisfied over the training set on each subdomain. We then perform three computations for three different $M_{\max }$ and $\epsilon_{\text {tol }}^{h}$ and obtain partitions with $K\left(M_{\max }, \epsilon_{\text {tol }}^{h}\right)$ subdomains as listed in Table 3. In Figure 7(a) we show the maximum error during each of the three computations, $\epsilon_{M, \text { max }}^{K, \mathrm{AP}}$, for $K=6,17,206$.

We then pursue the GC splitting procedure. We specify $\epsilon_{\text {tol }}^{p}=10^{-3}$ as the tolerance to be satisfied over the training set on each subdomain. We then perform three computations for four different $M_{\max }$ and obtain partitions with
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|  | $M_{\max }$ | $K\left(M_{\max }\right)$ |
| :---: | :---: | :---: |
| Computation 1 | 301 | 16 |
| Computation 2 | 238 | 76 |
| Computation 3 | 200 | 151 |
| Computation 4 | 146 | 676 |

Table 4: Specified $M_{\max }$ and the required number of subdomains $K\left(M_{\max }\right)$ for the gravity center procedure applied to Example 2.


Figure 7: Convergence for Example 2.


Figure 8: The number of required subdomains $K$ as a function of specified $M_{\max }$ for a given satisfied tolerance $\epsilon_{\text {tol }}^{p}$.
$K\left(M_{\max }\right)$ subdomains as listed in Table 4. In Figure 7(b) we show the maximum error during each of the four computations, $\epsilon_{M, \max }^{K, \mathrm{GC}}$ for $K=16,76,151,676$.

We finally compare in Figure 8 our two approaches in terms of the number of required subdomains $K$ for specified $M_{\max }$ such that $\epsilon_{\text {tol }}^{p}=10^{-3}$ is satisfied over the training sample on each subdomain. We note that there is an algebraic relationship between $K$ and $M$, and that for Example 2 the AP approach seems to provide the somewhat more optimal partition.

## 8 Closing remarks

The $h p$-EIM procedures derived in this paper provide a partition of the full parameter domain into parameter subdomains; a standard EIM approximation is pursued on each subdomain in order to satisfy a specified tolerance $\epsilon_{\mathrm{tol}}^{p}$ for a specified maximum number $M_{\max }$ of EIM basis functions. Two different approaches are discussed. The first approach - the anchor point splitting procedure - is based on the first two modes associated with a standard EIM approximation: a given parameter (sub)domain is split into two new subdomains by a hyperplane equidistant from the the first two parameter values identified by the standard EIM Greedy sampling procedure. The second approach - the
gravity center splitting procedure - is based on all $M_{\max }$ modes associated with a standard EIM approximation: a given parameter (sub)domain is split into $2^{P}$ tensorized new subdomains at the gravity center of the $M_{\text {max }}$ parameter values identified by the EIM Greedy sampling procedure (recall that $P$ is the dimension of the parameter domain). For both approaches, a priori convergence theory guarantees successfull termination of the partition process.

Through two numerical examples we demonstrate that both the AP and GC approaches provide significant computational speedup (approximation space dimension reduction) in the EIM online stage through reduction in the required EIM space dimension. Admittedly, our two examples are particularly well suited for $h p$-treatment. Functions with very smooth parameter dependence will be less well suited for $h p$-treatment. In this case we expect that the required number of subdomains for specified dimension reduction (and specified tolerance) is large, and hence the offline cost might be large.

The AP approach seems to be somewhat better suited for higher dimensional parameter domains in particular when the parameter dependence of the function under consideration is anisotropic: only two new subdomains are introduced for each splitting. The GC approach is on the other hand arguably simpler in terms of implementation; in particular, the tensorized subdomain structure enables explicit construction of the parameter training sets associated with each subdomain.

A straightforward application of the $h p$-EIM procedures is within the reduced basis (RB) framework for order reduction of non-affine parametrized partial differential equations. In this context, the ( $h p$-EIM or) EIM accomodates efficient offline-online computational procedures through affine approximations of the non-affine differential operator $[1,6,7,8,11]$. The cost of the RB online stage grows quadratically with the number of terms in the affine approximation of the operator $(M)$ and hence the $h p$-EIM approach will reduce the RB online cost. Similarly, the $h p$-EIM approach may be applied within the related $h p-\mathrm{RB}$ framework [4]. In [5] the gravity center approach discussed in this paper is applied within an $R B$ framework for the electric field integral equation.

The $h p$-EIM method may also provide an improvement of the rigorous a posteriori error bounds recently introduced for the EIM [2]. Currently these bounds are global in parameter, and the $h p$-EIM thus provides a natural way of localizing, and hence in effect sharpen, the bounds.
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#### Abstract

We present rigorous a posteriori error bounds for the Empirical Interpolation Method (EIM). The essential ingredients are (i) analytical upper bounds for the parametric derivatives of the function to be approximated, (ii) the EIM "Lebesgue constant," and (iii) information concerning the EIM approximation error at a finite set of points in parameter space. The bound is computed "offline" and is valid over the entire parameter domain; it is thus readily employed in (say) the "online" reduced basis context. We present numerical results that confirm the validity of our approach.


## 1 Introduction

The Empirical Interpolation Method (EIM), introduced in [1], serves to construct "affine" approximations of "non-affine" parametrized functions. The EIM is frequently applied in reduced basis approximation of parametrized partial differential equations with non-affine parameter dependence [6]; the affine approximation of the coefficient functions is crucial for computational efficiency In previous work [1, 6] an estimator for the interpolation error is developed; this estimator is often very accurate, however it is not a rigorous upper bound. In this paper, we develop a rigorous a posteriori upper bound for the interpolation error and we present numerical results that confirm the validity of our approach

To begin, we summarize the EIM $[1,6]$. We are given a function $\mathcal{G}: \Omega \times \mathcal{D} \rightarrow$ $\mathbb{R}$ such that, for all $\mu \in \mathcal{D}, \mathcal{G}(\cdot ; \mu) \in L^{\infty}(\Omega)$; here, $\mathcal{D} \subset \mathbb{R}^{P}$ is the parameter domain, $\Omega \subset \mathbb{R}^{2}$ is the spatial domain-a point in which shall be denoted by $x=\left(x_{1}, x_{2}\right)$-and $L^{\infty}(\Omega) \equiv\left\{v\left|\operatorname{ess} \sup _{x \in \Omega}\right| v(x) \mid<\infty\right\}$. We introduce a finite train sample $\Xi_{\text {train }} \subset \mathcal{D}$ which shall serve as our $\mathcal{D}$ surrogate, and a triangulation $\mathcal{T}_{\mathcal{N}}(\Omega)$ of $\Omega$ with $\mathcal{N}$ vertices over which we shall in practice realize $\mathcal{G}(\cdot ; \mu)$ as a piecewise linear function.

We first define the nested EIM approximation spaces $W_{M}^{\mathcal{G}}, 1 \leq M \leq M_{\max }$. We first choose $\mu_{1} \in \mathcal{D}$, compute $g_{1} \equiv \mathcal{G}\left(\cdot ; \mu_{1}\right)$, and define $W_{1}^{\overline{\mathcal{G}}} \equiv \operatorname{span}\left\{g_{1}\right\}$; then, for $2 \leq M \leq M_{\text {max }}$, we determine

$$
\begin{equation*}
\mu_{M} \equiv \arg \max _{\mu \in \Xi_{\text {train }}} \inf _{z \in W_{M-1}^{\mathcal{G}}}\|\mathcal{G}(\cdot ; \mu)-z\|_{L^{\infty}(\Omega)} \tag{1.1}
\end{equation*}
$$

compute $g_{M} \equiv \mathcal{G}\left(\cdot ; \mu_{M}\right)$, and define $W_{M}^{\mathcal{G}} \equiv \operatorname{span}\left\{g_{m}\right\}_{m=1}^{M}$.
We next define the nested set of EIM interpolation nodes $T_{M}^{\mathcal{G}} \equiv\left\{t_{1}, \ldots, t_{M}\right\}$, $1 \leq M \leq M_{\max }$. We first set $t_{1} \equiv \arg \sup _{x \in \Omega}\left|g_{1}(x)\right|$ and $q_{1} \equiv g_{1} / g_{1}\left(t_{1}\right)$; then, for $2 \leq M \leq M_{\max }$, we solve the linear system

$$
\begin{equation*}
\sum_{j=1}^{M-1} \omega_{j}^{M-1} q_{j}\left(t_{i}\right)=g_{M}\left(t_{i}\right), \quad 1 \leq i \leq M-1 \tag{1.2}
\end{equation*}
$$

and set $r_{M}(x)=g_{M}(x)-\sum_{j=1}^{M-1} \omega_{j}^{M-1} q_{j}(x)$,

$$
\begin{equation*}
t_{M} \equiv \arg \sup _{x \in \Omega}\left|r_{M}(x)\right| \tag{1.3}
\end{equation*}
$$

and $q_{M}=r_{M} / r_{M}\left(t_{M}\right)$. For $1 \leq M \leq M_{\max }$, we define the matrix $B^{M} \in \mathbb{R}^{M \times M}$ such that $B_{i j}^{M} \equiv q_{j}\left(t_{i}\right), 1 \leq i, j \leq M$; we note that $B^{M}$ is lower triangular with unity diagonal and that $\left\{q_{m}\right\}_{m=1}^{M}$ is a basis for $W_{M}^{\mathcal{G}}[1,6]$.

We are now given a function $\mathcal{H}: \Omega \times \mathcal{D} \rightarrow \mathbb{R}$ such that, for all $\mu \in \mathcal{D}$, $\mathcal{H}(\cdot ; \mu) \in L^{\infty}(\Omega)$. We define for any $\mu \in \mathcal{D}$ the EIM interpolant $\mathcal{H}_{W_{M}^{\mathcal{G}}}(\cdot ; \mu) \in$ $W_{M}^{\mathcal{G}}$ as the interpolant of $\mathcal{H}(\cdot ; \mu)$ over the set $T_{M}^{\mathcal{G}}$. Specifically

$$
\begin{equation*}
\mathcal{H}_{W_{M}^{\mathcal{G}}}(\cdot ; \mu) \equiv \sum_{m=1}^{M} \phi_{M m}(\mu) q_{m} \tag{1.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\sum_{j=1}^{M} B_{i j}^{M} \phi_{M j}(\mu)=\mathcal{H}\left(t_{i} ; \mu\right), \quad 1 \leq i \leq M \tag{1.5}
\end{equation*}
$$

Note that the determination of the coefficients $\phi_{M m}(\mu)$ requires only $\mathcal{O}\left(M^{2}\right)$ computational cost.

Finally, we define a "Lebesgue constant" $[7] \Lambda_{M} \equiv \sup _{x \in \Omega} \sum_{m=1}^{M}\left|V_{m}^{M}(x)\right|$, where $V_{m}^{M} \in W_{M}^{\mathcal{G}}$ are the characteristic functions of $W_{M}^{\mathcal{G}}$ satisfying $V_{m}^{M}\left(t_{n}\right) \equiv$ $\delta_{m n}, 1 \leq m, n \leq M$; here, $\delta_{m n}$ is the Kronecker delta symbol. We recall that (i) the set of all characteristic functions $\left\{V_{m}^{M}\right\}_{m=1}^{M}$ is a basis for $W_{M}^{\mathcal{G}}$, and (ii) the Lebesgue constant $\Lambda_{M}$ satisfies $\Lambda_{M} \leq 2^{M}-1[1,6]$. In applications, the actual asymptotic behavior of $\Lambda_{M}$ is much better, as we shall observe subsequently.

## 2 A Posteriori Error Estimation

We now develop the new and rigorous upper bound for the error associated with the empirical interpolation of a function $\mathcal{F}: \Omega \times \mathcal{D} \rightarrow \mathbb{R}$. We shall assume that $\mathcal{F}$ is parametrically smooth; for simplicity here, we suppose $\mathcal{F} \in C^{\infty}\left(\mathcal{D}, L^{\infty}(\Omega)\right)$. Our bound depends on the parametric derivatives of $\mathcal{F}$ and on the EIM interpolant of these derivatives. For this reason, we introduce a multi-index of dimension $P, \beta \equiv\left(\beta_{1}, \ldots \beta_{P}\right)$, where the $\beta_{i}, 1 \leq i \leq P$, are non-negative integers; we further define the length $|\beta| \equiv \sum_{i=1}^{P} \beta_{i}$, and denote the set of all distinct multi-indices $\beta$ of dimension $P$ of length $I$ by $\mathcal{M}_{I}^{P}$. The cardinality of $\mathcal{M}_{I}^{P}$ is given by $\operatorname{card}\left(\mathcal{M}_{I}^{P}\right)=\left({ }_{I}^{P+I-1}\right)$. For any multi-index $\beta$, we define

$$
\begin{equation*}
\mathcal{F}^{(\beta)}(x ; \mu) \equiv \frac{\partial^{|\beta|} \mathcal{F}}{\partial \mu_{(1)}^{\beta_{1}} \ldots \mu_{(P)}^{\beta_{P}}}(x ; \mu) ; \tag{2.1}
\end{equation*}
$$

we require that $\max _{\mu \in \mathcal{D}} \max _{\beta \in \mathcal{M}_{p}^{P}}\left\|\mathcal{F}^{(\beta)}(\cdot ; \mu)\right\|_{L^{\infty}(\Omega)} \leq \sigma_{p}(<\infty)$ for integer $p \geq 0$.

Given any $\mu \in \mathcal{D}$, we define for $1 \leq M \leq M_{\max }$ the interpolants of $\mathcal{F}(\cdot ; \mu)$ and $\mathcal{F}^{(\beta)}(\cdot ; \mu)$ as $\mathcal{F}_{M}(\cdot ; \mu) \equiv \mathcal{F}_{W_{M}^{\mathcal{F}}}(\cdot ; \mu)$ and $\left(\mathcal{F}^{(\beta)}\right)_{M}(\cdot ; \mu) \equiv \mathcal{F}_{W_{M}^{\mathcal{F}}}^{(\beta)}(\cdot ; \mu)$, respectively. We emphasize that both interpolants $\mathcal{F}_{M}(\cdot ; \mu)$ and $\left(\mathcal{F}^{(\beta)}\right)_{M}(\cdot ; \mu)$ lie in the same space $W_{M}^{\mathcal{F}}$-we do not introduce a separate space, $W_{M}^{\mathcal{F}^{(\beta)}}$, spanned by solutions of $\mathcal{F}^{(\beta)}\left(\cdot ; \mu_{M}\right), 1 \leq M \leq M_{\max }$. It is thus readily demonstrated that $\left(\mathcal{F}^{(\beta)}\right)_{M}(\cdot ; \mu)=\left(\mathcal{F}_{M}\right)^{(\beta)}(\cdot ; \mu)$, which we thus henceforth denote $\mathcal{F}_{M}^{(\beta)}(\cdot ; \mu) .{ }^{1}$ Note that $\mathcal{F}_{M}^{(\beta)}(\cdot ; \mu) \in W_{M}^{\mathcal{F}}$ is the unique interpolant satisfying

[^20]$\mathcal{F}_{M}^{(\beta)}\left(t_{m} ; \mu\right)=\mathcal{F}^{(\beta)}\left(t_{m} ; \mu\right), 1 \leq m \leq M$. We can further demonstrate [3] in certain cases that if $\mathcal{F}_{M}(\cdot ; \mu)$ tends to $\mathcal{F}(\cdot ; \mu)$ as $M \rightarrow \infty$ then $\mathcal{F}_{M}^{(\beta)}(\cdot ; \mu)$ tends to $\mathcal{F}^{(\beta)}(\cdot ; \mu)$ as $M \rightarrow \infty$.

We now develop the interpolation error upper bound. To begin, we introduce a set of points $\Phi \subset \mathcal{D}$ of size $n_{\Phi}$ and define $\rho_{\Phi} \equiv \max _{\mu \in \mathcal{D}} \min _{\tau \in \Phi}|\mu-\tau|$; here $|\cdot|$ is the usual Euclidean norm. We then define

$$
\begin{align*}
\delta_{M, p} \equiv(1 & \left.+\Lambda_{M}\right) \frac{\sigma_{p}}{p!} \rho_{\Phi}^{p} P^{p / 2} \\
& +\sup _{\tau \in \Phi}\left(\sum_{j=0}^{p-1} \frac{\rho_{\Phi}^{j}}{j!} P^{j / 2} \max _{\beta \in \mathcal{M}_{j}^{P}}\left\|\mathcal{F}^{(\beta)}(\cdot ; \tau)-\mathcal{F}_{M}^{(\beta)}(\cdot ; \tau)\right\|_{L^{\infty}(\Omega)}\right) . \tag{2.2}
\end{align*}
$$

We can now demonstrate
Proposition 1. For given positive integer $p$,

$$
\begin{equation*}
\max _{\mu \in \mathcal{D}}\left\|\mathcal{F}(\cdot ; \mu)-\mathcal{F}_{M}(\cdot ; \mu)\right\|_{L^{\infty}(\Omega)} \leq \delta_{M, p} \tag{2.3}
\end{equation*}
$$

$\forall \mu \in \mathcal{D}, 1 \leq M \leq M_{\max }$.
Proof. We present the proof for $P=1$ and refer the reader to [2] for the general case $P \geq 1$. For brevity, we first define (assuming existence) $\mathcal{A}_{\mathcal{G}}^{p}(\tau, \mu) \equiv$ $\sum_{j=0}^{p-1} \mathcal{G}^{(j)}(\cdot ; \tau) \frac{(\mu-\tau)^{j}}{j!}$ as the first $p$ terms in the Taylor series of $\mathcal{G}$ around $\tau$. We then choose $\tau$ as $\tau^{*}(\mu) \equiv \arg \min _{\tilde{\tau} \in \Phi}|\mu-\tilde{\tau}|$. We note that

$$
\begin{align*}
\left\|\mathcal{F}(\cdot ; \mu)-\mathcal{F}_{M}(\cdot ; \mu)\right\|_{L^{\infty}(\Omega)} \leq \| \mathcal{F}(\cdot ; \mu) & -\mathcal{A}_{\mathcal{F}}^{p}\left(\tau^{*}, \mu\right) \|_{L^{\infty}(\Omega)} \\
& +\left\|\mathcal{A}_{\mathcal{F}}^{p}\left(\tau^{*}, \mu\right)-\mathcal{F}_{M}(\cdot ; \mu)\right\|_{L^{\infty}(\Omega)} \tag{2.4}
\end{align*}
$$

for all $\mu \in \mathcal{D}$. We recall the univariate Taylor series expansion with remainder in integral form $\mathcal{F}(x ; \mu)=\mathcal{A}_{\mathcal{F}}^{p}(\tau, \mu)+\int_{\tau}^{\mu} \mathcal{F}^{(p)}(x ; \bar{\tau}) \frac{(\mu-\bar{\tau})^{p-1}}{(p-1)!} d \bar{\tau}$. We can now bound the first term on the right hand side of (2.4) by

$$
\begin{equation*}
\left\|\mathcal{F}(\cdot ; \mu)-\mathcal{A}_{\mathcal{F}}^{p}\left(\tau^{*}, \mu\right)\right\|_{L^{\infty}(\Omega)} \leq\left|\int_{\tau^{*}}^{\mu}\left\|\mathcal{F}^{(p)}(\cdot ; \bar{\tau}) \frac{(\mu-\bar{\tau})^{p-1}}{(p-1)!}\right\|_{L^{\infty}(\Omega)} \mathrm{d} \bar{\tau}\right| \leq \frac{\sigma_{p}}{p!} \rho_{\Phi}^{p} \tag{2.5}
\end{equation*}
$$

for all $\mu \in \mathcal{D}$. For the second term in (2.4), we obtain

$$
\begin{align*}
&\left\|\mathcal{A}_{\mathcal{F}}^{p}\left(\tau^{*}, \mu\right)-\mathcal{F}_{M}(\cdot ; \mu)\right\|_{L^{\infty}(\Omega)} \leq\left\|\mathcal{A}_{\mathcal{F}}^{p}\left(\tau^{*}, \mu\right)-\mathcal{A}_{\mathcal{F}_{M}}^{p}\left(\tau^{*}, \mu\right)\right\|_{L^{\infty}(\Omega)} \\
&+\left\|\mathcal{A}_{\mathcal{F}_{M}}^{p}\left(\tau^{*}, \mu\right)-\mathcal{F}_{M}(\cdot ; \mu)\right\|_{L^{\infty}(\Omega)} \tag{2.6}
\end{align*}
$$

for all $\mu \in \mathcal{D}$. For the first term in (2.6) we note that

$$
\begin{align*}
\| \mathcal{A}_{\mathcal{F}}^{p}\left(\tau^{*}, \mu\right) & -\mathcal{A}_{\mathcal{F}_{M}}^{p}\left(\tau^{*}, \mu\right) \|_{L^{\infty}(\Omega)} \\
\leq & \sup _{\tau \in \Phi}\left(\sum_{j=0}^{p-1} \frac{\rho_{\Phi}^{j}}{j!}\left\|\mathcal{F}^{(j)}(\cdot ; \tau)-\mathcal{F}_{M}^{(j)}(\cdot ; \tau)\right\|_{L^{\infty}(\Omega)}\right), \quad \forall \mu \in \mathcal{D} . \tag{2.7}
\end{align*}
$$

From the definition of the characteristic functions $V_{m}^{M}$, we obtain

$$
\begin{align*}
\sum_{j=0}^{p-1} \mathcal{F}_{M}^{(j)}\left(x ; \tau^{*}\right) & \frac{\left(\mu-\tau^{*}\right)^{j}}{j!}-\mathcal{F}_{M}(x ; \mu) \\
& =\sum_{m=1}^{M}\left[\sum_{j=0}^{p-1} \mathcal{F}_{M}^{(j)}\left(t_{m} ; \tau^{*}\right) \frac{\left(\mu-\tau^{*}\right)^{j}}{j!}-\mathcal{F}_{M}\left(t_{m} ; \mu\right)\right] V_{m}^{M}(x) . \tag{2.8}
\end{align*}
$$

We then invoke the interpolation property (for any non-negative integer $j$ ) $\mathcal{F}_{M}^{(j)}\left(t_{m} ; \mu\right)=\mathcal{F}^{(j)}\left(t_{m} ; \mu\right), 1 \leq m \leq M$, and the definition of the Lebesgue constant $\Lambda_{M}$, to bound the second term in (2.6) by

$$
\begin{align*}
& \left\|\mathcal{A}_{\mathcal{F}_{M}}^{p}\left(\tau^{*}, \mu\right)-\mathcal{F}_{M}(\cdot ; \mu)\right\|_{L^{\infty}(\Omega)} \\
& \quad \leq\left\|\mathcal{A}_{\mathcal{F}}^{p}\left(\tau^{*}, \mu\right)-\mathcal{F}(\cdot ; \mu)\right\|_{L^{\infty}(\Omega)} \Lambda_{M} \leq \frac{\sigma_{p}}{p!} \rho_{\Phi}^{p} \Lambda_{M}, \quad \forall \mu \in \mathcal{D} . \tag{2.9}
\end{align*}
$$

The desired result (for $P=1$ ) directly follows.
We make several remarks concerning this result. First, we may choose $p$ such that the two terms in (2.2) balance - a higher $p$ will reduce the contribution of the first term but will increase the contribution of the second term. Second, we note that the bound $\delta_{M, p}$ is $\mu$-independent. We can readily develop a $\mu$-dependent bound by replacing $\rho_{\Phi}$ with the actual distance between $\mu$ and the closest $\tau \in \Phi$; this $\mu$-dependent bound can serve (i) to adaptively construct an economical point set $\Phi$, and (ii) to replace the true (expensive) error in the
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greedy identification of the EIM spaces $W_{M}^{\mathcal{G}}$. Third, we can increase the sharpness of the bound by localizing the derivative bounds $\sigma_{p}$ : this is best achieved through an " $h p$ " approach for the EIM; we note that the " $h p$ " framework developed in [4] for the reduced basis method readily adapts to the EIM (see also [5] for an alternative approach). Fourth, we note that in the "limit" $\rho_{\Phi} \rightarrow 0$ the effectivity of the bound approaches unity; of course, we will never in practice let $\rho_{\Phi} \rightarrow 0$ because this implies the computation of the interpolant at every point in $\mathcal{D}$. Fifth, we note that our bound at no point requires computation of spatial derivatives of the function to be approximated.

We conclude this section by summarizing the computational cost associated with $\delta_{M, p}$. We assume that the bounds $\sigma_{p}$ can be obtained analytically. We compute $\Lambda_{M}$ in $\mathcal{O}\left(M^{2} \mathcal{N}\right)$ operations, and we compute the interpolation errors $\left\|\mathcal{F}^{(\beta)}(\cdot ; \tau)-\mathcal{F}_{M}^{(\beta)}(\cdot ; \tau)\right\|_{L^{\infty}(\Omega)}, 0<|\beta|<p-1$, for all $\tau \in \Phi$, in $\mathcal{O}\left(n_{\Phi} M \mathcal{N}\right) \sum_{j=0}^{p-1} \operatorname{card}\left(\mathcal{M}_{j}^{P}\right)$ operations (we assume $M \ll \mathcal{N}$ ); certainly the growth of $\mathcal{M}_{p}^{P}$ will preclude large $P$. Note the computational cost is "offline" only-the bound is valid for all $\mu \in \mathcal{D}$.

## 3 Numerical Results

We shall consider the empirical interpolation of a Gaussian function $\mathcal{F}(\cdot ; \mu)$ over two different parameter domains $\mathcal{D}=\mathcal{D}_{\text {I }}$ and $\mathcal{D}=\mathcal{D}_{\text {II }}$. The spatial domain is $\Omega \equiv[0,1]^{2}$; we introduce a triangulation $\mathcal{T}_{\mathcal{N}}(\Omega)$ with $\mathcal{N}=2601$ vertices. We shall compare our bound with the true interpolation error over the parameter domain. To this end, we define the maximum error $\varepsilon_{M} \equiv \max _{\mu \in \Xi_{\text {train }}} e_{M}(\mu)$ and the average effectivity $\bar{\eta}_{M, p} \equiv \operatorname{mean}_{\mu \in \Xi_{\text {test }}} \delta_{M, p} / e_{M}(\mu) ;$ here, $e_{M}(\mu) \equiv \| \mathcal{F}(\cdot ; \mu)-$ $\mathcal{F}_{M}(\cdot ; \mu) \|_{L^{\infty}(\Omega)}$, and $\Xi_{\text {test }} \subset \mathcal{D}$ is a test sample of finite size $n_{\Xi_{\text {test }}}$.

We first consider the case $\mathcal{D}=\mathcal{D}_{\mathrm{I}} \equiv[0.1,1]$ and hence $P=1$; we let

$$
\begin{equation*}
\mathcal{F}(x ; \mu)=\mathcal{F}_{\mathrm{I}}(x ; \mu) \equiv \exp \left(\frac{-\left(x_{1}-0.5\right)^{2}-\left(x_{2}-0.5\right)^{2}}{2 \mu^{2}}\right) . \tag{3.1}
\end{equation*}
$$

We introduce an equidistant train sample $\Xi_{\text {train }} \subset \mathcal{D}$ of size 500 ; we take $\mu_{1}=1$ and pursue the EIM with $M_{\max }=12$. In Figure 1 we report $\varepsilon_{M}$ and $\delta_{M, p}$, $p=1,2,3,4$, for $1 \leq M \leq M_{\max }$; we consider $n_{\Phi}=41$ and $n_{\Phi}=141$ ( $\rho_{\Phi}=1.125 \mathrm{E}-2$ and $\rho_{\Phi} \approx 3.21 \mathrm{E}-3$, respectively). We observe that the error bounds initially decrease, but then "plateau" in $M$. The bounds are very sharp for sufficiently small $M$, but eventually the first term in (2.2) dominates and compromises the sharpness of the bounds; for larger $p$, the bound is better


Figure 1: Error bounds $\delta_{M, p}$ for $P=1$ and $p=1,2,3,4$ with $n_{\Phi}=41$ (left) and $n_{\Phi}=141$ (right).


Figure 2: Error bounds $\delta_{M, p}$ for $P=2$ and $p=1,2,3,4$ with $n_{\Phi}=100$ (left) and $n_{\Phi}=1600$ (right).
for a larger range of $M$. We find that $1 \leq \Lambda_{M} \leq 5.18$ for $1 \leq M \leq M_{\max }$ and, for the case $p=4$ with $n_{\Phi}=141, \bar{\eta}_{M, p} \sim \mathcal{O}(10)\left(n_{\Xi_{\text {test }}}=150\right)$ except for large $M$. The modest growth of the Lebesgue constant is crucial to the good effectivity.

We next consider the case $\mathcal{D}=\mathcal{D}_{\mathrm{II}} \equiv[0.4,0.6]^{2}$ and hence $P=2$; we introduce

$$
\begin{equation*}
\mathcal{F}=\mathcal{F}_{\mathrm{II}}(x ; \mu)=\exp \left(\frac{-\left(x_{1}-\mu_{(1)}\right)^{2}-\left(x_{2}-\mu_{(2)}\right)^{2}}{2(0.1)^{2}}\right) \tag{3.2}
\end{equation*}
$$

where $\mu \equiv\left(\mu_{(1)}, \mu_{(2)}\right)$. We introduce a deterministic grid $\Xi_{\text {train }} \subset \mathcal{D}$ of size 1600 ; we take $\mu_{1}=(0.4,0.4)$ and pursue the EIM with $M_{\max }=60$. In Figure 2 we
report $\varepsilon_{M}$ and $\delta_{M, p}, p=1,2,3,4$, for $1 \leq M \leq M_{\max }$; we consider $n_{\Phi}=100$ and $n_{\Phi}=1600\left(\rho_{\Phi} \approx 1.57 \mathrm{E}-2\right.$ and $3.63 \mathrm{E}-3$, respectively). We observe the same behavior as for the $P=1$ case: the errors initially decrease, but then "plateau" in $M$ depending on the particular value of $p$. We find that $1 \leq \Lambda_{M} \leq 39.9$ and, for the case $p=4$ with $n_{\Phi}=1600, \bar{\eta}_{M, p} \sim \mathcal{O}(10)\left(n_{\Xi_{\text {test }}}=225\right)$ for $1 \leq M \leq M_{\max }$.

Our results demonstrate that we can gainfully increase $p$ - the number of terms in the Taylor series expansion - in order to reduce the role of the first term of $\delta_{M, p}$ and to limit the size of $\Phi$. We also note that for the examples presented here the terms in the sum of (2.2) are well behaved, even though (for our $P=2$ example in particular) it is not obvious that the space $W_{M}^{\mathcal{F}}$ contains good interpolants of the functions $\mathcal{F}^{(\beta)}(\cdot, \mu),|\beta| \neq 0$.
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#### Abstract

We introduce a general a priori convergence result for the approximation of parametric derivatives of parametrized functions. We show, with rather general assumptions on the particular approximation scheme, that the approximations of parametric derivatives of a given parametrized function are convergent provided that the approximation to the function itself is convergent. We present numerical results with one particular method for the approximation of parametrized functions - the Empirical Interpolation Method - to illustrate the general theory.


## 1 Introduction

We consider in this paper the approximation of parametrized functions, i.e., functions that in addition to spatial variables depend on one or several scalar parameters. In particular, we are concerned with the approximation of parametric derivatives of such functions, i.e., derivatives of parametrized functions with respect to the parameters. We develop a new convergence theory that demonstrates - with rather general assumptions on the particular approximation scheme - that the approximations of parametric derivatives of a given parametrized function are convergent provided that the approximation to the function itself is convergent.

The Empirical Interpolation Method (EIM), introduced in [1, 5], is an interpolation method specifically constructed for the approximation of parametrized functions. ${ }^{1}$ The main focus of this paper is the EIM approximation of parametric derivatives of parametrized functions. The new convergence theory is developed with the EIM in mind, and is discussed and applied within the context of the EIM.

However, our new theoretical results here also apply to rather general approximation schemes other than the EIM; in particular, we may consider both projection-based and interpolation-based approximation. The main limitation of the theory is related to regularity assumptions in space and parameter on the parametrized function.

The results in this paper have several useful implications. First, if the EIM is employed for evaluation of an objective function subject to optimization with respect to a set of parameters, our theory shows that we may accurately compute the parametric Jacobian without expensive generation of additional EIM spaces, or alternatively finite difference Jacobian approximations. Second, the rigorous a posteriori bounds for the error in the EIM approximation recently introduced in [3] require computation of the EIM approximation of parametric derivatives at a finite number of points in the parameter domain; smaller EIM errors associated with these derivatives imply sharper EIM error bounds. This second point in particular motivates our work here.

The remainder of the paper is organized as follows. First, in Section 2 we introduce notation and recall some results from polynomial approximation theory. Next, in Section 3, we present the new general a priori convergence result. Then, in Section 4 we review the EIM and apply the new convergence theory in this particular context. Subsequently, in Section 5, we demonstrate the theory within the context of the EIM through numerical results. Finally, in Section 6 we provide some concluding remarks.

[^21]
## 2 Preliminaries

### 2.1 Notation

We denote by $\Omega \subset \mathbb{R}^{d}$ the spatial domain ( $d=1,2,3$ ); a particular point $x \in \Omega$ shall be denoted by $x=\left(x_{(1)}, \ldots, x_{(d)}\right)$. We denote by $\mathcal{D} \subset \mathbb{R}^{P}$ the parameter domain $(P \geq 1)$; a particular parameter value $\mu \in \mathcal{D}$ shall be denoted by $\mu=\left(\mu_{(1)}, \ldots, \mu_{(P)}\right)$.

We introduce a sufficiently smooth function $\mathcal{F}: \Omega \times \mathcal{D} \rightarrow \mathbb{R}$. We suppose that $\mathcal{F}(\cdot ; \mu) \in L^{\infty}(\Omega)$ for all $\mu \in \mathcal{D}$, and, for purposes of our theoretical arguments later, that $\mathcal{F}(x ; \cdot) \in C^{2}(\mathcal{D})$ for all $x \in \Omega$. Here, $L^{\infty}(\Omega)=\{v$ : ess $\left.\sup _{x \in \Omega}|v(x)|<\infty\right\}$ and $C^{s}(O)$ denotes the space of functions with continuous $s$-order derivatives over a domain $O$. We then introduce a multi-index of dimension $P$,

$$
\begin{equation*}
\beta=\left(\beta_{1}, \ldots, \beta_{P}\right) \tag{2.1}
\end{equation*}
$$

where the entries $\beta_{i}, 1 \leq i \leq P$, are non-negative integers. We define for any multi-index $\beta$ the parametric derivatives of $\mathcal{F}$,

$$
\begin{equation*}
\mathcal{F}^{(\beta)}=\frac{\partial^{|\beta|} \mathcal{F}}{\partial \mu_{(1)}^{\beta_{1}} \cdots \partial \mu_{(P)}^{\beta_{P}}}, \tag{2.2}
\end{equation*}
$$

where

$$
\begin{equation*}
|\beta|=\sum_{i=1}^{P} \beta_{i} \tag{2.3}
\end{equation*}
$$

is the length of $\beta$ and hence the differential order. We denote the set of all distinct multi-indices $\beta$ of dimension $P$ of length $p$ by $\mathcal{M}_{p}^{P}$.

For our theoretical arguments in Section 3 we shall write $\mathcal{D}$ as the tensor product $\mathcal{D}=\mathcal{D}_{(1)} \times \cdots \times \mathcal{D}_{(P)}$, where $\mathcal{D}_{(i)} \subset \mathbb{R}, 1 \leq i \leq P$. We shall further consider any particular parameter dimension $\mathcal{S} \equiv \mathcal{D}_{j}, 1 \leq j \leq P$, and assume without loss of generality ${ }^{2}$ that $\mathcal{S}=[-1,1]$. In this case we fix the $P-1$ parameter values $\mu_{(i)} \in \mathcal{D}_{(i)}, 1 \leq i \leq P, i \neq j$, and we introduce the function $\mathcal{J}_{\beta, j}: \Omega \times \mathcal{S} \rightarrow \mathbb{R}$ defined for $x \in \Omega$ and $\kappa \in \mathcal{S}$ by

$$
\begin{equation*}
\mathcal{J}_{\beta, j}(x ; \kappa) \equiv \mathcal{F}^{(\beta)}\left(x ;\left(\mu_{(1)}, \ldots, \mu_{\left(j^{-1}\right)}, \kappa, \mu_{(j+1)}, \ldots, \mu_{(P)}\right)\right) . \tag{2.4}
\end{equation*}
$$

[^22]
### 2.2 Polynomial Approximation

In this section we recall some results from polynomial interpolation theory. We first describe a general interpolation framework for which we state three hypotheses. These hypotheses are the key ingredients in the proof of our new convergence theory in Section 3.

Let $\Gamma=[-1,1]$, and let $f: \Gamma \rightarrow \mathbb{R}$ be a sufficiently smooth function. We introduce $N+1$ distinct interpolation nodes $y_{N, i} \in \Gamma, 0 \leq i \leq N$, and $N+1$ characteristic functions $\chi_{N, i}, 0 \leq i \leq N$, that satisfy $\chi_{N, i}\left(y_{N, j}\right)=\delta_{i, j}$, $0 \leq i, j \leq N$. We finally introduce an interpolation operator $I_{N}$ defined by $I_{N} f=\sum_{i=0}^{N} f\left(y_{N, i}\right) \chi_{N, i}$. We may now formally state our three hypotheses.

Hypothesis 1. The error in the derivative of the interpolant $I_{N} f$ satisfies

$$
\begin{equation*}
\left|f^{\prime}(x)-\left(I_{N} f\right)^{\prime}(x)\right| \leq G_{f}(N), \quad \forall x \in \Gamma, \tag{2.5}
\end{equation*}
$$

where for a given $f$ the function $G_{f}: \mathbb{N} \rightarrow(0, \infty)$ with $G_{f}(N) \rightarrow 0$ as $N \rightarrow \infty$.
Hypothesis 2. The characteristic functions $\chi_{N, i}, 0 \leq i \leq N$, satisfy

$$
\begin{equation*}
\sum_{i=0}^{N}\left|\chi_{N, i}^{\prime}(x)\right| \leq D(N), \quad \forall x \in \Gamma \tag{2.6}
\end{equation*}
$$

where the function $D: \mathbb{N} \rightarrow(0, \infty)$ is fixed (for a given interpolation scheme) with $D(N) \rightarrow \infty$ as $N \rightarrow \infty$.

Hypothesis 3. Let $\epsilon \in \mathbb{R}^{+}$, and consider the equation

$$
\begin{equation*}
G_{f}(N)=D(N) \epsilon \tag{2.7}
\end{equation*}
$$

for the unknown $N$ as $\epsilon \rightarrow 0$. Equation (2.7) has a solution $N=N(\epsilon) \geq 0$ that satisfies

$$
\begin{equation*}
\epsilon D(N(\epsilon)) \rightarrow 0 \tag{2.8}
\end{equation*}
$$

as $\epsilon \rightarrow 0$.
We next consider several interpolation schemes and in each case confirm the corresponding instantiations of our hypotheses under suitable regularity conditions. First, we assume $f \in C^{2}(\Gamma)$ and consider piecewise linear interpolation over equidistant interpolation nodes $y_{N, i}=(2 i / N-1) \in \Gamma, 0 \leq i \leq N$. In this case the characteristic functions $\chi_{N, i}$ are continuous and piecewise linear
"hat functions" with support only on the interval $\left[y_{N, 0}, y_{N, 1}\right]$ for $i=0$, only on the interval $\left[y_{N, i-1}, y_{N, i+1}\right]$ for $1 \leq i \leq N-1$, and only on the interval [ $y_{N, N-1}, y_{N, N}$ ] for $i=N$. For piecewise linear interpolation Hypothesis 1 and Hypothesis 2 obtain for

$$
\begin{align*}
G_{f}(N) & =2 N^{-1}\left\|f^{\prime \prime}\right\|_{L^{\infty}(\Gamma)}  \tag{2.9}\\
D(N) & =N \tag{2.10}
\end{align*}
$$

respectively. In this case (2.6) in Hypothesis 2 obtains with equality. We include the proofs in Appendix A.1. It is straightforward to demonstrate Hypothesis 3: we note that

$$
\begin{equation*}
N^{-1}=N \epsilon \tag{2.11}
\end{equation*}
$$

has the solution $N(\epsilon)=\epsilon^{-1 / 2}$ and that $\epsilon^{-1 / 2} \epsilon \rightarrow 0$ as $\epsilon \rightarrow 0$.
Next, we assume $f \in C^{3}(\Gamma)$ and consider piecewise quadratic interpolation over equidistant interpolation nodes $y_{N, i}=(2 i / N-1) \in \Gamma, 0 \leq i \leq N$. We assume that $N$ is even such that we may divide $\Gamma$ into $N / 2$ intervals $\left[y_{N, i}, y_{N, i+2}\right]$, for $i=0,2,4, \ldots, N-2$. The characteristic functions are for $x \in\left[y_{N, i}, y_{N, i+2}\right]$ then given as

$$
\begin{align*}
\chi_{N, i}(x) & =\frac{\left(x-y_{N, i+1}\right)\left(x-y_{N, i+2}\right)}{2 h^{2}},  \tag{2.12}\\
\chi_{N, i+1}(x) & =\frac{\left(x-y_{N, i}\right)\left(x-y_{N, i+2}\right)}{-h^{2}},  \tag{2.13}\\
\chi_{N, i+2}(x) & =\frac{\left(x-y_{N, i}\right)\left(x-y_{N, i+1}\right)}{2 h^{2}}, \tag{2.14}
\end{align*}
$$

for $i=0,2,4, \ldots, N-2$, where $h=2 / N=y_{N, j+1}-y_{N, j}, 0 \leq j \leq N-1$. For piecewise quadratic interpolation Hypothesis 1 and Hypothesis 2 obtain for

$$
\begin{align*}
G_{f}(N) & =\text { const } \cdot N^{-2}\left\|f^{\prime \prime \prime}\right\|_{L^{\infty}(\Gamma)}  \tag{2.15}\\
D(N) & =\frac{5}{2} N, \tag{2.16}
\end{align*}
$$

respectively. We include the proofs in Appendix A.2. It is straightforward to demonstrate Hypothesis 3: we note that

$$
\begin{equation*}
N^{-2}=N \epsilon \tag{2.17}
\end{equation*}
$$

has the solution $N(\epsilon)=\epsilon^{-1 / 3}$ and that $\epsilon^{-1 / 3} \epsilon \rightarrow 0$ as $\epsilon \rightarrow 0$.

Finally, we assume that $f$ is analytic in $\Gamma$ and consider standard Chebyshev interpolation over the usual Chebyshev-nodes $y_{N, i}=-\cos (i \pi / N), 0 \leq i \leq N$. The characteristic functions are in this case the Lagrange polynomials $\chi_{N, i} \in$ $\mathbb{P}_{N}(\Gamma)$ that satisfy $\chi_{N, i}\left(y_{N, j}\right)=\delta_{i j}, 0 \leq i, j \leq N$. For Chebyshev interpolation Hypothesis 1 and Hypothesis 2 obtain for

$$
\begin{align*}
G_{f}(N) & =c_{f} N e^{-N \log \left(\rho_{f}\right)}  \tag{2.18}\\
D(N) & =N^{2} \tag{2.19}
\end{align*}
$$

respectively, where $c_{f}>0$ and $\rho_{f}>1$ depend only on $f$. In this case (2.6) in Hypothesis 2 obtains with equality. We refer to Reddy and Weideman [8] for a proof of (2.18) and to Rivlin [9, pp. 119-121] for a proof of (2.19). We finally demonstrate Hypothesis 3: we let $\eta=\log \left(\rho_{f}\right)>0$ and we note that the transcendental equation

$$
\begin{equation*}
N e^{-N \eta}=N^{2} \epsilon . \tag{2.20}
\end{equation*}
$$

admits the solution

$$
\begin{equation*}
N(\epsilon)=\frac{1}{\eta} \mathcal{W}\left(\frac{\eta}{\epsilon}\right) \tag{2.21}
\end{equation*}
$$

where $\mathcal{W}$ denotes the Lambert $W$ function(s) defined by $\xi=\mathcal{W}(\xi) e^{\mathcal{W}(\xi)}$ for any $\xi \in \mathbb{C}$. As $\xi \rightarrow \infty, \xi \in \mathbb{R}$, it can be shown [2] that $\mathcal{W}(\xi)<\log (\xi)$. Thus, as $\epsilon \rightarrow 0$, we obtain

$$
\begin{equation*}
N(\epsilon)<\frac{1}{\eta} \log \left(\frac{\eta}{\epsilon}\right)=\frac{1}{\eta}(\log (\eta)+\log (1 / \epsilon)) \leq A \log (1 / \epsilon) \tag{2.22}
\end{equation*}
$$

for some sufficiently large constant $A$. We now consider the product $\epsilon(N(\epsilon))^{2}$ as $\epsilon \rightarrow 0$. By application of L'Hôpital's rule twice (Eqs. (2.25) and (2.27) below)
we obtain

$$
\begin{align*}
\lim _{\epsilon \rightarrow 0} \epsilon(N(\epsilon))^{2} & \leq A^{2} \lim _{\epsilon \rightarrow 0} \epsilon(\log (1 / \epsilon))^{2}  \tag{2.23}\\
& =A^{2} \lim _{\epsilon \rightarrow 0} \frac{(\log (\epsilon))^{2}}{1 / \epsilon}  \tag{2.24}\\
& =A^{2} \lim _{\epsilon \rightarrow 0} \frac{2 \log (\epsilon) / \epsilon}{-1 / \epsilon^{2}}  \tag{2.25}\\
& =2 A^{2} \lim _{\epsilon \rightarrow 0} \frac{\log (\epsilon)}{-1 / \epsilon}  \tag{2.26}\\
& =2 A^{2} \lim _{\epsilon \rightarrow 0} \frac{1 / \epsilon}{1 / \epsilon^{2}}  \tag{2.27}\\
& =2 A^{2} \lim _{\epsilon \rightarrow 0} \epsilon=0 . \tag{2.28}
\end{align*}
$$

Hypothesis 3 thus holds.

## 3 A General Convergence Result

We introduce an approximation space $W_{M} \equiv W_{M}(\Omega)$ of finite dimension $M$. For any $\mu \in \mathcal{D}$, our approximation to the function $\mathcal{F}(\cdot ; \mu): \Omega \rightarrow \mathbb{R}$ shall reside in $W_{M}$; the particular approximation procedure invoked is not relevant for our theoretical results in this section. We show here that if, for any $\mu \in \mathcal{D}$, the error in the best $L^{\infty}(\Omega)$ approximation to $\mathcal{F}(\cdot ; \mu)$ in $W_{M}$ goes to zero as $M \rightarrow \infty$, then, for any multi-index $\beta,|\beta| \geq 0$, the error in the best $L^{\infty}(\Omega)$ approximation to $\mathcal{F}^{(\beta)}(\cdot ; \mu)$ in $W_{M}$ also goes to zero as $M \rightarrow \infty$. Of course, only modest $M$ are of interest in practice: the computational cost associated with the approximation is $M$-dependent. However, our theoretical results in this section provide some promise that we may in practice invoke the "original" approximation space and approximation procedure also for the approximation of parametric derivatives.

We introduce, for any fixed $p \geq 0$ and any $M \geq 1$,

$$
\begin{equation*}
e_{M}^{p} \equiv \max _{\beta \in \mathcal{M}_{p}^{P}} \max _{\mu \in \mathcal{D}} \inf _{w \in W_{M}}\left\|\mathcal{F}^{(\beta)}(\cdot ; \mu)-w\right\|_{L^{\infty}(\Omega)} \tag{3.1}
\end{equation*}
$$

We then recall the definition of $\mathcal{J}_{\beta, j}$ from (2.4), and state
Proposition 1. Let p be a fixed non-negative integer. Assume that Hypotheses 1, 2, and 3 hold for $f=\mathcal{J}_{\beta, j}(x ; \cdot), 1 \leq j \leq P$, for all $x \in \Omega$, and for all
$\beta \in \mathcal{M}_{p}^{P}$. In this case, if $e_{M}^{p} \rightarrow 0$ as $M \rightarrow \infty$, then

$$
\begin{equation*}
e_{M}^{p+1} \rightarrow 0 \tag{3.2}
\end{equation*}
$$

as $M \rightarrow \infty$.

Proof. For each $x \in \Omega$, we introduce the interpolant $\mathcal{J}_{N, \beta, j}(x ; \cdot) \equiv I_{N} \mathcal{J}_{\beta, j}(x ; \cdot) \in$ $\mathbb{P}_{N}(\mathcal{S})$ given by

$$
\begin{equation*}
\mathcal{J}_{N, \beta, j}(x ; \cdot) \equiv I_{N} \mathcal{J}_{\beta, j}(x ; \cdot)=\sum_{i=0}^{N} \mathcal{J}_{\beta, j}\left(x ; y_{N, i}\right) \chi_{N, i}(\cdot) ; \tag{3.3}
\end{equation*}
$$

recall that here, $\chi_{N, i}: \mathcal{S} \rightarrow \mathbb{R}, 0 \leq i \leq N$, are characteristic functions that satisfy $\chi_{N, i}\left(y_{N, j}\right)=\delta_{i, j}, 0 \leq i, j \leq N$.

Let ' denote differentiation with respect to the variable $\kappa$ in (2.4). For each $x \in \Omega$ we consider an approximation to $\mathcal{J}_{\beta, j}^{\prime}(x ; \cdot)$ which we write as $\sum_{i=0}^{N} \chi_{N, i}^{\prime} w_{i}(x)$, where $w_{i} \in W_{M}, 1 \leq i \leq N$. We note that $\sum_{i=0}^{N} \chi_{N, i}^{\prime}(\kappa) w_{i} \in$ $W_{M}$ for all $\kappa \in \mathcal{S}$ (we define the $w_{i}$ shortly; however we note that in general $\mathcal{J}_{\beta, j}\left(\cdot ; y_{N, i}\right) \notin W_{M}, 1 \leq i \leq N$, are not valid choices). For the error in this approximation we note by the triangle inequality that (for any $w_{i} \in W_{M}$, $1 \leq i \leq N)$

$$
\begin{align*}
& \left\|\mathcal{J}_{\beta, j}^{\prime}-\sum_{i=0}^{N} \chi_{N, i}^{\prime} w_{i}\right\|_{L^{\infty}(\Omega \times \mathcal{S})}=\left\|\mathcal{J}_{N, \beta, j}^{\prime}-\sum_{i=0}^{N} \chi_{N, i}^{\prime} w_{i}+\mathcal{J}_{\beta, j}^{\prime}-\mathcal{J}_{N, \beta, j}^{\prime}\right\|_{L^{\infty}(\Omega \times \mathcal{S})} \\
& \quad \leq\left\|\mathcal{J}_{N, \beta, j}^{\prime}-\sum_{i=0}^{N} \chi_{N, i}^{\prime} w_{i}\right\|_{L^{\infty}(\Omega \times \mathcal{S})}+\left\|\mathcal{J}_{\beta, j}^{\prime}-\mathcal{J}_{N, \beta, j}^{\prime}\right\|_{L^{\infty}(\Omega \times \mathcal{S})} \tag{3.4}
\end{align*}
$$

Here, $\mathcal{J}_{N, \beta, j}^{\prime} \equiv\left(\mathcal{J}_{N, \beta, j}\right)^{\prime}=\sum_{i=0}^{N} \mathcal{J}_{\beta, j}\left(\cdot ; y_{N, i}\right) \chi_{N, i}^{\prime}(\cdot)$.
In our approximation, we use as coefficient functions $\chi_{N, i}^{\prime}$ (and not, for example, $\left.\chi_{N, i}\right)$. With this choice and the definition of $\mathcal{J}_{\beta, j}^{\prime}$, we may relate the error in our approximation to the error in the approximation of $\mathcal{J}_{\beta, j}$, which is our ultimate goal. For the first term on the right hand side of (3.4) we first
invoke (3.3), then the triangle inequality, and finally Hypothesis 2 to obtain

$$
\begin{array}{r}
\left\|\mathcal{J}_{N, \beta, j}^{\prime}-\sum_{i=0}^{N} \chi_{N, i}^{\prime} w_{i}\right\|_{L^{\infty}(\Omega \times \mathcal{S})}=\left\|\sum_{i=0}^{N}\left(\mathcal{J}_{\beta, j}\left(\cdot ; y_{N, i}\right)-w_{i}\right) \chi_{N, i}^{\prime}\right\|_{L^{\infty}(\Omega \times \mathcal{S})} \\
\leq\left\|\sum _ { i = 0 } ^ { N } \left|\chi_{N, i}^{\prime}\left\|\mathcal{J}_{\beta, j}\left(\cdot ; y_{N, i}\right)-w_{i} \mid\right\|_{L^{\infty}(\Omega \times \mathcal{S})}\right.\right. \\
\leq\left\|\max _{0 \leq i \leq N}\left|\mathcal{J}_{\beta, j}\left(\cdot ; y_{N, i}\right)-w_{i}\right| \sum_{j=0}^{N}\left|\chi_{N, j}^{\prime}\right|\right\|_{L^{\infty}(\Omega \times \mathcal{S})} \\
\leq D(N) \max _{0 \leq i \leq N}\left\|\mathcal{J}_{\beta, j}\left(\cdot ; y_{N, i}\right)-w_{i}\right\|_{L^{\infty}(\Omega)} . \tag{3.5}
\end{array}
$$

Next, for any $\kappa \in \mathcal{S}$ we introduce the functions

$$
\begin{equation*}
w_{\beta, j}^{*}(\cdot ; \kappa) \equiv \arg \inf _{w \in W_{M}}\left\|\mathcal{J}_{\beta, j}(\cdot ; \kappa)-w\right\|_{L^{\infty}(\Omega)} \tag{3.6}
\end{equation*}
$$

We then consider (3.5) for $w_{i}=w_{\beta, j}^{*}\left(\cdot ; y_{N, i}\right)$ and note that

$$
\begin{align*}
& \left\|\mathcal{J}_{N, \beta, j}^{\prime}-\sum_{i=0}^{N} \chi_{N, i}^{\prime} w_{\beta, j}^{*}\left(\cdot ; y_{N, i}\right)\right\|_{L^{\infty}(\Omega \times \mathcal{S})} \\
& \leq D(N) \max _{0 \leq i \leq N}\left\|\mathcal{J}_{\beta, j}\left(\cdot ; y_{N, i}\right)-w_{\beta, j}^{*}\left(\cdot ; y_{N, i}\right)\right\|_{L^{\infty}(\Omega)} \\
& \quad \leq D(N) \max _{\kappa \in \mathcal{S}}\left\|\mathcal{J}_{\beta, j}(\cdot ; \kappa)-w_{\beta, j}^{*}(\cdot ; \kappa)\right\|_{L^{\infty}(\Omega)} \\
& \quad=D(N) \max _{\kappa \in \mathcal{S}} \inf _{w \in W_{M}}\left\|\mathcal{J}_{\beta, j}(\cdot ; \kappa)-w\right\|_{L^{\infty}(\Omega)} \leq D(N) e_{M}^{p} \tag{3.7}
\end{align*}
$$

where the last step follows from the definition of $e_{M}^{p}$ in (3.1).
For the second term on the right hand side of (3.4) we invoke Hypothesis 1 for $f=\tilde{f}_{\beta, j} \equiv \mathcal{J}_{\beta, j}\left(\tilde{x}_{\beta, j} ; \cdot\right)$ to obtain

$$
\begin{equation*}
\left\|\mathcal{J}_{\beta, j}^{\prime}-\mathcal{J}_{N, \beta, j}^{\prime}\right\|_{L^{\infty}(\Omega \times \mathcal{S})} \leq G_{\tilde{f}_{\beta, j}}(N) \tag{3.8}
\end{equation*}
$$

here $\tilde{x}_{\beta, j} \in \Omega$ is the particular point in $\Omega$ such that for given $\beta$ and $j, \tilde{f}_{\beta, j}$ yields the "worst" behavior of the right-hand-side.

We now combine (3.4) for $w_{i}=w_{\beta, j}^{*}\left(\cdot ; y_{N, i}\right)$ with (3.7) and (3.8) to obtain

$$
\begin{equation*}
\left\|\mathcal{J}_{\beta, j}^{\prime}-\sum_{i=0}^{N} \chi_{N, i}^{\prime} w_{\beta, j}^{*}\left(\cdot ; y_{N, i}\right)\right\|_{L^{\infty}(\Omega \times \mathcal{S})} \leq G_{\tilde{f}_{\beta, j}}(N)+D(N) e_{M}^{p} \tag{3.9}
\end{equation*}
$$

We then introduce $\beta_{j}^{+}=\beta+e_{j}$ where $e_{j}$ is the canonical unit vector with the $j$ 'th entry equal to unity; we recall that $\beta$ has length $|\beta|=p$ and hence $\beta_{j}^{+}$ has length $\left|\beta_{j}^{+}\right|=p+1$. We note that the multi-index $\beta$, the parameter values $\mu_{(i)} \in \mathcal{D}_{(i)}, 1 \leq i \leq P, i \neq j$, as well as the dimension $j$, were chosen arbitrarily above. We may thus conclude

$$
\begin{array}{r}
\max _{\beta \in \mathcal{M}_{p}^{P}} \max _{1 \leq j \leq P} \max _{\mu \in \mathcal{D}} \| \mathcal{F}^{\left(\beta_{j}^{+}\right)}(\cdot ; \mu)-\sum_{i=0}^{N} \chi_{N, i}^{\prime}\left(\mu_{(j)}\right) w_{\beta, j}^{*}\left(\cdot ; y_{N, i} \|_{L^{\infty}(\Omega)}\right. \\
\leq G_{\hat{f}}(N)+D(N) e_{M}^{p} \tag{3.10}
\end{array}
$$

(recall above we wrote $\kappa=\mu_{(j)}$ for each fixed $j$ ); here, $\hat{f}=\mathcal{J}_{\tilde{\beta}, \tilde{j}}\left(\tilde{x}_{\tilde{\beta}, \tilde{j}} ; \cdot\right)$, where $1 \leq \tilde{j} \leq P$ and $\tilde{\beta} \in \mathcal{M}_{p}^{P}$ are the particular indices that yield the "worst" behavior of the right-hand-side.

We note that $\sum_{i=0}^{N} \chi_{N, i}^{\prime}\left(\mu_{(j)}\right) w_{\beta, j}^{*}\left(\cdot ; y_{N, i}\right)$ is a particular member of $W_{M}$ for any $\beta \in \mathcal{M}_{p}^{P}$, any $\mu_{(j)} \in \mathcal{D}_{(j)}$, and any $1 \leq j \leq P$. We thus obtain

$$
\begin{equation*}
e_{M}^{p+1}=\max _{\beta \in \mathcal{M}_{p+1}^{P}} \max _{\mu \in \mathcal{D}} \inf _{w \in W_{M}}\left\|\mathcal{F}^{(\beta)}(\cdot ; \mu)-w\right\|_{L^{\infty}(\Omega)} \leq G_{\hat{f}}(N)+D(N) e_{M}^{p} \tag{3.11}
\end{equation*}
$$

The final step is to bound the right-hand side of (3.11) in terms of $e_{M}^{p}$. To this end we note that we may choose $N$ freely. In particular we may choose $N$ as the minimizer $N=N_{\min }\left(e_{M}^{p}\right)>0$ of the right hand side of (3.11); however for simplicity we shall make a different choice for $N$. Let $N_{\text {bal }}\left(e_{M}^{p}\right)$ denote the value of $N$ that balances the two terms on the right hand side of (3.11); by Hypothesis $3 N_{\text {bal }}\left(e_{M}^{p}\right)$ exists for sufficiently small $e_{M}^{p}$. We then choose $N=N_{\text {bal }}\left(e_{M}^{p}\right)$ in (3.11) to obtain

$$
\begin{equation*}
e_{M}^{p+1} \leq 2 D\left(N_{\mathrm{bal}}\left(e_{M}^{p}\right)\right) e_{M}^{p}, \tag{3.12}
\end{equation*}
$$

where $e_{M}^{p+1} \rightarrow 0$ as $e_{M}^{p} \rightarrow 0$ by Hypothesis 3 .
We now provide three lemmas. The first lemma quantifies the convergence in Proposition 1 in the case that $\mathcal{F}(x, \cdot) \in C^{2}(\mathcal{D})$ for all $x \in \Omega$.
Lemma 1. Assume $\mathcal{F}(x, \cdot) \in C^{2}(\mathcal{D})$ for any $x \in \Omega$. If for any fixed $p \geq 0$ $e_{M}^{p} \rightarrow 0$ as $M \rightarrow \infty$, then there is a constant $C_{p+1}>0$ such that

$$
\begin{equation*}
e_{M}^{p+1} \leq C_{p+1} \sqrt{e_{M}^{p}} \tag{3.13}
\end{equation*}
$$

as $M \rightarrow \infty$.

Proof. In this case we may invoke piecewise linear interpolation as our interpolation system in the proof of Proposition 1. By (2.9) and (2.10) we obtain $N_{\text {bal }}\left(e_{M}^{p}\right)=\left(2\left\|\hat{f}^{\prime \prime}\right\|_{L^{\infty}(\Gamma)} / e_{M}^{p}\right)^{1 / 2}$ and hence (3.12) for $D(N)=N$ becomes $e_{M}^{p+1} \leq 2\left(2\left\|\hat{f}^{\prime \prime}\right\|_{L^{\infty}(\Gamma)} / e_{M}^{p}\right)^{1 / 2} e_{M}^{p}$. The result follows for $C_{p+1}=2\left(2\left\|\hat{f}^{\prime \prime}\right\|_{L^{\infty}(\Gamma)}\right)^{1 / 2}$.

The next lemma quantifies the convergence in Proposition 1 in the case that $\mathcal{F}(x, \cdot) \in C^{3}(\mathcal{D})$ for all $x \in \Omega$.
Lemma 2. Assume $\mathcal{F}(x, \cdot) \in C^{3}(\mathcal{D})$ for any $x \in \Omega$. If for any fixed $p \geq 0$ $e_{M}^{p} \rightarrow 0$ as $M \rightarrow \infty$, then there is a constant $C_{p+1}>0$ such that

$$
\begin{equation*}
e_{M}^{p+1} \leq C_{p+1}\left(e_{M}^{p}\right)^{2 / 3} \tag{3.14}
\end{equation*}
$$

as $M \rightarrow \infty$.
Proof. In this case we may invoke piecewise quadratic interpolation as our interpolation system in the proof of Proposition 1. By (2.15) and (2.16) we obtain, for a positive constant $\tilde{c}, N_{\text {bal }}\left(e_{M}^{p}\right)=\tilde{c}\left(\left\|\hat{f}^{\prime \prime \prime}\right\|_{L^{\infty}(\Gamma)} / e_{M}^{p}\right)^{1 / 3}$ and hence (3.12) for $D(N)=5 N / 2$ becomes $\left.e_{M}^{p+1} \leq 5 \tilde{c}\left(\left\|\hat{f}^{\prime \prime \prime}\right\|_{L^{\infty}(\Gamma)} / e_{M}^{p}\right)\right)^{1 / 3} e_{M}^{p}$. The result follows for $C_{p+1}=5 \tilde{c}\left\|\hat{f}^{\prime \prime \prime}\right\|_{L^{\infty}(\Gamma)}^{1 / 3}$.

We make the following remark concerning Lemma 1 and Lemma 2 in the case of algebraic convergence.
Remark 1. Let $|\beta|=p$, and assume that $\mathcal{F}^{(\beta)}(x, \cdot) \in C^{q_{p}}(\mathcal{D}), q_{p}>0$, for all $x \in \Omega$. Assume that $e_{M}^{p} \sim M^{-r_{p}}, r_{p}>0$, as $M \rightarrow \infty$; here the convergence rate $r_{p}$ typically depends on the regularity $q_{p}$. For $q_{p}=2$ we may invoke Lemma 1 to obtain

$$
\begin{equation*}
e_{M}^{p+1} \leq C_{p+1}\left(e_{M}^{p}\right)^{1 / 2} \sim M^{-r_{p} / 2} \sim M^{1-r_{p}+\left(r_{p} / 2-1\right)} \sim M^{1+\left(r_{p} / 2-1\right)} e_{M}^{p} \tag{3.15}
\end{equation*}
$$

Similarly, for $q_{p}=3$ we may invoke Lemma 2 to obtain

$$
\begin{equation*}
e_{M}^{p+1} \leq C_{p+1}\left(e_{M}^{p}\right)^{2 / 3} \sim M^{-2 r_{p} / 3} \sim M^{1-r_{p}+\left(r_{p} / 3-1\right)} \sim M^{1+\left(r_{p} / 3-1\right)} e_{M}^{p} \tag{3.16}
\end{equation*}
$$

More generally, with higher-regularity versions of Lemma 1 and Lemma 2, we expect for any $q_{p}>0$ that
$e_{M}^{p+1} \leq C_{p+1}\left(e_{M}^{p}\right)^{1-1 / q_{p}} \sim M^{-r_{p}\left(1-1 / q_{p}\right)} \sim M^{1-r_{p}+\left(r_{p} / q_{p}-1\right)} \sim M^{1+\left(r_{p} / q_{p}-1\right)} e_{M}^{p}$.
for any $q_{p}>0$. We shall comment on these estimates further in our discussion of numerical results in Section 5.

The third lemma quantifies the convergence in Proposition 1 in the case that $\mathcal{F}(x, \cdot)$ is analytic over $\mathcal{D}$.

Lemma 3. Assume $\mathcal{F}(x, \cdot): \mathcal{D} \rightarrow \mathbb{R}$ is analytic over $\mathcal{D}$ for any $x \in \Omega$. If for any fixed $p \geq 0 e_{M}^{p} \rightarrow 0$ as $M \rightarrow \infty$, then there is a constant $C_{p+1}>0$ such that

$$
\begin{equation*}
e_{M}^{p+1} \leq C_{p+1}\left(\log \left(e_{M}^{p}\right)\right)^{2} e_{M}^{p} \tag{3.18}
\end{equation*}
$$

as $M \rightarrow \infty$. In particular, if for some $p$

$$
\begin{equation*}
e_{M}^{p} \sim M^{\sigma} e^{-\gamma M} \tag{3.19}
\end{equation*}
$$

as $M \rightarrow \infty$, where $\sigma$ is a non-negative constant and $\gamma$ is a positive constant, then there is a constant $C_{p+1}$ such that

$$
\begin{equation*}
e_{M}^{p+1} \leq C_{p+1} M^{\sigma+2} e^{-\gamma M} \tag{3.20}
\end{equation*}
$$

as $M \rightarrow \infty$.
Proof. In this case we may invoke Chebyshev interpolation as our interpolation system in the proof of Proposition 1. By (2.18), (2.19), and (2.22) we obtain $N_{\text {bal }}\left(e_{M}^{p}\right)<\hat{c} \log \left(1 / e_{M}^{p}\right)$ for a sufficiently large constant $\hat{c}$. Hence, with $D(N)=$ $N^{2}$ and (3.12), we obtain $e_{M}^{p+1} \leq 2 \hat{c}^{2}\left(\log \left(1 / e_{M}^{p}\right)\right)^{2} e_{M}^{p}$. The result (3.18) follows for $C_{p+1}=2 \hat{c}^{2}$ since $\left(\log \left(1 / e_{M}^{P}\right)\right)^{2}=\left(\log \left(e_{M}^{P}\right)\right)^{2}$. The result (3.20) follows under the additional assumption (3.19) since in this case there is a constant $B$ such that

$$
\begin{equation*}
N_{\mathrm{bal}}\left(e_{M}^{p}\right) \leq B \log \left(\frac{1}{M^{\sigma} e^{-\gamma M}}\right)=B(-\sigma \log M+\gamma M)<B \gamma M \tag{3.21}
\end{equation*}
$$

and $D\left(N_{\text {bal }}\left(e_{M}^{p}\right)\right) \leq(B \gamma M)^{2}$.
Remark 2. Note that, in Lemma 3, we can not obtain an explicit expression for the convergence rate of derivatives of order larger than $p+1$ (by for example an induction argument) since the result (3.20) is not sharp; an asymptotic lower bound for $e_{M}^{p+1}$ is required to explicitly bound $N_{\text {bal }}\left(e_{M}^{p+1}\right)$ as $M \rightarrow \infty$. Hence, we invoke an exact asymptotic relation in the assumption (3.19) in order to bound the convergence of the "next" derivative approximation based on the "current" derivative approximation.

We also note that if the bound (3.20) were sharp, we could invoke the argument recursively to obtain an estimate of the form $\epsilon_{M}^{p} \sim M^{\sigma+2 p} e^{-\gamma M}$.

## 4 The Empirical Interpolation Method

In this section we first recall the empirical interpolation method (EIM) [1, 5, 6] and then consider the convergence theory of the previous section applied to the EIM. The EIM approximation space is spanned by precomputed snapshots of a parameter dependent "generating function" for judicuosly chosen parameter values from a predefined parameter domain. Given any new parameter value in this parameter domain, we can construct an approximation to the generating function at this new parameter value - or in fact an approximation to any function defined over the same spatial domain - as a linear combination of the EIM basis functions. The particular linear combination is determined through interpolation at judiciuosly chosen points in the spatial domain. For parametrically smooth functions, the EIM approximation to the generating function yields rapid, typically exponential, convergence.

### 4.1 Procedure

We introduce the generating function $\mathcal{G}: \Omega \times \mathcal{D} \rightarrow \mathbb{R}$ such that for all $\mu \in \mathcal{D}$, $\mathcal{G}(\cdot ; \mu) \in L^{\infty}(\Omega)$. We introduce a training set $\Xi_{\text {train }} \subset \mathcal{D}$ of finite cardinality $\left|\Xi_{\text {train }}\right|$ which shall serve as our computational surrogate for $\mathcal{D}$. We also introduce a triangulation $\mathcal{T}_{\mathcal{N}}(\Omega)$ of $\Omega$ with $\mathcal{N}$ vertices over which we shall in practice, for any $\mu \in \mathcal{D}$, realize $\mathcal{G}(\cdot ; \mu)$ as a piecewise linear function.

Now, for $1 \leq M \leq M_{\max }<\infty$, we define the EIM approximation space $W_{M}^{\mathcal{G}}$ and the EIM interpolation nodes $T_{M}^{\mathcal{G}}$ associated with $\mathcal{G}$; here, $M_{\max }$ is a specified maximum EIM appproximation space dimension. We first choose (randomly, say) an initial parameter value $\mu_{1} \in \mathcal{D}$; we then determine the first EIM interpolation node as $t_{1}=\arg \sup _{x \in \Omega}\left|\mathcal{G}\left(x ; \mu_{1}\right)\right|$; we next define the first EIM basis function as $q_{1}=\mathcal{G}\left(\cdot ; \mu_{1}\right) / \mathcal{G}\left(t_{1} ; \mu_{1}\right)$. We can then, for $M=1$, define $W_{M}^{\mathcal{G}}=\operatorname{span}\left\{q_{1}\right\}$ and $T_{M}^{\mathcal{G}}=\left\{t_{1}\right\}$. We also define a nodal value matrix $B^{1}$ with (a single) element $B_{1,1}^{1}=q_{1}\left(t_{1}\right)=1$.

Next, for $2 \leq M \leq M_{\max }$, we first compute the empirical interpolation of $\mathcal{G}(\cdot ; \mu)$ for all $\mu \in \Xi_{\text {train }}$ : we solve the linear system

$$
\begin{equation*}
\sum_{j=1}^{M-1} \phi_{j}^{M-1}(\mu) B_{i, j}^{M-1}=\mathcal{G}\left(t_{i} ; \mu\right), \quad 1 \leq i \leq M-1 \tag{4.1}
\end{equation*}
$$

and compute the empirical interpolation $\mathcal{G}_{M-1}(\cdot ; \mu) \in W_{M-1}^{\mathcal{G}}$ as

$$
\begin{equation*}
\mathcal{G}_{M-1}(\cdot ; \mu)=\sum_{i=1}^{M-1} \phi_{i}^{M-1}(\mu) q_{i}, \tag{4.2}
\end{equation*}
$$

for all $\mu \in \Xi_{\text {train }}$. We then choose the next parameter $\mu_{M} \in \mathcal{D}$ as the maximizer of the EIM interpolation error over the training set,

$$
\begin{equation*}
\mu_{M}=\arg \max _{\mu \in \Xi_{\text {train }}}\left\|\mathcal{G}_{M-1}(\cdot ; \mu)-\mathcal{G}(\cdot ; \mu)\right\|_{L^{\infty}(\Omega)} \tag{4.3}
\end{equation*}
$$

note that thanks to our piecewise linear realization of $\mathcal{G}(\cdot ; \mu)$, the norm evaluation is a simple comparison of function values at the $\mathcal{N}$ vertices of $\mathcal{T}_{\mathcal{N}}(\Omega)$. We now choose the next EIM interpolation node as the point in $\Omega$ at which the EIM error associated with $\mathcal{G}_{M-1}\left(\mu_{M}\right)$ is largest,

$$
\begin{equation*}
t_{M}=\arg \sup _{x \in \Omega}\left|\mathcal{G}_{M-1}\left(x ; \mu_{M}\right)-\mathcal{G}\left(x ; \mu_{M}\right)\right| \tag{4.4}
\end{equation*}
$$

The next EIM basis function is then

$$
\begin{equation*}
q_{M}=\frac{\mathcal{G}_{M-1}\left(\cdot ; \mu_{M}\right)-\mathcal{G}\left(\cdot ; \mu_{M}\right)}{\mathcal{G}_{M-1}\left(t_{M} ; \mu_{M}\right)-\mathcal{G}\left(t_{M} ; \mu_{M}\right)} \tag{4.5}
\end{equation*}
$$

We finally enrich the EIM space: $W_{M}^{\mathcal{G}}=\operatorname{span}\left\{q_{1}, \ldots, q_{M}\right\}$; expand the set of nodes: $T_{M}^{\mathcal{G}}=\left\{t_{1}, \ldots, t_{M}\right\}$; and expand the nodal value matrix: $B_{i, j}^{M}=q_{j}\left(t_{i}\right)$, $1 \leq i, j \leq M$.

Now, given any function $\mathcal{F}: \Omega \times \mathcal{D} \rightarrow \mathbb{R}$ (in particular, we shall consider $\left.\mathcal{F}=\mathcal{G}^{(\beta)}\right)$, we define for any $\mu \in \mathcal{D}$ and for $1 \leq M \leq M_{\max }$ the empirical interpolation of $\mathcal{F}(\cdot ; \mu)$ in the space $W_{M}^{\mathcal{G}}$ (the space generated by $\mathcal{G}$ ) as

$$
\begin{equation*}
\mathcal{F}_{M}^{\mathcal{G}}(\cdot ; \mu)=\sum_{i=1}^{M} \phi_{i}^{M}(\mu) q_{i}, \tag{4.6}
\end{equation*}
$$

where the coefficients $\phi_{i}^{M}(\mu), 1 \leq i \leq M$, solve the linear system

$$
\begin{equation*}
\sum_{j=1}^{M} \phi_{j}^{M}(\mu) B_{i, j}^{M}=\mathcal{F}\left(t_{i} ; \mu\right), \quad 1 \leq i \leq M \tag{4.7}
\end{equation*}
$$

We note that by construction the matrices $B^{M} \in \mathbb{R}^{M \times M}, 1 \leq M \leq M_{\max }$, are lower triangular: by (4.1), $\mathcal{G}_{M-1}\left(t_{j} ; \mu_{M}\right)=\mathcal{G}\left(t_{j} ; \mu_{M}\right)$ for $j<M$. As a
result, computation of the EIM coefficients $\phi_{j}^{M}, 1 \leq j \leq M$, in (4.7) and (4.1) are $\mathcal{O}\left(M^{2}\right)$ operations. We emphasize that the computational cost associated with the EIM approximation (4.6)-(4.7) (after snapshot precomputation), is independent of the number $\mathcal{N}$ of vertices in the triangulation $\mathcal{T}_{\mathcal{N}}(\Omega)$. We may thus choose $\mathcal{N}$ conservatively.

We next note that, for any multi-index $\beta$,

$$
\begin{equation*}
\left(\mathcal{F}_{M}^{\mathcal{G}}\right)^{(\beta)}=\left(\sum_{i=1}^{M} \phi_{i}^{M}(\mu) q_{i}\right)^{(\beta)}=\sum_{i=1}^{M} \varphi_{i}^{M}(\mu) q_{i} \tag{4.8}
\end{equation*}
$$

where $\varphi_{i}^{M}(\mu)=\left(\phi_{i}^{M}\right)^{(\beta)}(\mu), 1 \leq i \leq M$, solve the linear system (recall that the matrix $B^{M}$ is $\mu$-independent)

$$
\begin{equation*}
\sum_{j=1}^{M} \varphi_{j}^{M}(\mu) B_{i, j}^{M}=\mathcal{F}^{(\beta)}\left(t_{i} ; \mu\right), \quad 1 \leq i \leq M \tag{4.9}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\left(\mathcal{F}_{M}^{\mathcal{G}}\right)^{(\beta)}=\left(\mathcal{F}^{(\beta)}\right)_{M}^{\mathcal{G}} \tag{4.10}
\end{equation*}
$$

that is, the parametric derivative of the approximation is equivalent to the approximation of the parametric derivative. We note that this equivalence holds since we invoke the same approximation space $W_{M}^{\mathcal{G}}$ for both EIM approximations $\mathcal{F}_{M}^{\mathcal{G}}$ and $\left(\mathcal{F}^{(\beta)}\right)_{M}^{\mathcal{G}}$.

### 4.2 Convergence theory applied to the EIM

We introduce the Lebesgue constants [7]

$$
\begin{equation*}
\Lambda_{M}=\sup _{x \in \Omega} \sum_{i=1}^{M}\left|V_{i}^{M}(x)\right|, \quad 1 \leq M \leq M_{\max } \tag{4.11}
\end{equation*}
$$

where $V_{i}^{M} \in W_{M}^{\mathcal{G}}$ are the characteristic functions associated with $W_{M}^{\mathcal{G}}$ and $T_{M}^{\mathcal{G}}$ : $V_{i}^{M}\left(t_{j}\right)=\delta_{i j}, 1 \leq i, j \leq M$, where $\delta$ is the Kroenecker delta symbol. It can be proven [1, 5] that the EIM error satisfies

$$
\begin{equation*}
\left\|\mathcal{F}(\cdot ; \mu)-\mathcal{F}_{M}^{\mathcal{G}}(\cdot ; \mu)\right\|_{L^{\infty}(\Omega)} \leq\left(1+\Lambda_{M}\right) \inf _{w \in W_{M}^{\mathcal{G}}}\|\mathcal{F}(\cdot ; \mu)-w\|_{L^{\infty}(\Omega)} \tag{4.12}
\end{equation*}
$$

for $1 \leq M \leq M_{\max }$. It can furthermore be proven that $\Lambda_{M}<2^{M}-1$; however, in actual practice the growth of $\Lambda_{M}$ is much slower, as we shall observe below (see also results in $[1,5,6]$ ).

Our theory of Section 3 considers the convergence in the best approximation error. In the following remark we apply Lemma 3 within the context of the EIM.

Remark 3. It can be shown [1, 5] that the error in the EIM derivative approximation satisfies

$$
\begin{align*}
\left\|\mathcal{F}^{(\beta)}(\cdot ; \mu)-\left(\mathcal{F}^{(\beta)}\right)_{M}^{\mathcal{G}}(\cdot ; \mu)\right\|_{L^{\infty}(\Omega)} & \\
& \leq\left(1+\Lambda_{M}\right) \inf _{w \in W_{M}^{\mathcal{G}}}\left\|\mathcal{F}^{(\beta)}(\cdot ; \mu)-w\right\|_{L^{\infty}(\Omega)} \tag{4.13}
\end{align*}
$$

for any $\mu \in \mathcal{D}$ and any multi-index $\beta$. Assume that the best approximation error

$$
\begin{equation*}
e_{M}^{p}=\max _{\mu \in \mathcal{D}} \inf _{w \in W_{M}^{\mathcal{G}}}\left\|\mathcal{F}^{(\beta)}(\cdot ; \mu)-w\right\|_{L^{\infty}(\Omega)} \rightarrow 0 \tag{4.14}
\end{equation*}
$$

as $M \rightarrow \infty$ for all $\mu \in \mathcal{D}$ and any multi-index $\beta$ such that $|\beta|=p$ is a nonnegative integer. We may then conclude from Lemma 3 and (4.13) that

$$
\begin{align*}
\max _{\mu \in \mathcal{D}}\left\|\mathcal{F}^{\left(\beta^{\prime}\right)}(\cdot ; \mu)-\left(\mathcal{F}^{\left(\beta^{\prime}\right)}\right)_{M}^{\mathcal{G}}(\cdot ; \mu)\right\|_{L^{\infty}(\Omega)} & \leq\left(1+\Lambda_{M}\right) e_{M}^{p+1} \\
\leq & \left(1+\Lambda_{M}\right) C_{p+1}\left(\log \left(e_{M}^{p}\right)\right)^{2} e_{M}^{p} \tag{4.15}
\end{align*}
$$

for any multi-index $\beta^{\prime}$ such that $\left|\beta^{\prime}\right|=p+1$.
The term $e_{M}^{p} \rightarrow 0$ as $M \rightarrow \infty$ by assumption and thus $e_{M}^{p+1} \rightarrow 0$ as $M \rightarrow \infty$ by Proposition 1. Hence, the convergence of the EIM derivative approximation associated with derivatives of order $p+1$ depends on the growth of the Lebesgue constant; precisely, we must require

$$
\begin{equation*}
\Lambda_{M} e_{M}^{p+1} \rightarrow 0 \tag{4.16}
\end{equation*}
$$

as $M \rightarrow \infty$. We recall that the Lebesgue constant typically grows only modestly and thus we expect in practice convergence of the EIM derivative approximation.

Clearly, if the EIM approximation associated with derivatives of order p converges, then the best approximation associated with derivatives of order $p$ converges as well. Hence covergence of the EIM approximation associated with derivatives of order $p$ implies convergence of the EIM approximation associated with derivatives of order $p+1$ provided the Lebesgue constant grows sufficiently modestly.

We expect that Remark 1, Remark 2, and Remark 3 may be applied (nonrigorously) to EIM convergence if the growth of the Lebesgue constant is modest, since then the convergence rates associated with the best approximation and EIM approximation can not be very different.

For any $p \geq 0$ we introduce the maximum EIM error over $\mathcal{E} \subseteq \mathcal{D}$

$$
\begin{equation*}
\epsilon_{M, \max }^{p}(\mathcal{E}) \equiv \max _{\mu \in \mathcal{E}} \max _{\beta \in \mathcal{M}_{p}^{P}}\left\|\mathcal{F}^{(\beta)}(\cdot ; \mu)-\left(\mathcal{F}^{(\beta)}\right)_{M}^{\mathcal{G}}(\cdot ; \mu)\right\|_{L^{\infty}(\Omega)} \tag{4.17}
\end{equation*}
$$

for $|\beta|=p$ and $1 \leq M \leq M_{\max }$. We also introduce a function $R_{M}: \mathcal{D} \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
\left\|\mathcal{F}^{(\beta)}(\cdot ; \mu)-\left(\mathcal{F}^{(\beta)}\right)_{M}^{\mathcal{G}}(\cdot ; \mu)\right\|_{L^{\infty}(\Omega)}=R_{M}(\mu) \inf _{w \in W_{M}^{\mathcal{G}}}\left\|\mathcal{F}^{(\beta)}(\cdot ; \mu)-w\right\|_{L^{\infty}(\Omega)} \tag{4.18}
\end{equation*}
$$

for $1 \leq M \leq M_{\max }$. We note that by (4.13) $1 \leq R_{M}(\mu) \leq 1+\Lambda_{M}$ for all $\mu \in \mathcal{D}$. With (4.17) and (4.18) we then obtain, for any $p \geq 0$,

$$
\begin{align*}
& \epsilon_{M, \max }^{p}(\mathcal{E})=\max _{\mu \in \mathcal{E}} \max _{\beta \in \mathcal{M}_{p}^{P}}\left\|\mathcal{F}^{(\beta)}(\cdot ; \mu)-\left(\mathcal{F}^{(\beta)}\right)_{M}^{\mathcal{G}}(\cdot ; \mu)\right\|_{L^{\infty}(\Omega)} \\
& \quad=\max _{\mu \in \mathcal{E}} \max _{\beta \in \mathcal{M}_{p}^{P}}\left(R_{M}(\mu) \inf _{w \in W_{M}^{\mathcal{G}}}\left\|\mathcal{F}^{(\beta)}(\cdot ; \mu)-w\right\|_{L^{\infty}(\Omega)}\right)=R_{M}\left(\hat{\mu}_{p}\right) e_{M}^{p} \tag{4.19}
\end{align*}
$$

for a particular $\hat{\mu}_{p} \in \mathcal{E}$. We now introduce the EIM error degradation factor

$$
\begin{equation*}
\rho_{M, p}(\mathcal{E}) \equiv \frac{\epsilon_{M, \text { max }}^{p}(\mathcal{E})}{\epsilon_{M, \max }^{0}(\mathcal{E})}, \tag{4.20}
\end{equation*}
$$

and note that

$$
\begin{equation*}
\rho_{M, p}(\mathcal{E})=\frac{R_{M}\left(\hat{\mu}_{p}\right) e_{M}^{p}}{R_{M}\left(\hat{\mu}_{0}\right) e_{M}^{0}} \leq\left(1+\Lambda_{M}\right) \frac{e_{M}^{p}}{e_{M}^{0}} \tag{4.21}
\end{equation*}
$$

We make two observations. First, the EIM error degradation factor is similar (for fixed $p$ as a function of $M$ ) to the best approximation error degradation factor $\rho_{M, p}^{*} \equiv e_{M}^{p} / e_{M}^{0}$ if the Lebesgue constant grows slowly. Second, if the ratio $R_{M}\left(\hat{\mu}_{p}\right) / R_{M}\left(\hat{\mu}_{0}\right) \sim 1$ as $M \rightarrow \infty$, then $\rho_{M, p}(\mathcal{E})$ will be similar to $\rho_{M, p}^{*}$ independent of the Lebesgue constant.

In our discussion of each of our numerical examples in the next section we plausibly assume that the Lebesgue constant grows only modestly, and in
particular that $\rho_{M, p}(\mathcal{E})$ is similar to $\rho_{M, p}^{*}$. We confirm this assumption with explicit calculation of the Lebesgue constant.

The following remark is particularly relevant in our subsequent discussion of the sharpness of our theoretical results.

Remark 4. Assume that the Lebesgue constant grows slowly and thus that the convergence rate associated with the EIM approximation is similar to the convergence rate associated with the best approximation. Consider the case of exponential convergence and assume that the bound provided by Lemma 3 is sharp. If $\epsilon_{M, \max }^{0}(\mathcal{D}) \sim M^{\sigma} e^{-\gamma M}$ for $\sigma, \gamma>0$, we expect that $\epsilon_{M, \text { max }}^{p}(\mathcal{D}) \sim$ $M^{\sigma+2 p} e^{-\gamma M}$, and thus an EIM error degradation factor $\rho_{M, p} \sim\left(M^{2 p}\right)$. As we shall observe shortly for our numerical results this estimate for the degradation factor is not quite sharp.

We may obtain an expression for the EIM error degradation factor also in the case of algebraic convergence. However, the relation between the regularity of the function ( $q_{p}$ in Remark 1) and the convergence ( $r_{p}$ in Remark 1) is not a priori known for the EIM (or best) approximation. We thus save the discussion of the EIM error degradation factor in the case of algebraic convergence for our numerical results section, in which we compute the relation between $q_{p}$ and $r_{p}$ a posteriori.

## 5 Numerical Results

### 5.1 Example 1: Parametrically smooth Gaussian surface

We introduce the spatial domain $\Omega=[0,1]^{2}$ and the parameter domain $\mathcal{D}=$ $[0.4,0.6]^{2}$. We consider the 2D Gaussian $\mathcal{F}: \Omega \times \mathcal{D} \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
\mathcal{F}(x ; \mu)=\exp \left(\frac{-\left(x_{(1)}-\mu_{(1)}\right)^{2}-\left(x_{(2)}-\mu_{(2)}\right)^{2}}{2 \sigma^{2}}\right) \tag{5.1}
\end{equation*}
$$

for $x \in \Omega, \mu \in \mathcal{D}$, and $\sigma \equiv 0.1$. This function is thus parametrized by the location of the maximum of the Gaussian surface. We note that for all $x \in \Omega$ the function $\mathcal{F}(x ; \cdot) \in C^{\infty}(\mathcal{D})$; we may thus invoke Lemma 3.

We introduce a triangulation $\mathcal{T}_{\mathcal{N}}(\Omega)$ with $\mathcal{N}=2601$ vertices; we introduce an equi-distant training set "grid" $\Xi_{\text {train }} \subset \mathcal{D}$ of size $\left|\Xi_{\text {train }}\right|=900=30 \times 30$. We then pursue the EIM with $\mathcal{G}=\mathcal{F}$ for $M_{\max }=130$.

We now introduce a uniformly distributed random test set $\Xi_{\text {test }} \subset \mathcal{D}$ of size 1000 . In Figure 1 we show the maximum interpolation errors $\epsilon_{M, \max }^{p}\left(\Xi_{\text {test }}\right)$


Figure 1: The maximum EIM error over the test set $\epsilon_{M, \text { max }}^{p}\left(\Xi_{\text {test }}\right)$ for $0 \leq p \leq 3$ for Example 1.
for $p=0,1,2,3$; the convergence is exponential (note the lin-log scaling of the axes). We note that for large $M$, the rate of convergence associated with the derivatives $(p>1)$ is close to the rate of convergence associated with the generating function $(p=0)$.

In Figure 2 we show the EIM error degradation factors $\rho_{M, p}\left(\Xi_{\text {test }}\right)$ for $p=1,2,3$ as functions of $M$. We observe that the degradation factors behave approximately as $M^{p}$ : there is an $M^{p}$ degradation of the convergence associated with the derivative approximation for $p>0$ compared to the convergence associated with the original function.

From Remark 4 we recall that we would have expected $\rho_{M, p}\left(\Xi_{\text {test }}\right) \sim M^{2 p}$ if our theoretical result (3.20) were sharp. Since in practice we observe $\rho_{M, p}\left(\Xi_{\text {test }}\right) \sim$ $M^{p}$, we conclude that the result (3.20) is not in general sharp. We also note that the factor $M^{2}$ in (3.20) originates from the sharp result (2.19); hence with our present strategy for the proof of Proposition 1 it is not clear how to sharpen (3.20). However, we note that our theory captures the correct qualitative behavior: a degradation by an algebraic factor for the derivative approximation.

Finally, in Figure 3, we report the Lebesgue constant $\Lambda_{M}$. We note that the growth of the Lebesgue constant is only modest. The EIM derivative approxi-
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Figure 2: EIM error degradation factors $\rho_{M, p}\left(\Xi_{\text {test }}\right), p=1,2,3$, for Example 1. The shorter solid gray lines represent exact rates $M^{p}$.


Figure 3: The Lebesgue constant $\Lambda_{M}$ for Example 1.


Figure 4: The maximum EIM error over the test set $\epsilon_{M, \text { max }}^{p}\left(\Xi_{\text {test }}\right)$ for $0 \leq p \leq 3$ for Example 2. The shorter gray lines represent exact rates $M^{-5+p}$.
mation is thus close to the best $L^{\infty}(\Omega)$ approximation in the space $W_{M}^{\mathcal{F}}$.

### 5.2 Example 2: A parametrically singular function

We introduce the spatial domain $\Omega=[-1,1]$ and the parameter domain $\mathcal{D}=$ $[-1,1]$. We consider the function $\mathcal{F}: \Omega \times \mathcal{D} \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
\mathcal{F}(x ; \mu)=|x-\mu|^{5} \tag{5.2}
\end{equation*}
$$

for $x \in \Omega$ and $\mu \in \mathcal{D}$. The function thus has a singularity at $x=\mu$ for any $\mu \in \mathcal{D}$. For any $x \in \Omega$ we have $\mathcal{F}(x ; \cdot) \in C^{4}(\mathcal{D})$. More generally, for any $x \in \Omega$ and $p=0,1,2,3$, we have $\mathcal{F}^{(p)}(x ; \cdot) \in C^{q_{p}}(\mathcal{D})$ for $q_{p}=4-p$.

We introduce a triangulation $\mathcal{T}_{\mathcal{N}}(\Omega)$ with $\mathcal{N}=1000$ vertices; we introduce an equi-distant training set "grid" $\Xi_{\text {train }} \subset \mathcal{D}$ of size $\left|\Xi_{\text {train }}\right|=1000$. We then pursue the EIM with $\mathcal{G}=\mathcal{F}$ for $M_{\max }=420$.

We now introduce a uniformly distributed random test set $\Xi_{\text {test }} \subset \mathcal{D}$ of size 1000. In Figure 4 we show the maximum interpolation errors $\epsilon_{M, \text { max }}^{p}\left(\Xi_{\text {test }}\right)$ for $p=0,1,2,3$; we observe for the convergence $\epsilon_{M, \max }^{p}\left(\Xi_{\text {test }}\right) \sim M^{-5+p}$. These results suggest that, in general, if $\mathcal{F}^{(p)} \in C^{q_{p}}(\mathcal{D})$, then $e_{M}^{p} \sim M^{-q_{p}-1}$, which corresponds to $r_{p}=q_{p}+1$ in Remark 1 .


Figure 5: EIM error degradation factors $\rho_{M, p}\left(\Xi_{\text {test }}\right), p=1,2,3$, for Example 2. The shorter solid gray lines represent exact rates $M^{p}$.

In Figure 5 we show the EIM error degradation factors $\rho_{M, p}\left(\Xi_{\text {test }}\right)$ for $p=$ $1,2,3$ as functions of $M$. As for Example 1, we note that $\rho_{M, p}\left(\Xi_{\text {test }}\right) \sim M^{p}$ (of course this factor may in this case be interpreted directly from Figure 4).

With $r_{p}=q_{p}+1$ in Remark 1, the estimate (3.17) in Remark 1 becomes

$$
\begin{equation*}
e_{M}^{p+1} \leq M^{1+\frac{1}{q_{p}}} e_{M}^{p}=M^{1+\frac{1}{4-p}} e_{M}^{p} . \tag{5.3}
\end{equation*}
$$

If this is a sharp estimate, we expect for our example with $q_{p}=4-p$

$$
\begin{align*}
& e_{M}^{1} \sim M^{1+\frac{1}{4}} e_{M}^{0}  \tag{5.4}\\
& e_{M}^{2} \sim M^{1+\frac{1}{3}} e_{M}^{1} \sim M^{2+\frac{1}{3}+\frac{1}{4}} e_{M}^{0}  \tag{5.5}\\
& e_{M}^{3} \sim M^{1+\frac{1}{2}} e_{M}^{2} \sim M^{3+\frac{1}{2}+\frac{1}{3}+\frac{1}{4}} e_{M}^{0} \tag{5.6}
\end{align*}
$$

From these estimates we may expect EIM error degradation factors

$$
\begin{equation*}
\rho_{M, p}\left(\Xi_{\text {train }}\right) \sim M^{p+\sum_{j=0}^{p-1} \frac{1}{4-j}}, \quad p=1,2,3 . \tag{5.7}
\end{equation*}
$$

However, from our computations we see that this is not the case in practice: our results show $\rho_{M, p}\left(\Xi_{\text {test }}\right) \sim M^{p}$. We thus conclude that our theoretical results


Figure 6: The Lebesgue constant $\Lambda_{M}$ for Example 2.
in Lemma 1 and Lemma 2 (and higher order versions of these as indicated in Remark 1) are not sharp. The bounds predict $e_{M}^{p+1} \leq C_{p+1} M^{1+1 / q_{p}} e_{M}^{p}$ for $\mathcal{F}^{(p)}(x ; \cdot) \in C^{q_{p}}(\mathcal{D})$ : a non-optimality of a factor $M^{1 / q_{p}}$. We note that for functions with high regularity - large $q_{p}$ - the sharpness of the bounds will improve since $e_{M}^{p+1} \leq M^{1+1 / q_{p}} e_{M}^{p} \rightarrow M e_{M}^{p}$ as $q_{p} \rightarrow \infty$.

Finally, in Figure 6 we report the Lebesgue constant $\Lambda_{M}$; any growth of the Lebesgue constant is hardly present. The EIM derivative approximation is thus close to the best $L^{\infty}(\Omega)$ approximation in the space $W_{M}^{\mathcal{F}}$.

## 6 Concluding remarks

We have introduced new a priori convergence theory for the approximation of parametric derivatives by a general approximation scheme. In particular, we have focused on approximation by the EIM both in our discussion and for our numerical results. The results suggest that the EIM may be invoked in practice for the approximation of parametric derivatives without construction of additional EIM spaces with the parametric derivatives as generating functions, or alternatively enrichment of the original space with parametric derivatives.

There are several opportunities for improvements of the theory. First, our numerical results suggest that it should be possible to sharpen the theoretical bounds. We note in our numerical results an EIM error degradation factor $M^{p}$ for the convergence associated with the approximation of $p^{\prime}$ th order derivatives for both parametrically analytic and parametrically non-analytic functions. In contrast, our theory and remarks predict a degradation factor $M^{2 p}$ for parametrically analytic functions, and a degradation factor $M^{p+\sum_{j=0}^{p-1} \frac{1}{s-j}}$ for parametrically non-analytic functions when the original function resides in $C^{s}(\mathcal{D})$ (but not in $C^{s+\alpha}(\mathcal{D})$ for arbitrarily small $\left.\alpha>0\right)$.

Second, we would like to extend the validity of the theory to other (e.g. Sobolev) norms; in this case we may for example consider reduced basis [10] approximations to parametric derivatives of solutions to partial differential equations.

## A Proofs for Hypotheses 1 and 2

## A. 1 Piecewise linear interpolation

We consider piecewise linear interpolation over the equidistant interpolation nodes $y_{N, i}=(2 i / N-1) \in \Gamma=[-1,1], 0 \leq i \leq N$. In this case the characteristic functions $\chi_{N, i}$ are continuous and piecewise linear "hat functions" with support only on the interval $\left[y_{N, 0}, y_{N, 1}\right]$ for $i=0$, on $\left[y_{N, i-1}, y_{N, i+1}\right]$ for $1 \leq i \leq N-1$, and on $\left[y_{N, N-1}, y_{N, N}\right]$ for $i=N$.

We recall the results (2.9) and (2.10) from Section 2.2. Let $f: \Gamma \rightarrow \mathbb{R}$ with $f \in C^{2}(\Gamma)$. We then have, for any $x \in \Gamma$,

$$
\begin{equation*}
\left|f^{\prime}(x)-\left(I_{N} f\right)^{\prime}(x)\right| \leq 2 N^{-1}\left\|f^{\prime \prime}\right\|_{L^{\infty}(\Gamma)} \tag{A.1}
\end{equation*}
$$

as $N \rightarrow \infty$. Further, for all $x \in \Gamma$, the characteristic functions $\chi_{N, i}, 0 \leq i \leq N$, satisfy

$$
\begin{equation*}
\sum_{i=0}^{N}\left|\chi_{N, i}^{\prime}(x)\right|=N \tag{A.2}
\end{equation*}
$$

We first demonstrate (A.1) (and hence (2.9)). For $x \in\left[y_{N, i}, y_{N, i+1}\right], 0 \leq i \leq$ $N-1$, we have

$$
\begin{equation*}
\left(I_{N} f\right)^{\prime}(x)=\frac{1}{h}\left(f\left(y_{N, i+1}\right)-f\left(y_{N, i}\right)\right) \tag{A.3}
\end{equation*}
$$

where $h=2 / N$. We next write $f\left(y_{N, i}\right)$ and $f\left(y_{N, i+1}\right)$ as Taylor series around $x$ as

$$
\begin{align*}
f\left(y_{N, i}\right) & =\sum_{j=0}^{1} \frac{f^{(j)}(x)}{j!}\left(y_{N, i}-x\right)^{j}+\int_{x}^{y_{N, i}} f^{\prime \prime}(t)\left(y_{N, i}-t\right) d t  \tag{A.4}\\
f\left(y_{N, i+1}\right) & =\sum_{j=0}^{1} \frac{f^{(j)}(x)}{j!}\left(y_{N, i+1}-x\right)^{j}+\int_{x}^{y_{N, i+1}} f^{\prime \prime}(t)\left(y_{N, i+1}-t\right) d t \tag{A.5}
\end{align*}
$$

which we then insert in the expression (A.3) for $\left(I_{N} f\right)^{\prime}$ to obtain

$$
\begin{array}{r}
\left(I_{N} f\right)^{\prime}(x)-f^{\prime}(x)=\frac{1}{h} \int_{x}^{y_{N, i+1}} f^{\prime \prime}(t)\left(y_{N, i+1}-t\right) d t-\frac{1}{h} \int_{x}^{y_{N, i}} f^{\prime \prime}(t)\left(y_{N, i}-t\right) d t \\
\leq \frac{1}{h}\left\|f^{\prime \prime}\right\|_{L^{\infty}(\Gamma)} \max _{x \in\left[y_{N, i}, y_{N, i+1]}\right]}\left(\left|y_{N, i+1}-x\right|^{2}+\left|y_{N, i}-x\right|^{2}\right) \\
\leq h\left\|f^{\prime \prime}\right\|_{L^{\infty}(\Gamma)}=2 N^{-1}\left\|f^{\prime \prime}\right\|_{L^{\infty}(\Gamma)} . \tag{A.6}
\end{array}
$$

We next demonstrate (A.2) (and hence (2.10)). It suffices to consider $x \in$ $\left[y_{N, i}, y_{N, i+1}\right]$ for $0 \leq i \leq N-1$. On $\left[y_{N, i}, y_{N, i+1}\right]$ only $\left|\chi_{N, i}^{\prime}(x)\right|$ and $\left|\chi_{N, i+1}^{\prime}(x)\right|$ contribute to the sum; furthermore we have $\left|\chi_{N, i}^{\prime}(x)\right|=\left|\chi_{N, i+1}^{\prime}(x)\right|=1 / h=$ $N / 2$, from where the result (A.2) follows.

## A. 2 Piecewise quadratic interpolation

We consider piecewise quadratic interpolation over equidistant interpolation nodes $y_{N, i}=(2 i / N-1) \in \Gamma, 0 \leq i \leq N$. We consider $N$ equal such that we may divide $\Gamma$ into $N / 2$ intervals $\left[y_{N, i}, y_{N, i+2}\right]$, for $i=0,2,4, \ldots, N-2$. The characteristic functions $\chi_{N, i}$ are for $x \in\left[y_{N, i}, y_{N, i+2}\right]$ given as

$$
\begin{align*}
\chi_{N, i}(x) & =\frac{\left(x-y_{N, i+1}\right)\left(x-y_{N, i+2}\right)}{2 h^{2}},  \tag{A.7}\\
\chi_{N, i+1}(x) & =\frac{\left(x-y_{N, i}\right)\left(x-y_{N, i+2}\right)}{-h^{2}},  \tag{A.8}\\
\chi_{N, i+2}(x) & =\frac{\left(x-y_{N, i}\right)\left(x-y_{N, i+1}\right)}{2 h^{2}}, \tag{A.9}
\end{align*}
$$

for $i=0,2,4, \ldots, N$.
We recall the results (2.15) and (2.16) from Section 2.2. Let $f: \Gamma \rightarrow \mathbb{R}$ with $f \in C^{3}(\Gamma)$. We then have, for any $x \in \Gamma$,

$$
\begin{equation*}
\left|f^{\prime}(x)-\left(I_{N} f\right)^{\prime}(x)\right|=\mathcal{O}\left(N^{-2}\right) \tag{A.10}
\end{equation*}
$$

as $N \rightarrow \infty$. Further, for all $x \in \Gamma$, the characteristic functions $\chi_{N, i}, 0 \leq i \leq N$, satisfy

$$
\begin{equation*}
\sum_{i=0}^{N}\left|\chi_{N, i}^{\prime}(x)\right|=\frac{5}{2} N \tag{A.11}
\end{equation*}
$$

We first demonstrate (A.10). It suffices to consider the interpolant $I_{N} f(x)$ for $x \in\left[y_{N, i}, y_{N, i+2}\right]$, in which case

$$
\begin{equation*}
I_{N} f(x)=f\left(y_{N, i}\right) \chi_{N, i}(x)+f\left(y_{N, i+1}\right) \chi_{N, i+1}(x)+f\left(y_{N, i+2}\right) \chi_{N, i+2}(x) . \tag{A.12}
\end{equation*}
$$

Insertion of (A.7)-(A.9) and differentiation yields

$$
\begin{align*}
& \left(I_{N} f\right)^{\prime}(x)=\frac{1}{2 h^{2}}\left(f\left(y_{N, i}\right)\left(2 x-y_{N, i+1}-y_{N, i+2}\right)\right. \\
& \left.-2 f\left(y_{N, i+1}\right)\left(2 x-y_{N, i}-y_{N, i+2}\right)+f\left(y_{N, i+2}\right)\left(2 x-y_{N, i}-y_{N, i+1}\right)\right) \tag{A.13}
\end{align*}
$$

We next write $f\left(y_{N, i}\right), f\left(y_{N, i+1}\right)$, and $f\left(y_{N, i+2}\right)$ as Taylor series around $x$ as

$$
\begin{align*}
f\left(y_{N, i}\right) & =\sum_{j=0}^{3} \frac{f^{(j)}(x)}{j!}\left(y_{N, i}-x\right)^{j}+\mathcal{O}\left(h^{4}\right)  \tag{A.14}\\
f\left(y_{N, i+1}\right) & =\sum_{j=0}^{3} \frac{f^{(j)}(x)}{j!}\left(y_{N, i+1}-x\right)^{j}+\mathcal{O}\left(h^{4}\right)  \tag{A.15}\\
f\left(y_{N, i+2}\right) & =\sum_{j=0}^{3} \frac{f^{(j)}(x)}{j!}\left(y_{N, i+2}-x\right)^{j}+\mathcal{O}\left(h^{4}\right) \tag{A.16}
\end{align*}
$$

where $h=2 / N=y_{N, j+1}-y_{N, j}, 0 \leq j \leq N-1$. We may then insert the expressions (A.14)-(A.16) into (A.13) to obtain

$$
\begin{equation*}
\left(I_{N} f\right)^{\prime}(x)=f^{\prime}(x)+\mathcal{O}\left(h^{2}\right) \tag{A.17}
\end{equation*}
$$

(For $j=0$ and $j=2$ the terms on the right-hand-side of (A.13) cancel. For $j=1$ we obtain $f^{\prime}(x)$ and for $j=3$ we obtain $\mathcal{O}\left(h^{2}\right)$.)

We next demonstrate (A.11). It suffices to consider $x \in \Gamma_{i} \equiv\left[y_{N, i}, y_{N, i+2}\right]$. On $\Gamma_{i}$ only $\chi_{N, i}^{\prime}(x), \chi_{N, i+1}^{\prime}(x)$, and $\chi_{N, i+2}^{\prime}(x)$ contribute to the sum. With

$$
\begin{align*}
h=2 / N=y_{j+1}-y_{j}, 0 & \leq j \leq N-1, \text { we have } \\
\max _{x \in \Gamma_{i}}\left|\chi_{N, i}^{\prime}(x)\right| & =\frac{N^{2}}{8} \max _{x \in \Gamma_{i}}\left|2 x-y_{N, i+1}-y_{N, i+2}\right|=\frac{3}{4} N,  \tag{A.18}\\
\max _{x \in \Gamma_{i}}\left|\chi_{N, i+1}^{\prime}(x)\right| & =\frac{N^{2}}{4} \max _{x \in \Gamma_{i}}\left|2 x-y_{N, i}-y_{N, i+2}\right|=N,  \tag{A.19}\\
\max _{x \in \Gamma_{i}}\left|\chi_{N, i+2}^{\prime}(x)\right| & =\frac{N^{2}}{8} \max _{x \in \Gamma_{i}}\left|2 x-y_{N, i}-y_{N, i+1}\right|=\frac{3}{4} N . \tag{A.20}
\end{align*}
$$

The result then follows.
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[^1]:    ${ }^{1}$ Note that in actual practice, an orthonormal basis for $X_{N}$ is computed through a modified Gram-Schmidt procedure [16] to provide numerical stability.

[^2]:    ${ }^{2}$ In addition, this dataset enables efficient evaluation of the RB error bound in the offline stage. The training set $\Xi \subset \mathcal{D}$ in the Greedy sampling algorithm may thus be chosen rather large to allow exhaustive exploration of the parameter domain.

[^3]:    ${ }^{1}$ We assume here that the parametric manifold $\mathcal{M}=\{u(\boldsymbol{\mu}), \boldsymbol{\mu} \in \mathcal{D}\}$ cannot be approximated exactly by $\bar{N} \ll \mathcal{N}$ snapshots. We also assume here that the train sample over each subdomain is sufficiently rich.

[^4]:    ${ }^{2}$ We assume that the truth solves (including both the snapshot computation and the Poisson solves related to the dual norm of the residual) constitute the most expensive part of the total offline cost. In fact, this assumption favors the standard " $p$ "-type RB since the error bound sampling is superlinear in $N$ and thus scales more advantageously for the " $h p$ "approach. We thus expect in particular for $n_{\text {train }}$ large that the (total) offline relative cost will be lower than reported in the tables.

[^5]:    ${ }^{1}$ In the linear case $b=0$, and it thus follows from (3.5) and the definition of $\tau_{N}^{\mathrm{LB}}$ (we recall that $a(\cdot, \cdot ; \mu)$ is coercive) that (3.6) simplifies to $\Delta_{N}^{k}(\mu)=\left(\frac{\Delta t}{\alpha_{\mathrm{LB}} \sigma_{\mathrm{LB}}(\mu)} \sum_{k^{\prime}=1}^{k} \varepsilon_{N}\left(t^{k^{\prime}} ; \mu\right)^{2}\right)^{1 / 2}$.
    ${ }^{2}$ We refer to $[10,16]$ for details on the Construction-Evaluation procedure for the computation of lower bounds for the stability constants - a Successive Constraint Method (SCM).

[^6]:    ${ }^{3}$ We note that $\left(\chi^{i}, \chi^{j}\right)_{X}=\sum_{k=1}^{K} \sum_{l=1}^{K} \psi_{k}^{i} \psi_{l}^{j}\left(w^{k}, w^{l}\right)_{X}=K\left(\psi^{i}\right)^{\mathrm{T}} C \psi^{j}=\delta_{i j}$.

[^7]:    ${ }^{4}$ We note that when an additional splitting step is performed (lines 17-18), we might have to increase $R$ beyond the requirement in line 3 in order to ensure that the anchor point $\hat{\mu}_{B_{l}}^{1}$ identified in line 7 is different from $\hat{\mu}_{B_{l}}^{0}$.

[^8]:    ${ }^{5}$ We note that after completion of the $h p$-POD/Greedy we can apply the SCM algorithm independently for each parameter subdomain; we thus expect a reduction in the SCM (Online) evaluation cost since the size of the parameter domain is effectively reduced.

[^9]:    ${ }^{6}$ We suppose here for simplicity that $\|\cdot\|_{X}=\|\cdot\|_{H^{1}}$; hence $\|v\|_{L^{2}} \leq\|v\|_{X}$ for all $v \in X$

[^10]:    ${ }^{7}$ In fact, we should interpret $M$ here as the number of subdomains generated by Algorithm 3 so far; the $\mathcal{V}_{B^{m}}, 1 \leq m \leq M$, are not necessarily the final $M$ subdomains. With this interpretation we thus do not presume termination of the algorithm.

[^11]:    ${ }^{8}$ Eq. (4.5) is satisfied with $a_{\mathrm{II}}(w, v ; \mu)=\int_{\Omega}(V(\mu) \cdot \nabla w) v$. We note that $a_{\mathrm{II}}$ is $L^{2}(\Omega)$ continuous in its second argument since by the Cauchy-Schwarz inequality $a_{\text {II }}(w, v) \leq$ $\left(\int_{\Omega_{9}}(V(\mu) \cdot \nabla w)^{2}\right)^{1 / 2}\left(\int_{\Omega} v^{2}\right)^{1 / 2}$.
    ${ }^{9}$ To ensure a good spread over $\mathcal{D}$ of the rather few ( 25 or 64 for our two examples) initial train points, we use for $\Xi_{\text {train,(1) }}$ a deterministic initial regular grid. (For the train sample enrichment, we use random points.) Since some train points belong to a regular grid, the procedure may produce "aligned" subdomain boundaries, as seen in Figure 3.

[^12]:    ${ }^{1}$ The natural-norm SCM procedure in [16] has a multi-parameter domain structure different from the multi-parameter domain structure of the $h p-\mathrm{RB}$ approach considered in this paper; a streamlined merger of these approaches is the subject of future work.
    ${ }^{2}$ In the modified Gram-Schmidt procedure we compute $\tilde{\zeta}_{i}=u\left(\mu_{i}\right)-\sum_{n=1}^{i-1}\left(\zeta_{n}, u\left(\mu_{i}\right)\right)_{X} \zeta_{n}$, $2 \leq i \leq N$, in an iterative fashion in order to preserve numerical stability in finite precision as described in [8]. Here $\zeta_{1}=u\left(\mu_{1}\right) /\left\|u\left(\mu_{1}\right)\right\|_{X}$ and $\zeta_{i}=\frac{\tilde{\zeta}_{i}}{\left\|\tilde{\zeta}_{i}\right\|_{X}}, 2 \leq i \leq N$.

[^13]:    ${ }^{3}$ As described in the introduction, the DRB provides an offline (and not online per se) speedup of the $h p-\mathrm{RB}$ approximation. This offline speedup enlarges the class of problems amenable to RB treatment. However, this offline speedup may also accomodate larger $K$ smaller subdomains - and thus implicitly a speedup of the $h p-\mathrm{RB}$ online cost.

[^14]:    ${ }^{4}$ We note that for our Helmholtz acoustic problem the RB error bound is given as in (3.9) with the coercivity constant lower bound $\alpha_{\text {LB }}$ replaced by an inf-sup constant lower bound $\beta_{\text {LB }}$.

[^15]:    ${ }^{5}$ In (3.28), (3.31), and (3.33) we invoke the fact that $\left(\zeta_{k}, \zeta_{l}\right)_{X}=\delta_{k, l}$; however this is only true in infinite precision. An improvement to the numerical stability of our approach is thus to compute and store $\left(\zeta_{k}, \zeta_{l}\right)_{X}, 1 \leq k, l \leq N$; we may then obtain $\kappa_{1, n}$ from (3.27) rather than from (3.28), and $\tilde{\kappa}_{m, n}$ and $\left\|\tilde{\psi}_{m}\right\|_{X}, 2 \leq m \leq M$, from (3.30) and (3.32) rather than from (3.31) and (3.33), respectively. Note that this approach is still $\mathcal{N}$-independent.

[^16]:    ${ }^{6}$ Note that we expect here that $M^{k} \approx N^{k}$ as long as $M^{k}$ is significantly smaller than $N_{\max }$, $1 \leq k \leq K$. Also note that for simplicity in this argument we assume that $K$ is the same for the $h p-\mathrm{RB}$ and $h p$-DRB approaches.

[^17]:    ${ }^{1}$ We emphasize that the EIM is not restricted to functions that are piecewise linear; however, for the computational procedures involved, a finite-dimensional representation of $\mathcal{G}(\cdot ; \mu)$, $\mu \in \mathcal{D}$, is required.

[^18]:    ${ }^{2}$ Note that $\sup _{x \in \Omega}|\mathcal{G}(x ; \mu)|$ is in practice realized as the maximum of $|\mathcal{G}(x ; \mu)|$ over the $\mathcal{N}$ vertices of $\mathcal{T}^{\mathcal{N}}(\Omega)$.

[^19]:    ${ }^{3}$ Strictly speaking, we should here introduce separate notatition for the AP and GC splitting procedures. In particular, the number of subdomains $K$ as well as entities associated with each subdomain (such as $W_{M}^{k}, T_{M}^{k}, M_{\max }^{k}$ ) should bear subscripts AP and GC. However, we omit these subscripts for simplicity of notation. When we later compare the two approches in terms of numerical results, we introduce separate notation only as necessary.

[^20]:    ${ }^{1}$ Let $Z_{q}=\left[q_{1} \ldots q_{M}\right]$ and $\bar{t}_{M}=\left[t_{1} \ldots t_{M}\right]$. We then have $\mathcal{F}_{M}(\cdot ; \mu)=Z_{q}\left(B^{M}\right)^{-1} \mathcal{F}\left(\bar{t}_{M} ; \mu\right)$ and $\left(\mathcal{F}^{(\beta)}\right)_{M}(\cdot ; \mu)=Z_{q}\left(B^{M}\right)^{-1} \mathcal{F}^{(\beta)}\left(\bar{t}_{M} ; \mu\right)$. Since $B^{M}$ and the basis functions $q_{i}, 1 \leq$ $i \leq M$, are independent of $\mu$, it follows that $\left(\mathcal{F}_{M}\right)^{(\beta)}(\cdot ; \mu)=\left(Z_{q}\left(B_{M}\right)^{-1} \mathcal{F}\left(\bar{t}_{M} ; \mu\right)\right)^{(\beta)}=$ $Z_{q}\left(B^{M}\right)^{-1} \mathcal{F}^{(\beta)}\left(\bar{t}_{M} ; \mu\right)=\left(\mathcal{F}^{(\beta)}\right)_{M}(\cdot ; \mu)$.

[^21]:    ${ }^{1}$ In particular, the EIM serves to construct parametrically affine approximations of parameter dependent non-affine or non-linear differential operators within the Reduced Basis (RB) framework for parametric reduced order modelling of partial differential equations [10]. An affine representation (or approximation) of the operator allows an efficient "offline-online" computational decoupling, which in turn is a crucial ingredient in the RB computational framework. We refer to $[4,5]$ for the application of the EIM for RB approximations.

[^22]:    ${ }^{2}$ We may always transform our parameter dependent function such that the parameters reside in the hypercube $[-1,1]^{P}$.

