
Alexandria Engineering Journal (2018) 57, 773–779
HO ST E D  BY

Alexandria University

Alexandria Engineering Journal

www.elsevier.com/locate/aej
www.sciencedirect.com
ORIGINAL ARTICLE
A GA-Based Adaptive Neuro-Fuzzy Controller for

Greenhouse Climate Control System
* Corresponding author.
E-mail addresses: saad_hewaidy@yahoo.com (S. Mohamed), ibib@

ntnu.no (I.A. Hameed).

Peer review under responsibility of Faculty of Engineering, Alexandria

University.

http://dx.doi.org/10.1016/j.aej.2014.04.009
1110-0168 ª 2015 Faculty of Engineering, Alexandria University. Production and hosting by Elsevier B.V.
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
S. Mohamed a, I.A. Hameed b,*
a Tanta University, Faculty of Engineering, Dept. of Computer and Control Engineering, Egypt
b Dept. of Automation Engineering, Faculty of Engineering and Natural Sciences, Norwegian University of Science and
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Abstract In this research paper, a new application of Adaptive Neuro-Fuzzy Inference System

(ANFIS) to the control of greenhouse climate system is introduced. To cope with the large amount

of uncertainties present in such systems and in order to improve the system performance, a Genetic

Algorithm (GA) is used to adapt the controller parameters such as the number and shape of mem-

bership functions employed and scaling factors. Simulation results showed that the proposed control

architecture is able to provide smooth control regardless of the continuously changing environmen-

tal conditions and the complexity of the plant. The performance of the proposed controller has been

assessed against other traditional controllers and has been found to outperform its counterparts.
ª 2015 Faculty of Engineering, Alexandria University. Production and hosting by Elsevier B.V. This is an

open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

The purpose of the greenhouse climate control (GCC) is to cre-

ate a favorable environment for plant growth to maximize the
yield and to minimize the cost of production in terms of input
resources like energy consumption which can be correlated to

minimizing the environmental impact. The creation of a favor-
able environment inside a GH requires the regulation of all rel-
evant variables such as air temperature (�C) and humidity ratio

[kg (water)/kg (air)]. In the last decade, the control design of
the climatic conditions in GHs has been addressed by a num-
ber of researchers. GH modeling and identification have been
studied by Bot [7], Nielsen and Madsen [22], Linker et al. [21],
Ferreira et al. [10], Boaventura and Cunha, [6], and Bennis

et al. [5], while intelligent GH climate control was developed
by Arvantis et al. [2], Albright et al. [1], Lafont and Balmat
[17], Sigrimis et al. [25], Pasgianos et al. [23], Koutb et al.

[16], Fourati and Chtourou [11], Bennis et al. [4], Bennis
et al. [5]. whereas fault detection and isolation in GHs was
addressed by [3], Linke [18], Linker et al. [20], Linker et al.
[19], and El-Rabaie and Hameed [9]. Recently, measurement

and modeling uncertainties in greenhouses have been
addressed and a solution based on using type-2 fuzzy logic
controller has been proposed [13]. The use of Kalman filter

(KF) and extended Kalman filter (EKF) in GCC problem
has been investigated by a considerable number of researchers.
A climate control ARAMAX model in combination with a

Kalman Filter (KF) was described by Davis [8] and an online
estimation and adaption of the greenhouse model was outlined
by Pinon et al. [24] and Speetjens et al. [26]. The use of EKF
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and Unscented KF to improve the energy efficiency of the
GCC problem has been studied [14,15].

In this paper, a GA-based ANFIS is used to control the

climate instead a GH. The dynamics of the GH model are
comparatively slow and therefore it is a reasonable application
for the computationally extensive control algorithms such as

the one introduced in this paper. For the purpose of simulation
and comparison, a coupled nonlinear GH model is used [1,12].
The performance of the proposed control architecture is eval-

uated against a traditional Fuzzy Pseudo-Derivative Feedback
(FPDF) controller [16] in maintaining the GH states, defined
by the temperature and humidity ratio inside the GH, within
suitable ranges.

1.1. Greenhouse model

A simple greenhouse heating, -cooling and -ventilation model

for a mechanically ventilated greenhouse can be developed by
considering a set of differential equations which governs
sensible and latent heat as well as water balances on the inte-

rior volume [1,12]. These differential equations are as follows:

dTinðtÞ
dt

¼ 1

qfV
½qheatðtÞ þ nASðtÞ � kqfogðtÞ� �

qventðtÞ
V

� ½TinðtÞ � ToutðtÞ� �
l

qfV
½TinðtÞ � ToutðtÞ� ð1aÞ

dHinðtÞ
dt

¼ 1

qV
qfogðtÞ þ

1

qV
ET� qventðtÞ

V
½HinðtÞ �HoutðtÞ� ð1bÞ

where Tin and Tout are the indoor and outdoor air tempera-
ture (�C), respectively, Hin and Hout are the interior and
exterior humidity ratios (g[H2O]/kg[dry air]), respectively, l
is the heat transfer coefficient (W/K), q is the air density
(1.2 kg[air]/m3), k is the latent heat of vaporization
(2257 J/g), f is the specific heat of air (1006 J/kg/K), n is
the solar heating efficiency (dimensionless), n varies from

0.8 in a clear day to 0 in a cloudy day, in this paper, n is
set to 0.5, S is the intercepted net solar radiant energy
(W/m2), ET is the evapo-transpiration rate of the plants

(g[H2O]/s), qheat is the heat provided by the greenhouse heater
(W), qfog is the water capacity of the fog system (g[H2O]/s),
qvent is the ventilation rate (m3[air]/s), A is the greenhouse

floor area (m2) and V is the greenhouse volume (m3). ET is
in most part related to the intercepted solar radiant energy
through the following simplified relation:

ET ¼ a
SðtÞ
k
� bHinðtÞ ð2Þ

where a is an overall coefficient to account for shading and leaf
area index, dimensionless, a is an empirical coefficient and
needs to be tuned for different locations, climates and crops,

in this study, a is set to 0.124887333. b is the overall coefficient
to account for thermodynamic resistances and other factors
affecting evapo-transpiration (i.e., stomata, air motion, etc.)

in (kg/min/m2).
In this climate model, two variables have to be controlled,

namely the indoor air temperature and the humidity ratio,

through the processes of heating, cooling, humidifying, and/or
dehumidifying. Dehumidification is often expensive and there-
fore dehumidifiers will not be used and instead a combination

of heating and ventilation will be used for the purpose of dehu-
midifying the greenhouse. Ventilation brings in fresh air, which
is heated, allowing it to absorb some of the moist air from the
inside before exhausting it to the outside. When the relative
humidity of the outside air is low, ventilation alone can be used

to dehumidify the greenhouse air by exchanging moist inside air
with drier outside air. Raising humidity levels requires evapora-
tive devices such as misters, fog units, evaporative cooling pads,

all of which cool and add water vapor to the air. Evaporative
cooling devices require good ventilation rates. Fresh air must
be continually brought in for warmed and humidified air to

be exhausted. When humidifying occurs under sunny condi-
tions, ventilation is necessary to avoid steaming conditions.

The feedback-feedforward linearization and decoupling
(FFLD) control method is applied [23]. Eq. (1) could be rewrit-

ten in the following form:

dTinðtÞ
dt

¼ � l
qfV

TinðtÞ �
1

V
TinðtÞqventðtÞ �

k
qfV

qfogðtÞ

þ 1

qfV
qheatðtÞ þ

nA
qfV

SðtÞ þ l
qfV

ToutðtÞ

þ 1

V
qventðtÞToutðtÞ ð3aÞ

dHinðtÞ
dt

¼ � b
qV

HinðtÞ þ
1

qV
qfogðtÞ þ

anA
kqV

SðtÞ

� 1

V
HinðtÞqventðtÞ þ

1

V
qventðtÞHout ð3bÞ

Due to the complexity appearing as the cross-product terms
between control and disturbance variables Eqs. (3a) and (3b) are

obviously coupled nonlinear equations, which cannot be put into
the rather familiar form of an affine analytic nonlinear system.
Therefore, a combined schemeof feedbackwith simultaneous feed-

forward linearization is plausible. For the system to be input/out-
put (I/O) linearized, decoupled, and disturbance isolated, the
closed-loop system should take the form:

dTinðtÞ
dt

¼ � l
qfV

TinðtÞ þ ~KT~uTðtÞ ð4aÞ

dHinðtÞ
dt

¼ � b
qV

HinðtÞ þ ~KH~uHðtÞ ð4bÞ

where ~uT, and ~uH are new external control signals and ~KT, and
~KH are process gains. By comparing Eqs. (3) and (4) and solv-
ing for qvent, qfog and qheat, the following relations are obtained:

qventðtÞ ¼ LðtÞ�1 1

qfV
ðqheatðtÞ þ ðaþ 1ÞnASðtÞÞ

�

þ l
qfV

ToutðtÞ � ~KT~uTðtÞ �
k
f

~KH~uHðtÞ
�

ð5aÞ

qfogðtÞ ¼ �
a
k
nASðtÞ þ qqventðtÞðTinðtÞ � ToutðtÞÞ

þ qV ~KH~uHðtÞ ð5bÞ

qheatðtÞ ¼ �nASðtÞ þ kqfogðtÞ þ qfqventðtÞðTinðtÞ
� ToutðtÞÞ � lToutðtÞ þ qfV ~KT~uTðtÞ ð5cÞ

where

LðtÞ ¼ 1

V
ðTinðtÞ � ToutðtÞÞ þ

k
fV
ðHinðtÞ �HoutðtÞÞ ð6Þ

By applying the above control law, the control system

structure is depicted as in Fig. 1, where the heater control



Figure 1 Using GA to tune ANFIS parameters.
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signal will only be used when the desired indoor air

temperature is higher than the outdoor temperature (i.e., under
winter condition).

2. Controller architecture

2.1. Overview of ANFIS structure

The control process is divided into two distinct control loops,
the first maintaining the temperature by adjusting the ventila-

tion rate, and the second maintaining the humidity ratio by
adjusting the moisturizing rate. These controllers, which are
a set of MISO ANFIS controllers, control the two outputs
of the greenhouse system in terms of the input set values and

the continually changing outdoor climate conditions. For sim-
plicity we explain the ANFIS controller for first loop only as
described in Fig. 2., the second can be done as first. The fuzzi-

fication stage was performed for the MISO controller that has
two inputs, temperature (T), and humidity (H) and one control
output ventilation rate (v). The designing of a fuzzy logic
Figure 2 ANFIS Archite
involves the construction of control rules. In many cases, we

can obtain control rules by writing down the operator’s actions
in the IF-THEN format. Therefore, there is no generic method
of constructing control rules. In addition, we may construct

IF-THEN rules not only from operator’s actions but also from
the response characteristic of the target system.

In this case, Gaussian MFs are only used as input MFs as

described in Fig. 3, where it is often used to represent vague:

lAiðxÞ ¼ exp
ðci � xÞ2

2r2
i

 !

where ci an ri are the center and width of the ith fuzzy set Ai,
respectively. The controller inputs are labeled with three lin-
guistic variables Small (S), Medium (M) and Big (B), and out-

put MF type is linear.
The problem lies in finding the values of the parameters of

the membership functions in the rule antecedents and the

coefficients in the rule consequents of the TSK-type fuzzy
systems, The knowledge rules of the fuzzy system have the
following form:
cture with nine rules.



Figure 3 Gaussian membership function.
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IF : T is LTr and H is LHr THEN : ur

¼ cro þ crTTþ crHH ð7Þ

where r= 1,2,. . ., R is the rule number, LTr and LHr are the
linguistic terms of the input signals T and H,respectively, in
the r-th rule, ur is the contribution of the r-th rule to the total

output of the fuzzy system, and cro, c
r
T; and crH are the conse-

quent coefficients, the output of the fuzzy system is given by:

u ¼
PR

r¼1w
rurPR

r¼1w
r

ð8Þ

where wr, for r= 1,2,. . ., R, are the rule fulfillment weights.
For each rule, its weight is calculated as the product of the
input membership values as:

wr ¼ lLtrðTÞ � lLHrðHÞ ð9Þ

where lLTrð�Þ and lLHrð�Þ are the membership functions corre-
sponding to the linguistic terms LTrandLHr respectively, in the
r-th rule. In addition, note that (8) can be written as:

u ¼
XR
r¼1

wrPR
r¼1w

r

 !
ur ¼

XR
r¼1

�wrur ¼
XR
r¼1

�ur ð10Þ

where �wr for r = 1,2,. . ., R can be equivalently called the nor-
malized rule consequents:

�wr ffi wrPR
r¼1w

r

 !
ð11Þ

In our case the complete knowledge base will have

3 · 3 = 9 rules of the form given in (7), also, the network will
have 2 distribution units in layer L0, 6 neurons in L1, 9 neu-
rons in L2, L3, and L4, and 1 neuron in L5.

So the determined parameters using 3 fuzzy sets as
described bellow:
Inputs
 Fuzzy sets
 Total

no of

rules
Premise

parameters
Consequent

parameters
Total number

of parameters
2
 3
 9
 18
 27
 45
The consequent parameters are estimated using a least
square estimation (LSE) procedure. Using 3 fuzzy set, and 9
rules, each input–output training pattern can be written as:

�V ¼
X9
r¼1

�srðcr0 þ cr1Tþ cr1HÞ ð12Þ
�V¼ �s1 �s1T11 �s1H11 � � ��s2 �s2T12 �s2H12 � � ��s9 �s9T19 � � ��s9H19½ ��
c101 c111 � � �c112 � � �c202 c212 c212 � � �c909 c919 c9T19
� �T

ð13Þ
Considering all M input–output training patterns together:

V1

..

.

VM

2
6664

3
7775¼

ðs1 s1T1 s1H1 � � � �w9 �w9T9 �w9H9Þ1
ðs1 s1T1 s1H1 � � � �w9 �w9T9 �w9H9Þ2
ðs1 s1T1 s1H1 � � � �w9 �w9T9 �w9H9ÞM

2
4

3
5

c01

cT1

cH1

..

.

c09

cT9

cH9

2
66666666664

3
77777777775
ð14Þ

V ¼ XC ð15Þ

Through appropriate definitions, (14) can be written as where
V is M · 1, X is M·(2 + 1)N, and C is (2 + 1)9 · 1, that can
be detailed as:

V is M · 1, X is M · (3)(9) = M · 27, and C is 27 · 1. In

general the problem is
overdetermined, that is M > 108.
An LSE solution for C can be computed recursively.

Ciþ1 ¼ Ci þ wiþ1xiþ1 VT
iþ1 � xT

iþ1Ci

� �
ð16Þ

wiþ1 ¼ wi �
wixiþ1x

T
iþ1wi

1þ xT
iþ1wixiþ1

ð17Þ

where �xT
i is the ith row vector of matrix X and Vi the ith ele-

ment of vector V, for i = 0, 1,2,. . ., M�1, and W is the covari-
ance matrix, then Clse = CM, where W is called the covariance

matrix. The initial conditions are C0 = 0 and W0 = cI, where I
is a size (2 + 1)N identity matrix and c is a large positive num-
ber. At the end of iterations: C = CM.

2.2. Overview of GA

A Genetic Algorithm (GA) is a search technique used in com-
puting to find exact or approximate solutions to optimization

and search problems. GAs were first introduced by John
Holland in 1975. A GA will be used to evolve the proposed
simplified architecture of T1FLS to test the hypothesis that

the simplified architecture retains the ability to handle mea-
surement and modeling uncertainties. It is not mandatory to
use a GA to adjust the controller parameters and instead the

controller parameters could be set manually. GA will not only
be used as an optimization algorithm but rather it will be used
as an uncertainty sensor to detect the level of uncertainty
which exist in the controlled system. The so called scale factors

(SF), have to be tuned. SFs are real constants which multiply
the values of the variables (input or output variables), modify-
ing the limits of their variation range, and therefore have a sig-

nificant impact on the performance of the resulting fuzzy
control system, and hence they are often a convenient param-
eter for tuning. The modification of the input scale factors has

a general effect on the behavior of the system: increasing input
gains implies reducing their universes of discourse, having a
direct consequence on control: the response is faster and more
oscillatory, reducing the stationary error. It thus improves the
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transient response by reducing rise time and set-up time, but it
does increase the risk of instability with the overshoot incre-
ment. On the other side, reducing input gains produces the

opposite effects; the wider the membership functions the
rougher control can be achieved, which produces a slower
response with less overshoot. However, the variation of the

output gain has a complex relation with the behavior of the
controller and has not been analyzed in depth.

The fitness function used to quantify the optimality of a

solution (i.e., chromosome) is the reciprocal of the Integral
of Square Error (ISE), given in Eq. (13) where the error e is
the difference between the desired set point and the actual sys-
tem output. Chromosomes in a population are ranked accord-

ing to their fitness value. Optimal or near optimal
chromosomes (i.e., solutions) are allowed to reproduce
through new generations that will (hopefully) be even better.

In this paper, the maximum number of generations is set to
30. The number of chromosomes or solutions in a population
is set to 20. The mutation and crossover probability are set to

0.2 and 0.25 respectively. The roulette wheel selection method
is used to select the fittest chromosomes, the generational pro-
cess is repeated until a termination condition has been reached;

a solution is found that satisfies minimum criteria or a fixed
number of generations reached.

ISE ¼
Z 1

0

ðeðtÞÞ2dt ð13Þ

where the error e(t) is the difference between the desired output
and the actual output of the plant.

2.3. GA-based ANFIS

Application of the GA to the optimization of the scaling fac-
tors of inputs to control signal controller parameters was done

by converting the scaling factor parameters associated for dif-
ference errors between set-points and actual values for temper-
ature, and humidity, which are Scalf-T, and Scalf-H, for

simplicity consider the unsigned binary code with a length of
12 bits using the relationship:

b ¼ 210 � 1

vup � vlo
ðv� vloÞ

where b is the rounded binary value of the decimal V (pheno-
type) in the range [Vlo, Vup]. The binary string (chromosome)
can be taken the form

s :
1001010101

scalf� T

1010010010

scalf�H

The implementation of the GA proceeds as follows:
(1) Produce an initial population of randomly generated

sets of parameters (Scalf-T, Scalf-H).

(2) Simulate the step response of the closed-loop system and
evaluate the fitness function of each set of parameters.

(3) Select by the roulette wheel method the sets of parame-

ters to be reproduced.
(4) Recombine by pairs the selected sets of parameters with

a randomly generated point of crossover.

(5) Mutate the selected sets of parameters according to the
probability of mutation.

(6) Repeat steps (2) through (5) iteratively until the fittest
set of parameters provides and acceptable closed loop

response.
Note that steps (1) and (2) are carried out with the decimal
representation of the controller parameters (phenotype), while
steps (3), (4) and (5) are carried out with the binary represen-

tation in a binary string (chromosome).
The values of scaling factors for temperature and humidity

before tuning are 0.9883 and .987189, where the values after

tuning are 4.9445 and 11.0195.

3. Results

The effectiveness of the proposed control schemes is demon-
strated by a case study. For this example consider a green-
house of surface area 1000 m2 and a height of 4 m. The
greenhouse has a shading screen that reduces the incident

solar radiation energy by 60%. The maximum water capacity
of the fog system is 26 g[H2O] min�1 m�3. Maximum ventila-
tion rate corresponds to 20 air changes per hour

(22.2 m3 s�1). Parameter a takes the value 0.129524267 and
bT = 0.015 kg min�1 m�2. The heat transfer coefficient is
UA= 25 kW K�1. Finally, we assume that unknown system

and sensor dynamics contribute an overall dead time of
0.5 min in both temperature and humidity measurements
(i.e., dT = dw = 0.5 min). Also, we assume that no crop was

present in the greenhouse at the time of experiment, but
the concrete floor was continuously wetted to simulate a
greenhouse with a wet soil surface. Therefore, the results pre-
sented here are supposed to apply to a greenhouse with small

seedlings, which do not influence the greenhouse climate. The
greenhouse climate control variables consisted of humidifica-
tion and forced ventilation. Suppose this study focuses on

daytime control under summer conditions, heating was not
considered. A first simulation experiment has been conducted
to demonstrate the ability of the proposed control schemes to

provide interacting control and smooth closed-loop response
to set point step changes. For the proposed G-ANFIS con-
troller, the dual parameters for each controller are obtained

using GA through 50 generations by minimizing the mean
square errors,

In the first simulation, the outside weather conditions are
Tout = 35 �C and wout = 4 g/kg (RH = 10%), while

Si = 300 W/m2. The humidity ratio set point was raised from
18 to 24 g/kg (which corresponds to a relative humidity change
from 60% to 80%) at t= 100 min, with the temperature set

point 30 �C; then the temperature set point was decreased from
30 to 28 �C at t= 200 min (humidity ratio set point 24 g/kg),
the responses for set point step changes in humidity ratio and

temperature are in Fig. 4. As we see the response under pro-
posed G-ANFIS controller is very smooth and nearly close
to set point than that given by ANFIS without tuning .The
ventilation rate and water capacity of fog system as a control

signals are shown in Fig. 5. The simulation results clearly
demonstrate the interacting control was attained and the
closed-loop system response is very acceptable. Moreover,

the response of the G-ANFIS controller is much faster than
AFISN.

In the second simulation experiment, the desired set point

for the temperature is set to Tin,sp = 30 �C and then decreased
to 20 �C at t= 200 min, and the desired set point for the
humidity ratio was raised from 18 to 24 g/kg t= 300 min g.

The system step response in humidity ratio and temperature
is close to the set point in a wide range of operation as



Figure 4 Greenhouse outputs: indoor air temperature (upper)

and indoor air humidity ratio (bottom).

Figure 5 Greenhouse control signals: Ventilation (upper) and

water capacity ratio (bottom).

Figure 6 Greenhouse outputs using ANFIS and G-ANFIS:

indoor air temperature (upper) and indoor air humidity ratio for

(bottom) example2.

Table 1 RMSE values for different controller types for

temperature and humidity loop calculated for the first

300 min of operation.

Controller type RMSE

Temperature loop Humidity loop

PDF 8.278E�02 9.818E�02
FUZZY 3.332E�01 2.390E�04
ANFIS 6.605E�02 6.556E�02
GA-based ANFIS 1.048E�02 6.305E�02
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described in Fig. 6. Step changes in disturbances were applied
at t = 100 min (for Si), 150 min (for Tout), and 200 min (for

wout). The step changes were as follows: Si from 250 to
300 W/m2, Tout from 35 to 32 �C, and wout from 4 to 8 g/kg.
With no uncertainty in the model parameters, weather condi-

tions do not affect Tin and win. The root mean square error
(RMSE) as defined in equation (7) was computed for the out-
puts of the process for each individual controller in the two

experiments, as shown in Table 1.

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

T

XT
k¼1
ðYd½k� � Y½k�Þ2

vuut ð7Þ

where Yd[k] and Y[k] are the desired and actual outputs respec-

tively, and T is the number of samples used. Fig. 5, shows the
change of set point for temperature with changing in humidity
also. We can see that the proposed controller able to track set
point with less time and overshoot than the other one. The
RMSE of the proposed controller at different ranges of

operation is very smaller than given by the other controller,
Table 1 includes the RMSE calculated in the first 300 min of
operation.
4. Conclusions

In this paper, an adaptive neuro-fuzzy control system com-

bined with a Genetic Algorithm tool for adapting the con-
troller for the continually changing conditions influencing on
the climate inside a greenhouse is presented. The proposed

control method reduced the errors between the current situa-
tion and the set-point desired values. Step change test which
is considered as the hardest to follow was used to test the

robustness and reliability of the proposed control structure.
Simulation results showed a significant improvement in the
system response when the ANFIA system was equipped with
GA in terms of following desired values and smoother con-

troller signals which could result in significant increase in actu-
ators’ life time.
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