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Abstract 10 

In this study, full-scale wind velocity measurements are conducted at eight locations on the Hardanger Bridge 11 

girder to investigate the possibility of a probabilistic representation of the turbulence field along the bridge span. 12 

Using appropriate assumptions, the two-dimensional turbulence field along the structure is reduced to six 13 

turbulence parameters, which are considered as correlated lognormally distributed random variables. The 14 

directionality and wind speed dependence of the parameters are demonstrated by means of wind roses and scatter 15 

diagrams. Depending on the wind speed and direction, simulations of the turbulence field were carried out using 16 

random number generators. The performance of simulated wind fields in capturing the variability and correlation 17 

structures of an actual wind field at a site is tested by detailed comparisons with the measurement data. For the 18 

sake of illustration, simulations were also performed for the design wind speed of the Hardanger Bridge using the 19 

current model and another model from the literature. The resulting probabilistic model is suitable for 20 

implementation in reliability-based frameworks and long-term extreme response analysis. 21 

Introduction 22 

There is an increasing global demand for long-span cable-supported bridges around the world, as the world 23 

population and urbanization grow rapidly. Although the nearly 20-year-old Akashi-Kaikyo suspension bridge 24 

still holds the world record for the longest span, during the last two decades a large number of long-span bridge 25 

projects were realized. The possibility of building super long-span suspension bridges (greater than 3000 m spans) 26 

has also been considered for long and deep straits such as the Gibraltar Strait or the Messina Strait. Recently, a 27 

similar effort was initiated by the Norwegian government (Dunham, 2016; Ellevset and Skorpa, 2011). As the 28 

span lengths of cable-supported bridges increase, wind-induced effects become of primary importance. In 29 

addition to potentially destructive phenomena such as flutter, the buffeting response of such structures is also 30 

critical and may govern design, especially for the serviceability and fatigue limit states (Xu, 2013). The buffeting 31 

response of cable-supported bridges have been analyzed using a stochastic dynamics framework (Davenport, 32 

1962; Jain et al., 1996; Scanlan, 1978), which relies on an accurate description of the turbulent wind loads acting 33 

on the structure. This description is commonly achieved using the cross-spectral densities of the turbulence 34 

components, which are assumed to be zero-mean stationary Gaussian stochastic processes. Over the years, many 35 

spectral formulae have been suggested by researchers in this regard (Busch and Panofsky, 1968; Davenport, 1961; 36 

ESDU 086010, 2001; ESDU 85020, 2001; Kaimal et al., 1972; Krenk, 1996; Kristensen and Jensen, 1979; Mann, 37 

2006; Simiu and Scanlan, 1996; Solari, 1987; Tieleman, 1995; Toriumi et al., 2000; von Karman, 1948). Most of 38 

the formulae are restricted to flat homogenous terrain and neutral atmospheric conditions. Several attempts have 39 

also been made for spectra in complex terrain (ESDU 85020, 2001; Mann, 2000; Nielsen et al., 2007; Panofsky 40 

et al., 1982; Tieleman, 1992).  41 
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In bridge design, such spectral formulae are commonly used. Regardless of the spectral form adopted, the spectral 42 

parameters are deterministic where the mean wind speed remains as the only design parameter. This approach 43 

ignores any uncertainty in turbulence parameters, which might arise due to the intrinsic random nature of the 44 

wind. However, Solari and Piccardo showed that the parameters of the turbulence spectra exhibited vast 45 

variability between measurements at different sites (Solari and Piccardo, 2001). The last couple of decades 46 

witnessed an impressive number of full-scale measurement campaigns focusing on wind characteristics (Bastos 47 

et al., 2018; Cao et al., 2009; Caracoglia and Jones, 2009; Cheynet et al., 2016; Cross et al., 2013; Höbbel et al., 48 

2018; Hui et al., 2009a; Li et al., 2015; Liu et al., 2009; Miyata et al., 2002; Wang et al., 2013). The long-term 49 

measurements presented by researchers indicate large randomness in the wind characteristics. Remarkable scatter 50 

has also been reported in field measurement results of wind characteristics at specific bridge sites identified with 51 

complex terrain (Bastos et al., 2018; Cao et al., 2009; Fenerci et al., 2017; Hui et al., 2009b, 2009a). Moreover, 52 

in recent studies, it was also reported that this variability has implications on the buffeting response analysis of 53 

long-span cable-supported bridges and should not be ignored during the design (Fenerci et al., 2017; Fenerci and 54 

Øiseth, 2017).  55 

Modern approaches to structural design and assessment suggest consideration of uncertainties in the structural 56 

and aerodynamic properties of structures, as well as in the environmental loading. The effect of these uncertainties 57 

on the dynamic response can be taken into account in previously established frameworks such as probabilistic 58 

response analysis (Kareem, 1988; Minciarelli et al., 2001; Solari, 1997), reliability analysis (Davenport, 1983a, 59 

1983b; Kareem, 1987; Pagnini, 2010; Xu, 2013; Zhang et al., 2008) or performance-based design (Ciampoli et 60 

al., 2011; Spence and Kareem, 2014). In such analyses, a probabilistic turbulence model is often needed to 61 

propagate the parametric uncertainties due to the inherent variability of the wind turbulence field into the response 62 

estimates. A probabilistic model of this sort is also useful for the estimation of a long-term extreme response, 63 

when a full long-term approach is adopted (Giske et al., 2017; Xu et al., 2017). In an estimation of the long-term 64 

extreme response in this manner, a joint probability distribution of all parameters governing the turbulence field, 65 

such as turbulence intensities, integral length scales or parameters defining one-point and two point correlation 66 

structures of the turbulence, has to be defined (Naess and Moan, 2012; Xu et al., 2017). Thereby, with the 67 

available response analysis and design tools at hand, a good probabilistic description of the variable turbulence 68 

field at the considered site is needed. 69 

Although the need for a probabilistic description of a wind field has been stressed extensively during the past 70 

years, little work has been performed towards development of such models. The only probabilistic model, to the 71 

authors’ knowledge is of Solari and Piccardo (2001), which is based on a large amount of measurement data from 72 

different sites reported in the literature. Although its performance is yet to be tested, such a model includes the 73 

variability between the different sites and measurement campaigns, which might result in overly conservative 74 

uncertainty estimates for a specific site.  75 

In the present study, a probabilistic description of the turbulence field along the Hardanger Bridge (HB) in 76 

Norway is carried out using long-term monitoring data. The turbulence spectra are modeled with simple 77 

expressions with only a few parameters, which are frequently used in practice. The probability distributions and 78 

correlation structure of the turbulence parameters, conditional on the mean wind speed and direction, are deduced 79 

using measurement data. Using a random number generator, simulations of the turbulent wind field are generated 80 

and compared with measurement data to assess the validity of the model. Finally, simulations for the design wind 81 

speed of the HB are conducted using both the current model and another model developed earlier by Solari and 82 

Piccardo. 83 

Wind conditions at the Hardanger Bridge site 84 

In Western Norway, the Hardanger Bridge (HB) crosses the Hardangerfjord and today it remains the longest 85 

suspension bridge in Norway with its main span of 1308 meters. The bridge is situated in a mountainous and 86 

complex terrain (Fig. 1) in the Norwegian fjords and is exposed to strong European windstorms. As part of a 87 

research project funded by the Norwegian Public Roads Administration (NPRA), wind velocities at several 88 



locations along the bridge girder have been monitored since December 2013 by the Norwegian University of 89 

Science and Technology (NTNU). Detailed information on the instrumentation and the workings of the 90 

monitoring system can be found in (Fenerci et al., 2017; Fenerci and Øiseth, 2017). The layout of the wind sensors 91 

on the bridge are shown schematically in (Fig. 2) and the coordinates of the sensors are given in Table 1. The 92 

monitoring system, which has been permanently installed on the bridge since 2013, records data in a 93 

discontinuous manner with a predefined trigger wind speed of 15 m/s. This means that a recording with a 30-94 

minute duration is taken each time the trigger value is exceeded by a 1-minute mean speed in any of the 95 

anemometers. The system is also triggered manually from time to time in a random manner to include recordings 96 

with low mean speeds in the database and avoid excessive storage demand at the same time.  97 

 98 

Fig. 1. Local topographical map of the Hardanger Bridge site 99 

 100 

Fig. 2. Layout of the wind sensors 101 

 102 

Table 1 Coordinates of the wind sensors (the origin of the coordinate system is the midspan of the bridge) 103 

 A1 A2 A3 A4 A5 A6 A7 A8 A9 

x (m) 460 280 240 200 180 -10 -180 -420 -655 

y (m) 7.25 7.25 7.25 7.25 7.25 -7.25 7.25 7.25 4.5 

z (m) 0.3 3.2 3.9 4.6 4.9 8 5.2 1.2 140 

 104 



Then, the acquired wind velocity data from the anemometers are collected into a dataset to study the long-term 105 

wind characteristics, and an averaging interval of 10 minutes is adopted to obtain the turbulence statistics. This 106 

resulted in 15386 recordings with a 10-minute duration each in the dataset. The data quality is ensured and the 107 

data are adjusted for errors. The recordings with significant downtime or error values are discarded from the 108 

dataset. The wind velocity data were first recorded in polar coordinates and then decomposed into a mean (static) 109 

part in the horizontal plane and three fluctuating (turbulent) components. In a Cartesian coordinate system 110 

directed along the along-wind direction (mean wind direction), three orthogonal turbulence components were 111 

defined, namely, the along-wind (u), cross-wind (v) and vertical (w) turbulences. Using these turbulence 112 

components, three turbulence intensity components can be defined accordingly as 113 

, ,u v w
u v wI I I

U U U

  
                     (1) 114 

where , ,u v w  denote the standard deviations of the three turbulence components and U denotes the mean wind 115 

speed. The turbulence intensity provides an elegant measure of the intensity of the wind speed fluctuations and is 116 

one of the most descriptive statistics of turbulence since it directly relates to the energy content of the turbulence.  117 

 118 

For the 10-minute recordings in the dataset, using the data from the midspan sensor (A6) only, wind rose scatter 119 

plots of the mean wind speed and the three turbulence intensities are presented in Fig. 3 to provide an overview 120 

of the general wind conditions at the site. The recordings with mean wind speeds lower than 3 m/s were discarded 121 

from the data set. Due to high number of data points in the plots, the relative data density was calculated for a 122 

fine rectangular grid in the plotting area, and the relative density was assigned to each point by means of color-123 

coding. It should be noted that the density for the easterly and westerly winds were calculated separately. This 124 

allows a visualization of how the data are distributed according to the upwind direction and along a particular 125 

direction. The distinct spreading of the mean wind speed was observed for the easterly and westerly winds. It is 126 

also noticed that the turbulence intensity is higher for the winds approaching from the mountain side on the north, 127 

whereas it is smaller for winds blowing along the fjord. 128 

(a) (b)  129 



(c)  (d)  130 

Fig. 3. Wind rose scatter plots: the (a) mean wind speed; (b) along-wind; (c) cross-wind and (d) vertical turbulence 131 

intensities at the midspan of the bridge (the color bar indicates the relative density of data points in the area, and 132 

red line highlights the bridge longitudinal axis) 133 

 134 

Wind Field modeling 135 

Modeling the relevant atmospheric turbulence field is of outmost importance in prediction of the wind-induced 136 

dynamic response of long-span bridges, since it is used to model the environmental dynamic loads acting on the 137 

structure. In the frequency domain, for a horizontal line-like structure, the turbulence field can be represented by 138 

a cross-spectral density tensor such as 139 
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Here, the cross terms are usually neglected since they have little influence on the dynamic response (Cheynet, 141 

2016; Øiseth et al., 2013). The diagonal terms can be written as 142 
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where Su,w(f) are the auto power spectral densities of the u and w turbulence components, Cu,w are the normalized 144 

cross-spectral densities and f is the frequency. The normalized cross-spectra is a frequency dependent correlation 145 

coefficient, providing the spatial correlation of the turbulence components along the bridge longitudinal axis. For 146 

two points, x1 and x2, separated by a distance Δx, the normalized cross-spectra read 147 
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where 1 2

, ( , )
x x

u wS x f are the cross-power spectral densities of the same turbulence component at points x1 and 149 

x2 separated by Δx. The cross-power spectral density has a real part and a complex part as usual, where the 150 

complex part contains phase information. In the case of separations in the horizontal plane perpendicular to the 151 

along-wind direction, the phase is usually small and often neglected (ESDU 086010, 2001; Simiu and Scanlan, 152 

1996). The normalized spectra containing only the real part is also referred to as the normalized co-spectra. In 153 



summary, a modeling of the turbulence field for a horizontal line-like structure requires the definition of two 154 

auto-spectral densities and two normalized co-spectra for the u and w turbulence components.  155 

The literature is rich on formulae for the spectral densities of the turbulence components, which were derived 156 

both on empirical and theoretical bases. However, most models rely on the assumption of a flat and homogenous 157 

terrain and neutral atmospheric stability. Moreover, the models are based on deterministic coefficients or simple 158 

variables as functions of the height above the ground or the roughness length, which makes it difficult to reflect 159 

the variability in the turbulence characteristics due to complex topographical effects. In previous papers by the 160 

authors (Fenerci and Øiseth, 2017, 2018), it was shown that the auto-spectra and normalized co-spectra of 161 

turbulence component at the HB site could be represented well with two simple expressions commonly used in 162 

the literature when the parameters of these expressions were fitted to the measured data. The expressions for the 163 

auto-spectra are of a Kaimal-type (Kaimal et al., 1972; Simiu and Scanlan, 1996), where the normalized co-164 

spectra is of a Davenport type (Davenport, 1961), which read 165 
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 (5) 167 

where z is the height above ground level (68 meters above sea level for the HB), which ensures dimensional 168 

consistency. The non-dimensional parameters Au,w and Ku,w are to be fitted to the 10-minute measurements and 169 

are referred to as the spectral parameter and the decay coefficient, respectively. Adopting the above expressions, 170 

for a particular mean wind speed and direction, the turbulence field for the entire structure can be defined with 171 

just six parameters (σu,w, Au,w, Ku,w), which can be treated as random variables. In sequence, these parameters 172 

relate to the energy content and correlation lengths of the turbulence components along the along-wind and bridge 173 

longitudinal axes. Nevertheless, to use these parameters in a probabilistic framework, an elaborate investigation 174 

of their underlying probability distributions, dependence on the mean wind speed or direction and correlation 175 

structures is needed. 176 

Using the data from the midspan sensor (A6) the one-point statistics and the data from the closely spaced sensor 177 

pairs (A3-A4, A4-A5) for the two-point statistics, the six turbulence parameters were calculated for all 10-minute 178 

recordings above 3 m/s mean wind speed. The parameters are presented in Fig. 4 in terms of wind rose scatter 179 

plots using the same manner as in Fig. 3. The power spectral densities of the 10-minute signals were estimated 180 

using Welch’s method of averaged periodograms (Welch, 1967), where 8 segments with 50% overlap were 181 

averaged to reduce the variance in the Fast Fourier Transform (FFT) estimates. The expressions of Eqn. (5) were 182 

then fitted to the estimated auto and normalized co-spectra of the turbulence components using a nonlinear least-183 

squares approximation to obtain the Au,w and Ku,w parameters. Observing the plots, the distinct distribution of data 184 

for the easterly and westerly winds and dependence of the parameters on the upwind direction are noted. A 185 

mountainous upwind terrain was associated with high turbulence (σu,w), where the spectral parameter Au,w was 186 

higher for the fjord exposure. The decay coefficient Ku,w seems less sensitive to the wind direction, as it shows 187 

approximately uniform scatter with respect to the mean wind direction. Finally, the cross-correlation coefficient 188 

between the vertical and along-wind turbulence components are plotted in the same manner (Fig. 5). The cross-189 

correlation coefficient, by definition, assumes values between -1 and 1, and it relates to the vertical shear or 190 

energy loss of turbulence due to ground roughness. It can be observed from Fig. 5 that it is in general positive at 191 

the HB site, which would not be expected for flat homogenous terrain. It is also apparent that the correlation is 192 

usually low, and the results are severely scattered. Considering the small effect of the correlation on the analytical 193 

prediction of the dynamic response and the severe scatter in data, the correlation between the two spectral 194 

components will be neglected. 195 



(a) (b)  196 

(c)  (d)  197 

(e)  (f)  198 

Fig. 4. Wind rose scatter plots of the turbulence parameters: (a) σu; (b) σw; (c) Au; (d) Aw; (e) Ku and (f) Kw (the 199 

color bar indicates the relative data density; the red line indicates the bridge longitudinal axis) 200 



 201 

Fig. 5. Cross-correlation coefficient of along-wind and vertical turbulence components 202 

 203 

In addition to the wind direction, it is deemed important to investigate the dependence of the turbulence 204 

parameters on the mean wind speed. Scatter plots are presented for each of the six parameters against the mean 205 

wind speed to reveal their dependence on the wind speed (Fig. 6 and Fig. 7). The data were plotted for the east 206 

and west winds separately. For each scatter diagram, the linear regression fits were plotted on top of the data to 207 

show the linear dependence on the variables. From the figures, a clear linear dependence was observed for the 208 

parameters σu, σw and Au, where no significant dependence was detected for the three remaining parameters. 209 

(a) (b) (c)  210 

(d) (e)  (f)  211 

Fig. 6. Turbulence parameters against the mean wind speed for the easterly winds: (a) σu; (b) σw; (c) Au; (d) Aw; 212 

(e) Ku and (f)Kw (the color bar shows the relative data density; the straight line is a linear regression fit) 213 

(a) (b) (c)  214 



(d) (e) (f)  215 

Fig. 7. Turbulence parameters against the mean wind speed for the westerly winds: (a) σu; (b) σw; (c) Au; (d) Aw; 216 

(e) Ku and (f) Kw (the color bar shows the relative data density; the straight line is a linear regression fit) 217 

 218 

Statistical properties of the turbulence parameters 219 

Having established that the turbulence field at the HB site can be modeled with the six turbulence parameters 220 

dependent on the mean wind speed and the wind direction, their statistical properties, such as the underlying 221 

probability distributions and correlation structures, can now be established. To that extent, using all recordings 222 

with mean wind speeds above 10 m/s, the scatter diagrams of the six turbulence parameters were plotted against 223 

each other in a matrix form. The results are shown in Fig. 8 and Fig. 9 for the easterly and westerly winds, 224 

respectively. In the diagonal, histograms of the turbulence parameters are plotted, showing the probability density. 225 

The lognormal probability distributions were then fitted to the data and shown on top of the histograms. The 226 

probability density function (pdf) of the lognormal distribution can be written for a random variable x as 227 
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where   and   are the parameters of the distribution, which are the mean and the standard deviation of the 229 

associated normal distribution, respectively. Note that for a lognormal distributed random variable x, the natural 230 

logarithm of x is normally distributed with the mean   and the standard deviation . Therefore, the parameters 231 

of the lognormal distribution can simply be estimated by calculating the mean and the standard deviation of the 232 

natural logarithm of the random variable from available data. The lognormal distribution parameters are given in 233 

Table 2. From visual inspection, it is clear that the data are represented well with such probability distributions. 234 

Moreover, hypothesis testing (chi-square goodness of fit tests) are employed and the lognormal distributions are 235 

found appropriate at a 5% significance level. In the off-diagonals, scatter plots of turbulence parameters were 236 

plotted against each other, showing their correlation structures. Linear regression curves were also plotted along 237 

with the scatter diagrams to highlight the trends present in the plots, which are not apparent due to the large 238 

number of data points and large scatter. A strong linear dependence between the turbulence standard deviations 239 

σu and σw is immediately evident after a first look at the matrix plots. For the easterly and westerly winds, the 240 

matrices of the correlation coefficients of the turbulence parameters are tabulated in Table 3. Examining the table 241 

and the scatter diagrams, the correlations between σu and σw, Au and Aw, Ku and Kw, σu and Au and σw and Aw are 242 

considered significant, where the other pairs are assumed as uncorrelated. Note that different correlation structures 243 

are observed for the winds from two directions.  244 



 245 

Fig. 8. The scatter plot matrix of the turbulence parameters for the easterly winds (the y-axis for the histograms 246 

indicating the probability density is shown on the right side of the plotting area) 247 



 248 

Fig. 9. The scatter plot matrix of the turbulence parameters for the westerly winds (the y-axis for the histograms 249 

indicating the probability density is shown on the right side of the plotting area) 250 

 251 

Table 2 Lognormal distribution parameters for the easterly and westerly winds 252 

  σu σw Au Aw Ku Kw 

   0.6753 -0.2468 2.9669 0.7076 1.9385 1.7932 

EAST   0.2566 0.2632 0.4538 0.4466 0.2652 0.3423 

   0.6104 -0.1932 3.0364 1.2075 2.1093 2.1633 

WEST   0.3159 0.3021 0.5282 0.4943 0.268 0.3322 

 253 



Table 3 Correlation coefficients matrix for the easterly and westerly winds 254 

  σu σw Au Aw Ku Kw 

EAST 

σu 1 0.7608 0.2641 0.045 0.0458 0.1289 

σw 0.7608 1 -0.2056 0.2571 0.0044 0.1338 

Au 0.2641 -0.2056 1 0.1633 -0.0678 -0.0564 

Aw 0.045 0.2571 0.1633 1 -0.1706 -0.0843 

Ku 0.0458 0.0044 -0.0678 -0.1706 1 0.3261 

Kw 0.1289 0.1338 -0.0564 -0.0843 0.3261 1 

WEST 

σu 1 0.8148 0.4087 0.1712 -0.0559 -0.0199 

σw 0.8148 1 0.053 0.2851 -0.1036 -0.0656 

Au 0.4087 0.053 1 0.3065 -0.0525 -0.0385 

Aw 0.1712 0.2851 0.3065 1 -0.2059 -0.2002 

Ku -0.0559 -0.1036 -0.0525 -0.2059 1 0.4725 

Kw -0.0199 -0.0656 -0.0385 -0.2002 0.4725 1 

 255 

It was previously stated that some of the parameters (σu, σw, Au) were also dependent on the mean wind speed 256 

(Fig. 6 and Fig. 7). Consequently, the probability distributions given in Fig. 8 and Fig. 9 and the corresponding 257 

lognormal distributions parameters given in Table 2 do not represent the true distribution of these parameters, 258 

since the dataset is not complete in the entire wind speed range. To overcome this problem and obtain a true 259 

statistical representation of these parameters, the probability distributions of these parameters should be 260 

established conditional to the mean wind speed. Accordingly, the data were divided into 1 m/s intervals, and the 261 

corresponding lognormal parameters were calculated for each interval. In each interval, a minimum number of 262 

70 recordings were sought because the distribution is not apparent otherwise. Again, it is ensured that the sampled 263 

data comes from a lognormal distribution by hypothesis testing at a 5% significance level.  The estimated 264 

lognormal distribution parameters and the correlation coefficients were then plotted against the mean wind speed 265 

(c). It is found that the parameters ,
u w   and 

uA linearly vary with the mean wind speed, where the remaining 266 

  and   parameters and the correlation coefficients ρ remain constant. It is also seen that the behavior of the 267 

statistical parameters stabilize after the mean wind speed exceeds 10 m/s. This is thought to arise due to the 268 

nonstationarity of the signals below 10 m/s, where trends in the wind speed and rapid changes in the wind 269 

direction are common. Therefore, the linear curves were fitted to the estimates of ,
u w   and 

uA  in the range 270 

above 10 m/s to model the conditional distributions of these parameters. For the others, average of values above 271 

10 m/s were taken. A summary of the results is shown in Table 4.  272 

(a) (b)   273 



(c)  274 

Fig. 10. Statistical parameters for the turbulence standard deviations: the (a) lognormal parameter ; (b) 275 

 lognormal parameter  and (c) correlation coefficient  276 

(a) (b)  277 

(c)  278 

Fig. 11. Statistical parameters for the spectral parameter A: the (a) lognormal parameter ; (b) lognormal 279 

 parameter  and (c) correlation coefficient  280 

(a) (b)  281 



(c) (d)  282 

(e)  283 

Fig. 12. 
uKStatistical parameters for the decay coefficient K: the (a) lognormal parameter ; (b) lognormal 284 

wK uK uK parameter ; (c) lognormal parameter ; (d) lognormal parameter and (e) correlation coefficient  285 

 286 

Table 4 Statistical properties of the turbulence parameters conditional to mean wind speed 287 

 East West 

             

σu 0.122+0.039U 0.28 0.754 0.122+0.039U 0.28 0.772 

σw -0.657+0.032U 0.278 -0.657+0.032U 0.278 

Au 2.67+0.0248U 0.456 0.15 2.407+0.048U 0.556 0.327 

Aw 0.725 0.456 1.247 0.556 

Ku 1.938 0.275 0.267 2.11 0.275 0.459 

Kw 1.833 0.415 2.213 0.415 

 288 

Ultimately, it was found appropriate to model ,
u w   and 

uA as functions of the mean wind speed and all the 289 

remaining parameters as constants. For an estimation of the constant parameters, all the data above a 10 m/s mean 290 

wind speed was used, as displayed in Table 2. The final lognormal distribution parameters and the correlation 291 

coefficient matrix are summarized in Table 5 and Table 6, respectively. As can be observed in Fig. 10-Fig. 12, 292 

the number of data points in the high wind speed range is rather limited and accordingly, the parameters were 293 

fitted using the data in the moderate wind speed range. Therefore, to show that the observations in the high wind 294 

speed range agrees with the distributions, they are plotted along the probability densities and showed in Fig. 295 

13Fig. 15. 296 

 297 

 298 



 299 

 300 

Table 5 Final lognormal parameters  301 

  σu σw Au Aw Ku Kw 

   0.122+0.039U -0.657+0.032U 2.67+0.0248U 0.7076 1.9385 1.7932 

EAST   0.2566 0.2632 0.4538 0.4466 0.2652 0.3423 

   0.122+0.039U -0.657+0.032U 2.407+0.048U 1.2075 2.1093 2.1633 

WEST   0.3159 0.3021 0.5282 0.4943 0.268 0.3322 

 302 

Table 6 Final correlation matrix 303 

  σu σw Au Aw Ku Kw 

EAST 

σu 1 0.7608 0.2641 0 0 0 

σw 0.7608 1 0 0.2571 0 0 

Au 0.2641 0 1 0.1633 0 0 

Aw 0 0.2571 0.1633 1 0 0 

Ku 0 0 0 0 1 0.3261 

Kw 0 0 0 0 0.3261 1 

WEST 

σu 1 0.8148 0.4087 0 0 0 

σw 0.8148 1 0 0.2851 0 0 

Au 0.4087 0 1 0.3065 0 0 

Aw 0 0.2851 0.3065 1 0 0 

Ku 0 0 0 0 1 0.4725 

Kw 0 0 0 0 0.4725 1 
 304 

 305 

(a) (b)  306 



(c) (d)  307 

Fig. 13. Evolution of the probability distributions of the turbulence standard deviations: (a) σu –East (b) σu –West 308 

(c) σw –West and (d) σw –West (the continuous curves show the 1, 5, 25, 75, 95 and 99 percentiles of the 309 

distribution in order) 310 

(a) (b)  311 

(c) (d)  312 

Fig. 14. Evolution of the probability distributions of the spectral parameters: (a) Au –East; (b) Au –West; (c) Aw –313 

West and (d) Aw –West (the continuous curves show the 1, 5, 25, 75, 95 and 99 percentiles of the distribution in 314 

order) 315 

(a) (b)  316 



(c) (d)  317 

Fig. 15. Evolution of the probability distributions of the decay coefficients: (a) Ku –East; (b) Ku –West; (c) Kw –318 

West and (d) Kw –West (the continuous curves show the 1, 5, 25, 75, 95 and 99 percentiles of the distribution in 319 

order) 320 

Simulations of random wind fields 321 

A probabilistic turbulence field was formulated in the previous section that consisted of six correlated and 322 

lognormally distributed random variables. This model was validated by comparing the simulations from the 323 

model with the measured data. For this purpose, correlated lognormally distributed random parameters were 324 

generated. Parameter generation was achieved using a standard normally distributed number generator (The 325 

Mathworks Inc., 2015) and then taking their exponent. Given the vector of lognormally distributed random 326 

variables 327 

 u w u w u wY A A K K            (7) 328 

the natural logarithm of the elements of Y forms a vector of normally distributed random variables 329 

ln( )X Y             (8) 330 

( , )i im vThe mean values and standard deviations of the elements of the vectors Y and X are denoted as  and331 

( , ), 1..6i i i   , respectively, where the latter pair also represents the lognormal distribution parameters, as 332 

mentioned earlier. The two sets of statistical moments are related to each other as 333 

 

2

2 2

exp( / 2)

exp( ) 1 exp(2 )

m

v

 

  

 

  
          (9) 334 

The covariance matrix of vector X can be written in terms of the covariance matrix of Y using (Zerovnik et al., 335 

2012) 336 

cov( , )
cov( , ) ln 1 , 1..6, 1..6

i j

i j

i j

Y Y
X X i j

m m

 
    

  

        (10) 337 

y which can be rewritten in terms of the correlation coefficient matrix of vector Y ( ) and the vector as 338 

2 2cov( , ) ln ( ) exp( 1) exp( 1) 1 , 1..6, 1..6i j y ij i jX X i j        
 

     (11) 339 

Using Eqn. (11), the covariance matrix of the vector X of the normally distributed random variables can be 340 

calculated. Using this covariance matrix and knowing the mean value vector , a set of multivariate correlated 341 



normally distributed random variables can be obtained. Then, the corresponding lognormal random variables can 342 

obtained by taking their natural exponents.  343 

 Using above formulations along with the vectors of , given in Table 5 and the correlation coefficient matrix 344 

  given in Table 6, the random turbulence fields were generated for each 10 minute recording in the dataset. 345 

The conditional distributions for each simulation were established according to the mean wind speed and direction 346 

(east or west) of each individual recording. The simulated turbulence parameters were then compared with the 347 

measurement data in terms of scatter plots. The scatter plots with both measured and simulated turbulence 348 

components are shown in Fig. 16 and Fig. 18, respectively, for different mean wind velocity intervals. A brief 349 

look at the plots suggest that the target variability of the data is matched reasonably well by the simulations.  350 

 351 

 352 

(a) (b) (c)  353 

Fig. 16. Scatter plots of the measured and simulated turbulence standard deviations: (a) 10 ≤ U < 13 m/s; (b) 13 354 

≤ U < 16 m/s and (c) U ≥ 16 m/s 355 

(a) (b) (c)  356 

Fig. 17. Scatter plots of the measured and simulated turbulence spectral parameters: (a) 10 ≤ U < 13 m/s; (b) 13 357 

≤ U < 16 m/s and (c) U ≥ 16 m/s 358 



(a) (b) (c)  359 

Fig. 18. Scatter plots of the measured and simulated decay coefficients: (a) 10 ≤ U < 13 m/s; (b) 13 ≤ U < 16 m/s 360 

and (c) U ≥ 16 m/s 361 

To have a more detailed look at the simulated wind field data and their correspondence with the measurements, 362 

the auto-spectral density and normalized co-spectra of the u and w turbulence, which are more familiar to 363 

engineers, are presented in Fig. 19 and Fig. 22, respectively. Only recordings with mean wind speeds above 10 364 

m/s were considered. The simulated and measured spectra display a reasonable agreement. The relative data 365 

density is once again shown using color-coded data points. It is observed that for a given frequency, the auto-366 

spectral density also follows a lognormal distribution. Fitting the lognormal distributions to the measured and 367 

simulated data, the peak of the distribution (mode) and the 95 percentile values for the auto-spectra were obtained 368 

and included in the same figures. These are obtained by fitting a lognormal probability distribution to the spectra 369 

at each discrete frequency. For a clearer comparison, the measured and simulated auto-spectra were plotted on 370 

top of each other, as shown in Fig. 23. Excellent agreement is observed between the percentile values, implying 371 

that the simulations are statistically representative of the measurements.  372 

 373 

(a)  (b)  374 

 375 

Fig. 19. Auto-spectral density of the along-wind turbulence: (a) measured and (b) simulated  376 

 377 

 378 



(a)  (b)  379 

 380 

Fig. 20. Auto-spectral density of the vertical turbulence: (a) measured and (b) simulated  381 

 382 

 383 

(a)  (b)  384 

 385 

Fig. 21. Normalized co-spectra of the along-wind turbulence: (a) measured and (b) simulated  386 

 387 

 388 

(a)  (b)  389 

 390 

Fig. 22. Normalized co-spectra of the vertical turbulence: (a) measured and (b) simulated  391 

 392 

 393 

(a) (b)  394 

 395 

Fig. 23. Comparison of measured and simulated auto-spectra: (a) along-wind and (b) vertical turbulence (the 396 

curves show 50 and 95 percentile values) 397 

 398 



Unlike the auto-spectra, the normalized co-spectra do not follow a lognormal distribution, since it is simply the 399 

exponential of a lognormally distributed random variable. Therefore, the spectral density tensors for both 400 

turbulence components deviate from the lognormal distribution, when the separation distance is larger. Note that 401 

the amplitude of the spectra becomes rather small in that case. This result is illustrated in Fig. 24 and Fig. 25. by 402 

showing the probability distributions of the spectral tensors at few important natural frequencies of the HB. Those 403 

natural frequencies, obtained through finite element analysis (Fenerci and Øiseth, 2017), are listed in Table 7 with 404 

their associated mode shape. 405 

 406 

Table 7 First few fundamental natural frequencies and mode shapes of the Hardanger Bridge 407 

Mode Frequency (Hz) Period 

(seconds) 

Description of the dominant motion 

1 0.05 20.00 Symmetric lateral vibration of the deck 

2 0.098 10.20 Asymmetric lateral vibration of the deck 

3 0.11 9.09 Asymmetric vertical vibration of the deck 

4 0.14 7.14 Symmetric vertical vibration of the deck 

15 0.36 2.78 Symmetric torsional vibration of the deck 
 408 
 409 
 410 

 411 

 (a) (b) (c)  412 

(d) (e) (f)  413 

 414 

 415 

Fig. 24. Probability distributions of the spectral densities of the along-wind turbulence: (a) f = 0.05 Hz, Δx = 0 416 

(b); f = 0.05 Hz, Δx = 20 m; (c) f = 0.098, Hz Δx = 0; (d) f = 0.098, Hz Δx = 20 m; (e) f = 0.36 Hz, Δx = 0 and 417 

(f) f = 0.36 Hz, Δx = 20 m (red curves show the lognormal fit) 418 

 419 



(a) (b) (c)  420 

(a) (b) (c)  421 

 422 

Fig. 25. Probability distributions of the spectral densities of the vertical turbulence: (a) f = 0.11 Hz, Δx = 0; (b) f 423 

= 0.11 Hz, Δx = 20 m; (c) f = 0.14 Hz, Δx = 0; (d) f = 0.14 Hz, Δx = 20 m; (e) f = 0.36 Hz, Δx = 0 and (f) f = 0.36 424 

Hz, Δx = 20 m (red curves show the lognormal fit) 425 

The probability distributions showed that it is possible to model the measured spectra with a lognormal 426 

distribution, at least for small separations. This allows further and more elaborate comparisons of the distributions 427 

of the measured and simulated spectral densities. To that extent, the correlation coefficients and lognormal 428 

distribution parameters were estimated for the measured and simulated spectral tensors and presented in Fig. 26 429 

- Fig. 30 for the sake of comparison. A good overall agreement can be observed between the contour plots. Since 430 

it is difficult to observe the agreement in detail, especially for the important range of small separation distances 431 

and low frequencies, a numerical comparison is sought. For this purpose, surfaces were fitted to both data, where 432 

the coefficients were obtained through a least-squares approximation. The equations of the surfaces, the estimated 433 

coefficients and the R2 values as a measure of the goodness of the fits, are presented in Table 8 for the correlation 434 

coefficients and in Table 9 for the lognormal distribution parameters. Finally, the measured and simulated spectral 435 

tensors were compared at few important natural frequencies of the bridge (Fig. 31 and Fig. 32). Excellent 436 

( , )
wwS f x agreement is observed except for the parameter , where the discrepancy increases with increasing 437 

separation distance. In the important range of separation where the magnitude of the spectra is large, the 438 

discrepancy remains within a reasonable margin.   439 

 440 

(a) (b)  441 



Fig. 26. ( , )
uu wwS S f x Correlation coefficients : (a) measured and (b) simulated 442 

(a) (b)   443 

Fig. 27. ( , )
uuS f x Parameters : (a) measured and (b) simulated 444 

(a) (b)   445 

Fig. 28. ( , )
uuS f x Parameters : (a) measured and (b) simulated 446 

(a) (b)   447 

Fig. 29. ( , )
wwS f x Parameters : (a) measured and (b) simulated 448 

(a) (b)    449 

Fig. 30. ( , )
wwS f x Parameters : (a) measured and (b) simulated 450 

Table 8 Surface fit to the correlation coefficients of the along-wind and vertical spectra 451 

surface equation 
2 2

0( , ) ( ) ( ) ( )
uu wwS S x y xy xx yyf x p p f p x p f x p f p x            

coefficients 0p  xp  yp  
xyp  

xxp  yyp  2R  

measured 1.126 -1.464 -0.00888 0.9121 0.000621 2.89E-05 0.87 

simulated 1.08 -1.404 -0.00943 0.848 0.001138 3.11E-05 0.86 

 452 

Table 9 Surface fits to the lognormal distribution parameters of the along-wind and vertical spectra 453 



surface equation 
2 2

0 ( ) ( ) ( )x y xy xx yyp p f p x p f x p f p x         

parameter coefficients 0p  xp  xyp  2R  

( , )
uuS f x   

measured 1.522 -4.751 -0.5886 0.999 

simulated 1.498 -4.754 -0.5992 0.999 

( , )
uuS f x   

measured 0.2299 -0.03733 0.2183 0.999 

simulated 0.2179 -0.04053 0.2335 0.999 

( , )
wwS f x   

measured 0.3553 -3.852 -0.6029 0.999 

simulated 0.3973 -3.804 -0.6016 0.999 

( , )
wwS f x   

measured 0.263 0.1371 0.3873 0.999 

simulated 0.2308 -0.01032 0.236 0.999 

 454 

(a) (b)  455 

(c) (d)  456 

(e) (f)  457 

Fig. 31. Parameters for the spectral density of the along-wind turbulence: (a) f = 0.05 Hz; (b) f = 0.098 Hz; (c) f 458 

= 0.36 Hz; (d) f = 0.05 Hz; (e) f = 0.098 Hz and (f) f = 0.36 Hz  459 

    460 

(a) (b)  461 



(c) (d)  462 

(e) (f)  463 

Fig. 32. Parameters for the spectral density of the vertical turbulence: (a) f = 0.11 Hz; (b) f = 0. 14 Hz; (c) f = 464 

0.36 Hz; (d) f = 0.11 Hz; (e) f = 0. 14 Hz and (f) f = 0.36 Hz 465 

 466 

Simulations for the design wind speed 467 

Previous investigations provided a probabilistic model with good confidence in describing the variability and 468 

statistical properties of the turbulence field at the Hardanger Bridge site. Now, using the established model, 469 

simulations of the turbulence field can be conducted for the design wind speed of the bridge. The design wind 470 

speed of the HB for a 10-minute averaging interval, which is the short-term extreme wind speed for a 50-year 471 

return period (0.02 annual probability of exceedance), was provided as 39 m/s (Statens-Vegvesen, 2006). Given 472 

the design wind speed, 1000 wind turbulence fields were generated for the east and west directions separately. 473 

The first 10 simulations of the parameters are listed in Table 10. The resulting autospectra and normalized co-474 

spectra are presented in Fig. 33 and Fig. 34, respectively. On the same plots, the design spectra are also indicated. 475 

It is seen that for the along-wind turbulence, the design spectra provides slightly higher values than the mode, 476 

where for the vertical turbulence it is on the higher side, closer to the 95th percentile. The design normalized co-477 

spectra are also almost in the middle of the scatter. However, it is obvious that both spectra were exceeded by 478 

many of the simulations. Therefore, it can be stressed again that a deterministic description of the variable 479 

turbulence fields causes an oversimplification of the phenomenon, and it is not unexpected that this approach 480 

results into unconservative designs.  481 

Table 10 First 10 simulations of the turbulence parameters for a design wind speed U = 39 m/s 482 

Sim. No. EAST WEST 

 σu σw Au Aw Ku Kw σu σw Au Aw Ku Kw 

1 5.24 2.06 35.74 3.71 13.90 10.37 4.72 1.88 75.48 5.31 8.61 11.79 

2 8.19 2.47 99.77 2.40 8.01 4.96 4.95 1.77 38.89 1.75 4.87 6.77 

3 4.51 1.37 102.65 3.94 9.29 11.28 9.13 2.99 177.62 7.27 10.38 8.69 

4 6.80 2.25 50.48 3.73 7.64 4.44 6.78 2.29 75.51 3.06 7.66 11.18 

5 3.86 1.54 27.15 3.11 5.74 6.56 4.03 1.58 30.74 1.79 9.08 5.79 

6 4.24 1.61 24.09 2.68 6.35 8.69 3.83 1.93 29.81 3.94 8.64 5.53 

7 5.16 1.94 47.34 2.84 2.93 5.26 4.97 2.11 69.05 5.85 10.72 9.79 

8 3.95 1.24 29.38 1.60 6.22 8.12 5.25 1.68 93.77 3.35 4.45 8.10 

9 4.76 2.02 30.57 3.58 4.80 7.83 9.38 4.16 87.62 8.56 12.49 11.32 



10 5.66 1.80 32.91 1.17 7.32 10.91 6.11 2.03 92.89 3.68 11.92 13.18 

 483 

(a) (b)  484 

(c) (d)  485 

Fig. 33. Simulations of the autospectral density of the turbulence for a design wind speed of 39 m/s: the (a) along-486 

wind turbulence for the easterly winds; (b) along-wind turbulence for the westerly winds; (c) vertical turbulence 487 

for the easterly winds and (d) vertical turbulence for the westerly winds (1000 simulations, the color bar shows 488 

the relative data density in the plotting area) 489 

(a) (b)  490 

(c) (d)  491 



Fig. 34. Simulations of the normalized co-spectra of the turbulence for the design wind speed of 39 m/s: the (a) 492 

along-wind turbulence for the easterly winds; (b) along-wind turbulence for the westerly winds; (c) vertical 493 

turbulence for the easterly winds and (d) vertical turbulence for the westerly winds (1000 simulations, the color 494 

bar shows the relative data density in the plotting area) 495 

 496 

Finally, as an illustrative and comparative exercise, simulations were conducted using a probabilistic model 497 

formulated by Solari and Piccardo (2001) almost two decades ago. In their study, the researchers adopted two 498 

simple parametric expressions for the autospectra and the normalized co-spectra. Neglecting the cross-spectral 499 

densities of the u and w components and discarding the v turbulence component as before, the spectra can be 500 

written as 501 

 
, ,

5/32

, ,

, ,

6.868

1 1.5(6.868)

exp

u w u w

u w u w

u w u w

S f fL U

fL U

fz
C K

U






 
  

 

          (12) 502 

,u wLwhere are the integral length scales of turbulence. The length scales and standard deviations of turbulence 503 

components are estimated through  504 

, , *

, ,

0

300 ( / 200)

0.67 0.05ln( )

u w u w

u w u w

u

L z

z



 








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          (13) 505 

*u 0z
,u w ,u wwhere is the friction velocity and is the roughness length. Assuming that the coefficients ,  and 506 

,u wK are normally distributed random variables, Solari and Piccardo collected an extensive amount of 507 

measurement data from literature to obtain their first and second statistical moments. The resulting mean values 508 

and covariance matrices for the coefficients were given as 509 

     
2

0

1 0.0625 0.0155
, cov( ) , 6 1.1arctan ln( ) 1.75

0.25 0.0155 0.0065

1 0.0625 0.006
, cov( )

0.1 0.006 0.0015

10 16 5.2
, cov( )

6.5 5.2 6.76

u u

K

E E z

K




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 



   
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   

   
    
   

   
    
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   (14) 510 

0zFor the HB, can be taken as 0.01 m using the design basis (Statens-Vegvesen, 2006). The friction velocity is 511 

taken as 1.77 m/s following the ESDU 85020 (2001) guidelines. Using the above statistical properties, 1000 512 

simulations of correlated normally distributed variables were obtained. Note that if the roughness coefficient can 513 

be defined for different directions, the model can account for the wind direction. Here, with the available design 514 

values, common spectra were obtained for all wind directions. The resulting simulated autospectra and normalized 515 

co-spectra are presented in Fig. 35. The design curves are also shown in the figures. Considering that the model 516 

is actually limited to a flat homogenous terrain and neutral atmospheric conditions, which is far from the 517 

conditions at the HB site, the simulated spectra do not provide results that are far off the measurements but rather 518 

present a more conservative version of the site-specific simulations, as shown in the figure. The overestimation 519 

of the along-wind turbulence spectra might be considered severe. It should also be noted that the model is quite 520 



sensitive to the friction velocity and the roughness coefficient. The scatter is also higher, which results from the 521 

use of Gaussian parameters rather than lognormal parameters. In summary, it seems that the model by Solari and 522 

Piccardo can be a good alternative in cases where no data are available. It is also likely that the model performs 523 

better in less complex terrain, given that the friction velocity is estimated correctly. More investigations that use 524 

data from such sites are needed. 525 

 526 

(a) (b)  527 

(a) (b)  528 

Fig. 35. Simulations of the autospectra and normalized co-spectra of the turbulence for the design wind speed 529 

using Solari and Piccardo’s probabilistic model: the (a) autospectral density of the along-wind turbulence; (b) 530 

autospectral density of the vertical turbulence; (c) normalized co-spectra of the along-wind turbulence and (d) 531 

normalized co-spectra of the vertical turbulence 532 

Concluding Remarks 533 

The turbulence field along the single span of the Hardanger Bridge was modeled here in a probabilistic manner 534 

using the lognormal distribution coefficients and correlation coefficients of the turbulence parameters, which 535 

were obtained from an analysis of the long-term monitoring data. The following conclusions were reached for the 536 

specific case considered: 537 

 For a 10-minute averaging interval, neglecting the cross-wind turbulence and cross-spectral density of 538 

the u-w turbulence, the wind field along the structure was defined by just six parameters, which were 539 

then treated as random variables. 540 

 Conditional on the mean wind speed and direction, the turbulence parameters followed a lognormal 541 

distribution.  542 

 Detailed comparisons between the simulations of the turbulence parameters and the corresponding 543 

turbulence spectra with the measurement data provided confidence in the probabilistic model in 544 

representing the site-specific variability.  545 

 As noted in the paper, the model is suitable for use in reliability-based or performance-based frameworks 546 

or long-term extreme response predictions. The probabilistic model also allows assessment of the 547 

propagation of turbulence related uncertainties into the response prediction.  548 



 Using the available data on wind characteristics, such a model can easily be devised at the design stage 549 

of such long-span bridges when the terrain-induced randomness in the wind field is considered 550 

significant.  551 
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