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ABSTRACT 11 

In this study, a combined precipitation, yield strength and work hardening model for 12 

Al-Mg-Si alloys known as NaMo has been further developed to include the effects of 13 

strain rate and temperature on the resulting stress-strain behavior. The modelling is 14 

based on a comprehensive experimental database, where thermo-mechanical data for 15 

three different Al-Mg-Si alloys are available. In the tests, the temperature was varied 16 

between 20 and 350oC with strain rates ranging from 10-6 to 750 s-1 using ordinary 17 

tension tests for low strain rates and a split-Hopkinson tension bar system for high strain 18 

rates, respectively. This large span in temperatures and strain rates covers a broad range 19 

of industrial relevant problems from creep to impact loading. Based on the experimental 20 

data, a procedure for calibrating the different physical parameters of the model has been 21 

developed, starting with the simplest case of a stable precipitate structure and small 22 

plastic strains, from which basic kinetic data for obstacle limited dislocation glide were 23 

extracted. For larger strains, when work hardening becomes significant, the dynamic 24 

recovery was linked to the Zener-Hollomon parameter, again using a stable precipitate 25 

structure as a basis for calibration. Finally, the complex situation of concurrent work 26 

hardening and dynamic evolution of the precipitate structure was analyzed using a 27 

stepwise numerical solution algorithm where parameters representing the instantaneous 28 

state of the structure were used to calculate the corresponding instantaneous yield 29 

strength and work hardening rate. The model was demonstrated to exhibit a high degree 30 

of predictive power as documented by a good agreement between predictions and 31 
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measurements, and it is deemed well suited for simulations of thermomechanical 32 

processing of Al-Mg-Si alloys where plastic deformation is carried out at various strain 33 

rates and temperatures.   34 

35 
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I. INTRODUCTION 36 

Age hardening Al-Mg-Si aluminum alloys are widely used by the industry since 37 

they offer a good combination of properties like strength, ductility, corrosion resistance, 38 

formability, and weldability. Precipitation hardening from different types of metastable 39 

phases and clusters is the main strengthening contribution in these alloys [1-5], but for 40 

many of the properties mentioned above, due consideration must also be given to 41 

elements in solid solution as well as dislocation structures that may develop due to 42 

different types of forming operations. During thermal processing, the alloys undergo 43 

complex structural changes that bring about corresponding changes in the mechanical 44 

properties. It is therefore obvious that any model, which intends to capture the effect of 45 

the thermomechanical processing on the resulting tensile properties without the use of 46 

a vast amount of experimental data, needs an advanced precipitation model as a 47 

cornerstone.  48 

During the last decades, several precipitation models have been developed 49 

based on the principles outlined in the pioneer works by Langer and Schwarts [6] and 50 

Kampmann and Wagner [7,8]. These so-called Kampmann-Wagner (KW) type of models 51 

have become increasingly sophisticated and they can incorporate several particle size 52 

distributions representing individual phases with various stoichiometry and interface 53 

energies as well as different particle shapes [9-13]. Lately they have been integrated with 54 

multi-component thermodynamic databases to predict the effect of several alloying 55 

elements on the precipitation kinetics [14-18]. These precipitation models are particularly 56 

useful when they are coupled with mechanical models based on dislocation mechanics, 57 

which allows for predictions of the yield strength and work hardening behavior 58 

resulting from a corresponding evolution of the precipitate structure [19-20].  59 

The models by Cheng et al. [21] and Poole and Lloyd [22] are well suited for 60 

coupling with precipitation models for predictions of the work hardening behavior of 61 

age hardening aluminum alloys. They are based on the classical work hardening models 62 

by Kocks [23], Mecking and Kocks [24] and Estrin [25,26], but are recast to account for 63 

various metallurgical parameters like solute content and number density and size of 64 

shearable and non-shearable particles. Even though the models presented by Cheng et 65 

al. [21] and Poole and Lloyd [22] are useful for work hardening predictions, they are 66 

mainly restricted to room temperature deformation where strain rate effects are of less 67 

importance for the relevant alloys.  68 
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At higher temperatures when strain rate effects become significant, both yield 69 

strength and work hardening models must consider kinetic effects. In the present work, 70 

a rate equation for plasticity based on obstacle limited dislocation glide is used. This 71 

rate equation is based on a prediction of the flow stress at 0 K when the dislocations get 72 

no help from thermal fluctuations to overcome barriers they meet in the slip plane. The 73 

0 K flow stress is then adjusted to include strain rate and temperature dependence by 74 

considering a dislocation that break through an array of barriers by thermal fluctuations, 75 

as explained by Frost and Ashby [27], and Evans and Rawlings [28].  76 

The work hardening model must also consider kinetic effects as the temperature 77 

is increased. This has been done in the models by Bergstrøm and Hallén [29] and van 78 

den Boogaard and Huétink [30] who introduced the Zener-Hollomon parameter in the 79 

expressions for dynamic recovery. These models assume that dislocation climb is the 80 

rate controlling recovery mechanism, and that diffusion of vacancies to dislocation cell 81 

walls determine the average dislocation climb rate. 82 

An additional complexity when dealing with plastic straining of age-hardening 83 

aluminum alloys is that the precipitate structure may change during deformation. Since 84 

the precipitate structure evolves by diffusion driven processes, this effect is particularly 85 

relevant at relatively high temperatures and low strain rates, which give fast reactions 86 

and long exposure times. A realistic prediction of the plastic deformation then requires 87 

the use of a numerical solution algorithm. This includes a direct coupling between 88 

precipitation, yield strength and work hardening models as has been done in the present 89 

work by the use of the NaMo model [31,32]. This model will be briefly described in the 90 

following.  91 

 92 

II. BRIEF OUTLINE OF THE NAMO MODEL 93 

The symbols and units used throughout the paper are defined in the Appendix. 94 

In the past, the relevant structure-property relationships have been captured 95 

mathematically in the combined precipitation, yield strength and work hardening model 96 

named the nanostructure model (NaMo) [31,32]. The main components of NaMo are 97 

shown in Figure 1 together with a description of the transfer of data between the 98 

different sub-models, i.e., the precipitation model, the yield strength model and the 99 

work hardening model.  100 
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 101 

Fig. 1. Coupling of the different sub-models in NaMo, and transfer of data between the 102 

sub-models. The symbols used in the figure are explained in the Appendix. 103 

 104 

In the present paper, NaMo has been further developed and improved in two 105 

ways that makes the model more flexible and relevant for industrial problem solving.  106 

Firstly, the model has been extended to include the effect of strain rate and temperature 107 

on the yield stress. Secondly, work hardening predictions, which were restricted to 108 

room temperature deformations in the previous version of the model, can now account 109 

for temperature and strain rate effects through a corresponding extension of the dynamic 110 

recovery mechanism. 111 

Details of the underlying assumptions as well as a description of the basic 112 

features of the model and the solution algorithm used to capture the evolution of the 113 

particle size distributions with time and temperature have been reported elsewhere [20, 114 

32-36]. Hence, only a brief summary of the main constitutive equations is given below. 115 

  116 

Work hardening model

Yield stress model at RT

Yield stress model at T, e

Precipitation model

         

New

Modified

Unchanged

        

    

  

  
   

 

 

  

 

  

  

     



 

6 
 

A. Precipitation model   117 

The precipitation model by Myhr and Grong [31,33,34] is based on the Kampmann-118 

Wagner formalism and is the key component of NaMo. The main constituents of the 119 

model are the following: (i) nucleation laws, which predict the number of stable nuclei 120 

that form at each time step; (ii) rate laws, which calculate either the dissolution or the 121 

growth rate of particles within each discrete size class; (iii) a continuity equation, which 122 

keeps a record of the amount of solute being tied up as precipitates.                                      123 

By combining the constituents (i), (ii) and (iii) of the model, and a specially 124 

designed solution algorithm based on a control volume formulation [33,34], the particle 125 

size distribution (PSD) can be calculated for each time step of the thermomechanical 126 

processing history. In the latest version of the model [31], two individual PSDs are 127 

included to represent the precipitate structure (i.e., clusters, and metastable 𝛽′′ and 𝛽′ 128 

particles) as realistic as possible in the simulations.  129 

 130 

B. Yield stress model 131 

An extract of the outputs from the precipitation model is used to calculate the 132 

different contributions to the yield strength  𝑦 as described by Myhr and co-workers 133 

[20,32,35]. The strength contributions are added linearly as follows: 134 

  𝑦 =   +    +  𝑝 +  𝑑 [1] 

Here,    denotes the intrinsic yield strength of pure aluminium, which to a reasonable 135 

approximation can be set equal to 10 MPa [19].    ,  𝑝, and  𝑑 represent the strength 136 

contributions from elements in solid solution, hardening precipitates and dislocations, 137 

respectively.  138 

Note that the justification of using Eq. [1] relies solely on the fact that it has 139 

proved to work well in many other situations [20,31,32, 34-38], because the assumption of 140 

linear additive strength contributions is just one of several possible options to choose 141 

from when calculating  𝑦 [39-41]. 142 

  143 
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1. Solid solution hardening 144 

In NaMo, the contribution from elements in solid solution to the yield stress, 145 

i.e.,     in Eq. [1], is calculated as follows [20, 31]: 146 

    =∑𝑘 
 

  
2 3⁄

 [2] 

where    is the concentration of a specific element in solid solution and 𝑘  is the 147 

corresponding scaling factor for the relevant elements with values given in Reference 148 

31. For the elements Mg and Si, the solid solution concentrations, i.e.,  𝑀  and  𝑆 , 149 

vary during a heat treatment depending on the volume fraction of clusters and 150 

metastable particles. An increase of these volume fractions is followed by a 151 

corresponding decrease of  𝑀  and  𝑆  since elements are gradually removed from the 152 

matrix when clusters and metastable particles are formed. This is accounted for by the 153 

continuity equation, which is an integrated part of the precipitation model.  154 

2. Precipitation hardening 155 

The strength contribution from particles is calculated using the following 156 

relationship [19,20]: 157 

 
 𝑝 =

𝑀  

𝑏 
  [3] 

Here, 𝑀 is the Taylor factor, 𝑏 is the magnitude of the Burgers vector,    is the mean 158 

obstacle strength, and   is the effective particle spacing in the slip plane along the 159 

bending dislocation. Both    and   are explicitly defined by the particle size distribution 160 

as explained in References 20 and 35, and Eq. [3] therefore represents a direct coupling 161 

between the precipitation model and the yield strength model as illustrated in Figure 1. 162 

Since NaMo contains two individual particle size distributions, i.e., one for 163 

clusters, and one for metastable 𝛽′′ and 𝛽′ particles, two strength contributions are 164 

calculated, namely  𝑝1 and  𝑝2, representing each of these distributions. The overall 165 

hardening from particles is given by the following expression [31]: 166 

 
 𝑝 = √ 𝑝1

2 +  𝑝2
2   [4] 
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In this equation,  𝑝1 and  𝑝2 are both calculated from Eq. [3] using individual values 167 

for    and    extracted from each of the two particle size distributions as described in 168 

more details in Reference 31. 169 

The reason why the strength contributions  𝑝1 and  𝑝2 are added according to 170 

Eq. [4] is because the obstacles responsible for these two contributions are comparable 171 

with respect to strength. When this is the case, Eq. [4] is usually recognized to be a 172 

more realistic way of adding strength contributions than a simple linear summation [40]. 173 

 174 

C. Work hardening 175 

The final term in Eq. [1],  𝑑 , represents the contribution from dislocations to 176 

the yield stress as calculated by the work hardening model. The total dislocation density 177 

  is assumed to be the sum of statistically stored dislocations    and geometrically 178 

necessary dislocations   , and their contribution to the yield stress,  𝑑, is given by the 179 

following equation [42]: 180 

  𝑑 = 𝛼𝑀𝜇𝑏√  +    [5] 

Here, 𝛼 is a constant with a value close to 0.3, and 𝜇 is the shear modulus for which the 181 

temperature dependence is accounted for through the following empirical expression 182 

[43]: 183 

 
𝜇 = 𝜇0 (1 −

 

 𝑚
exp (𝜃 (1 −

 𝑚
 
))) [6] 

Here, 𝜇0 is the shear modulus at 0 K,  𝑚 is the melting temperature of the material, and 184 

𝜃  is a material constant given in Table I. 185 

Note that    and    not only affect the flow stress directly through Eq. [5], but 186 

also affect the precipitation structure that forms since nucleation of metastable 𝛽′ 187 

particles along dislocation lines takes place to an increasing extent during ageing when 188 

the dislocation density increases [44, 45]. In NaMo, this gradual transition from matrix 189 

nucleation of 𝛽′′ particles to nucleation of 𝛽′ particles at dislocations with increasing 190 

    is accounted for through the back-coupling from the work hardening model to the 191 

precipitation model as illustrated in Figure 1 [31].  192 
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 193 

Evolution equation for s 194 

The Kocks-Mecking relationship gives the evolution of the statistically stored 195 

dislocations as follows [23, 24]: 196 

 𝑑  
𝑑 𝑝

= 𝑘1√  − 𝑘2   [7] 

Here, 𝑘1 is a constant being characteristic for the material under consideration, whereas 197 

the parameter 𝑘2 determines the rate of the dynamic recovery during plastic 198 

deformation, and depends on the solute content of the alloy. 199 

Since dynamic recovery depends on temperature and strain rate, 𝑘2 may be 200 

correlated with the Zener-Hollomon parameter according to the model by Bergstrøm 201 

and Hallén [29]. This model assumes that dislocation climb is the dominant dynamic 202 

recovery mechanism, and that diffusion of vacancies to dislocation cell walls is the rate 203 

controlling reaction determining the average dislocation climb rate. In the present work, 204 

the following dynamic recovery expression, which is based on the Bergstrøm model, is 205 

used [30]: 206 

 
𝑘2 = 𝑘2

∗ [1 + (
𝑍 
𝑍
)
𝑚

] [8] 

where 𝑘2
∗ 𝑚 and 𝑍  are constants. The Zener-Hollomon parameter 𝑍 is given as: 207 

 
𝑍 =   𝑝exp (

𝑄𝑣
𝑅 

) [9] 

where  𝑅 and   are the universal gas constant (8.314 kJ/mol) and the absolute 208 

temperature in Kelvin, respectively, while 𝑄𝑣 is the activation energy for vacancy 209 

diffusion which is close to 68.8 kJ/mol for aluminum [46]. 210 

The present version of NaMo contains a work hardening model for Al-Mg-Si 211 

alloys that is valid for plastic straining at room temperature, where the Zener-Hollomon 212 

parameter is high, i.e., 𝑍 ≫ 𝑍 , and thus 𝑘2 ≈ 𝑘2
∗. This model accounts for the effect of 213 

elements in solid solution on the dynamic recovery in a semi-empirical manner. 214 
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According to this model, the dynamic recovery at room temperature, corresponding to 215 

𝑘2
∗, can be expressed as follows [32]: 216 

 
𝑘2
∗ = 𝑘1

𝛼𝑀𝜇𝑏

𝑘3(   )
3
4

 [10] 

Here, 𝑘3 is a parameter governing the influence of solutes on 𝑘2
∗, and     is an effective 217 

solid solution concentration, which includes a weighted overall effect of Mg and Si in 218 

solid solution on the dynamic recovery rate based on experiments [32]. Since      219 

changes continuously during a heat treatment as predicted by the precipitation model 220 

of NaMo, it is evident that 𝑘2
∗ changes correspondingly according to Eq. [10].  221 

By combining Eqs. [8] and [10] we get: 222 

 
𝑘2 = 𝑘1

𝛼𝑀𝜇𝑏

𝑘3(   )
3
4

[1 + (
𝑍 
𝑍
)
𝑚

] [11] 

It is now convenient to introduce  𝑘2
0 corresponding to 𝑘2 for a reference alloy at 0 K. 223 

The reference alloy has an effective solid solution concentration     
𝑟  and a Zener-224 

Hollomon parameter and shear modulus equal to 𝑍0 and 𝜇0, respectively, where index 225 

0 means 0 K. It follows from Eq. [9], that 𝑍0 = ∞. If it is assumed that the Taylor factor 226 

for the reference material is equal to the one for the actual alloy, i.e.,  𝑀𝑟 = 𝑀, Eq. [11] 227 

can be simplified as follows:  228 

 

𝑘2 = 𝑘2
0 (

𝜇

𝜇0
) (
   
𝑟

   
)

3
4

[1 + (
𝑍 
𝑍
)
𝑚

] [12] 

Here,    
𝑟  is a reference concentration used for scaling, which has been set equal to 1.0 229 

wt% in the present work. The selected values for 𝑘2
0 and  𝑍  are given in Table I, and 230 

the calibration of the parameters is explained in Section IV. 231 

Evolution equation for g 232 

According to Ashby [47], the effectiveness of particles, grain or phase boundaries 233 

in causing dislocations to be stored during plastic deformation is conveniently described 234 

by the geometric slip distance   . For alloys containing non-shearable particles, this 235 

storage of dislocations is necessary to obtain compatibility of the two phases during 236 
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deformation. The present type of alloys may contain a significant volume fraction of 237 

particles with a radius larger than the critical radius for the transition between shearing 238 

and bypassing of particles by dislocations, and these particles contribute to the storing 239 

of geometrically necessary dislocations. By applying the expressions derived for the 240 

geometric slip distance of a homogeneous distribution of equiaxed particles [47], the 241 

following expression for    for a particle size distribution can be derived [32,34]: 242 

 

  = (8∑   
2  

𝑟=∞

𝑟=𝑟𝑐

)

−1

 [13] 

Here,     is the number of particles per unit volume within the size class   , and  𝑐 is 243 

the critical radius for the transition from shearing to bypassing of the particles by 244 

dislocations. 245 

 Similarly as for statistically stored dislocations, the evolution law for 246 

geometrically necessary dislocations can be expressed by two terms, i.e., one for storing 247 

of dislocations and one for dynamic recovery. The evolution law for    given in 248 

Reference 32 can then be recast in the following form:  249 

 𝑑  

𝑑 𝑝
=
𝑘1 

  
− 𝑘2    [14] 

where 𝑘1  and 𝑘2  are material constants. By introducing a similar expression for the 250 

dynamic recovery as was used for statistically stored dislocations in Eq. [8], the effect 251 

of strain rate and temperature can be included in 𝑘2  as follows: 252 

 
𝑘2 = 𝑘2 

0 (
  
  𝑟
) [1 + (

𝑍 

𝑍
)
𝑚

] [15] 

Here, 𝑘2 
0  is the dynamic recovery constant for the reference alloy, for which  𝑍 ≫ 𝑍  253 

and   =   
𝑟. In Eq. [15], it is assumed that 𝑘2  is proportional to the volume fraction 254 

of non-shearable particles   , which can be derived from the expressions given in 255 

Reference 33. The values used for 𝑘2 
0 ,   

𝑟, and 𝑍  are given in Table I. 256 

 257 

 258 
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 259 

The net contribution from dislocation hardening  𝑑 260 

In the special case when the precipitate structure remains constant during plastic 261 

deformation at the same time as the plastic straining is carried out using constant strain 262 

rate and temperature, the net contribution from dislocation hardening  𝑑 can be 263 

calculated by a simple analytical equation that is derived by integrating the dislocation 264 

densities    and    from Eqs. [7] and [14], respectively, and substituting the values into 265 

Eq. [5]. This gives the following expression: 266 

 

 𝑑 = 𝛼𝑀𝜇𝑏√(
𝑘1
𝑘2
)
2

(1 − exp(−
𝑘2 𝑝
2

))

2

+ (
𝑘1 

  𝑘2 
)(1 − exp(−𝑘2  𝑝)) [16] 

In this expression, the effects of temperature and strain rate are included in the dynamic 267 

recovery constants 𝑘2 and 𝑘2 , which both depend on temperature and strain rate via 268 

the Zener-Hollomon parameter 𝑍, see Eqs. [12] and [15], respectively.   269 

It is important to note that Eq. [16] cannot be used in the general situation when 270 

the precipitate structure evolves during the plastic deformation, or when the strain rate 271 

or the temperature is not constant. In such situations, the only way of calculating  𝑑 is 272 

numerically with a stepwise increase in time, and where incremental changes in the 273 

relevant solute and precipitate parameters (i.e.,    ,    and   ) are transferred to the 274 

work hardening model for each time step. As shown in Fig. 1, there must also be a 275 

transfer of data in the opposite direction for each time step, i.e., from the work 276 

hardening model to the precipitation model, since the nucleation laws embedded in the 277 

precipitation model depend on the dislocation density, as described in Reference 31. 278 

 279 

D. Framework for modelling the relationship between stress, strain rate, and 280 

temperature 281 

The applications of the previously developed yield stress model of NaMo [20,31, 282 

35] have been restricted to calculations of the flow stress  𝑦 at room temperature without 283 

considering the effect of strain rate. The assumption that strain rate effects can be 284 

neglected at room temperature has been confirmed by measurements conducted for 285 

these types of alloys [48,49].  286 
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 287 

Obstacle limited dislocation glide  288 

In order to include the effects of temperature and strain rate on the yield 289 

strength, a model based on obstacle limited dislocation glide has been chosen. This 290 

model is derived on the basis of the Orowan equation which describes the relationship 291 

between the average speed of the mobile dislocations and the strain rate, and introduces 292 

the Gibbs free energy of cutting or bypassing of barriers as a function of the applied 293 

stress [27, 50]. The resulting flow stress   can then be expressed as follows [27,50]: 294 

 

 =   
𝜇( )

𝜇0
{1 − [

𝑅 

Δ𝐺
ln (

 0 

  𝑝
)]

1/𝑞

}

1/𝑝

 [17] 

Here,    can be considered as the yield stress at 0 K, i.e., when the barriers are overcome 295 

in the absence of any thermal activation. Δ𝐺 is the total free energy corresponding to 296 

the activation energy required to overcome the obstacle without aid from external 297 

stresses. The constants 𝑝 and 𝑞 depend on the spatial distribution and shape of the 298 

obstacles [27, 50]. Their values may vary between the following boundaries [27], i.e., 0 ≤299 

𝑝 ≤ 1 and 1 ≤ 𝑞 ≤ 2, but the influence of their numerical value is relatively small for 300 

sufficiently large Δ𝐺-values [27]. In the present work, 𝑝 and 𝑞 are assumed to be equal 301 

to 1 as a reasonable approximation which has previously been used for similar types of 302 

aluminum alloys [51].  303 

It follows from the derivation of Eq. [17] that the reference strain rate   0 is 304 

proportional to the mobile dislocation density. As pointed out in Reference 27,   0 can 305 

to a reasonable degree of accuracy be considered as a constant for sufficiently large Δ𝐺 306 

values. As will be shown later, Δ𝐺 is indeed relatively large for the present alloys, which 307 

justifies the use of a constant reference strain rate   0 for which a numerical value of 106   308 

s-1 has been adopted [27] as given in Table II.  309 

Relationship between room-temperature yield stress and yield stress at 0 K 310 

The next step is to couple the previously developed room-temperature yield 311 

stress model to the new yield stress model that includes the effect of temperature and 312 

strain rate. This can readily be done by inserting the room temperature in Kelvin,  𝑟 =313 

298 K, and the representative strain rate   𝑟 = 10−4s−1 that was used when calibrating 314 
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the RT yield stress model into Eq. [17]. If  𝑦 denotes the resulting flow stress at room 315 

temperature, Eq. [17] gives: 316 

 

 𝑦 =   
𝜇( 𝑟)

𝜇0
{1 − [

𝑅 𝑟
Δ𝐺

ln (
 0 

  𝑟
)]

1/𝑞

}

1/𝑝

 [18] 

which can be expressed as: 317 

  𝑦 = 𝑐1   [19] 

Thus, the constant 𝑐1 is given as follows: 318 

 

𝑐1 =
𝜇( 𝑟)

𝜇0
{1 − [

𝑅 𝑟 

Δ𝐺
ln (

 0 

  𝑟
)]

1/𝑞

}

1/𝑝

 [20] 

By inserting the calibrated ∆𝐺 value from Table II, Eq. [20] gives 𝑐1 = 0.83. Even 319 

though the value of the representative strain rate   𝑟 used to estimate 𝑐1 is not exact, as 320 

different strain rates were used in the previous calibration of the RT yield stress model, 321 

this is not critical for the resulting value of 𝑐1 because   𝑟 enters a logarithmic term in 322 

Eq. [20].   323 

When an estimated value of 𝑐1 has been established, Eq. [19] can be used to 324 

convert the yield stress at room temperature,  𝑦, to a corresponding yield stress at 0 K, 325 

  , and then this value can be substituted into Eq. [17] to get the temperature and strain 326 

rate dependent flow stress  , as illustrated in Figure 1. 327 

 328 

III. EXPERIMENTAL 329 

The experiments referred to in the present investigation were conducted on three 330 

different alloys with chemical composition as shown in Table III. Each of these alloys 331 

has been processed, heat treated, and tested differently to obtain a broad range of 332 

precipitate structures, testing temperatures and strain rates, as summarized in Table IV. 333 

The alloys were delivered by Hydro Aluminium, but in different conditions as 334 

explained in the following.  335 

 336 

 337 
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A. Processing and testing of alloys 338 

Alloy A1  339 

A detailed description of the processing, heat treatment and testing of alloy A1 340 

is given in References 49 and 51-53. Briefly, the alloy was delivered in the cast and 341 

homogenized condition, from which cylindrical tensile specimens with 3 mm diameter 342 

in the minimum cross-section were prepared along the axis of the cylindrical billet. The 343 

alloy was tested in this condition to avoid anisotropy, which inevitably will result from 344 

an extrusion process. Note that the initial condition of alloy A1 is called W in the present 345 

work, even though this may not be strictly correct according to the Aluminium 346 

Association designation system, since the alloy was not subjected to any forming 347 

operations prior to the testing.  348 

The experimental program involved tension tests at different strain rates and 349 

temperatures. The strain rate varied between 0.01 and 750 s-1, and the temperature 350 

between 20 to 350oC. The tests were carried out after about 6 months storing at room 351 

temperature. The tests at low and moderate strain rates, i.e., from 0.01 to 1 s-1, were 352 

carried out in a Zwick-Roell testing machine, while the tests at higher strain rates were 353 

carried out using a split-Hopkinson tension bar system [52,53]. 354 

Alloy A2  355 

References 48 and 54 give an outline of how alloy A2 was processed, heat-356 

treated and tested. Extruded profiles with a thickness of 1.8 mm were cut into dogbone-357 

shaped test specimens with a 30 mm straight and a 8 mm wide central section. The 358 

length direction of the samples was parallel to the extrusion direction. The samples were 359 

then solution heat-treated, water quenched, and artificially aged to peak strength (T6) 360 

condition by ageing for 9 hours at 170oC. The elongation of a 10 mm long section was 361 

measured by an extensometer during the Gleeble tests, which were carried out using 362 

the sample geometry described above, and with a thermocouple spot welded to the mid-363 

position in order to control that the temperature follows the pre-set thermal program.  364 

The Gleeble testing of each sample was carried out in two successive 365 

thermomechanical cycles in order to compare the material response of the alloy in two 366 

different initial conditions, i.e., artificially aged to peak strength (T6), and as solution 367 

heat treated (W), respectively. In the first cycle, the T6-samples were heated to the test 368 

temperature with a heating rate of about 30oC/s. A strain rate of 10-3 s-1 was imposed to 369 
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the sample as soon as the prescribed test temperature was reached. After about 6% 370 

plastic deformation, the straining was interrupted and a separate solution heat treatment 371 

at 540oC for 10 seconds holding time was enforced to the sample. The heating and 372 

cooling rates used for this solution heat treatment cycle were approximately 30 and 50 373 

oC/s, respectively. During this thermal cycle, the samples were free to move in the grips 374 

to avoid deformation due to thermal expansion and contraction.  375 

The intention of imposing this intermediate heating cycle was to obtain a full 376 

solution heat treatment of the alloy and to keep Mg and Si in solution by a rapid cooling. 377 

At the same time, the dislocation hardening contribution was intended reset to a low 378 

level by recovery and recrystallisation reactions, which are very fast at 540oC. In this 379 

way, the temper of the alloy can be considered to correspond closely to the as-solution 380 

heat-treated W-condition at the start of the second thermomechanical cycle.  381 

The second thermomechanical cycle was then carried out for the samples in the 382 

initial W-condition similarly as the one for the initial T6-condition, i.e., by imposing a 383 

constant strain rate to the Gleeble sample as soon as the prescribed temperature was 384 

reached.  385 

Alloy A3  386 

Cast aluminum billets were homogenized at 575oC for about 2 hours and 387 

extruded to flat profiles with cross section 150 mm × 5 mm followed by water 388 

quenching. Dogbone-shaped test samples were prepared with the tensile axis parallel to 389 

the extrusion direction, and with a 30 mm straight central section with 6 mm width in 390 

the transverse direction and 5 mm thickness in the direction normal to the surface of the 391 

profile corresponding to the profile thickness. After preparation, the samples were 392 

solution heat treated at 540oC for 30 minutes followed by water quenching prior to 393 

artificial ageing at 160oC for 10 hours to achieve the desired maximum strength 394 

corresponding to the T6-condition.  395 

Gleeble experiments were carried out similarly as for Alloy 2 described above, 396 

with testing of the material in the initial T6-condition first, followed by an intermediate 397 

solution heat treatment at 540oC for 10 seconds to obtain W-temper condition prior to 398 

the second testing cycle at different temperatures. Three different strain rates were used 399 

in the experiments, namely 10-5, 10-4 and 10-3 s-1. 400 

  401 



 

17 
 

IV. THE STABILITY OF THE PRECIPITATE STRUCTURE 402 

The precipitation model is a key component of NaMo since the outputs from 403 

this model are inputs to the integrated yield strength and work hardening models as 404 

described in Figure 1. This allows the full stress-strain curve to be calculated for 405 

different alloy compositions and thermal treatments. It is obvious that calculations of 406 

these mechanical properties rely on accurate predictions by the precipitation model. The 407 

model has been developed to a stage where it seems to capture many of the complex 408 

reactions that are associated with thermomechanical processing of Al-Mg-Si alloys, and 409 

it has previously been validated by comparison with experimental microstructure data 410 

obtained from transmission electron microscope (TEM) examinations covering a broad 411 

range of experimental conditions. The TEM validations include the effect of various 412 

ageing and reheating cycles for different alloy compositions [20], and the effect of rapid 413 

heating and cooling cycles as experienced in the heat-affected zone during welding [35].  414 

 415 

A. Comparison of measured and predicted precipitate structure parameters  416 

An example of the predictive capability of the precipitation model is shown in Figure 417 

2, where TEM bright field images are presented after various heat treatments of an Al-418 

Mg-Si alloy containing 0.82wt% Si and 0.55wt% Mg. A detailed description of the 419 

alloy and the processing conditions is given in Reference 35. Figure 2(a) shows TEM 420 

bright field images after 5 hours at 185oC corresponding to the T6 condition, and after 421 

subsequent heating to 315oC (Figure 2(b)) and 390oC (Figure 2(c)), respectively, with 422 

10 seconds holding time for both temperatures. In Figure 2(d), precipitate parameters 423 

obtained from a statistical analysis of the TEM images are compared with 424 

corresponding parameters calculated by the precipitation model in NaMo. From this 425 

figure, it is evident that the particle number density drops by about two orders of 426 

magnitudes when the T6 heat-treated material is reheated to 390oC. At the same time, 427 

there is a coarsening of the precipitate structure as the mean particle size in terms of the 428 

equivalent spherical radius of the particles, increases from about 4nm to 17nm. As can 429 

be seen, the overall agreement between predictions by the precipitation model and 430 

measurements is good for all the heat treatments presented in the figure. 431 

  432 
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 433 

 (a) (b) (c) 434 

 435 

 (d) 436 

Fig. 2. Example of the predictive capability of the precipitation model in NaMo. Figures 437 

(a), (b) and (c) show TEM bright field images of microstructures observed in the <100> 438 

Al zone axis orientation after artificial ageing and Gleeble simulation [35]. (a) Needle-439 

shaped 𝛽′′ precipitates which form after a T6 heat treatment corresponding to solution 440 

heat treatment at 530oC for 30 minutes followed by water quenching prior to artificial 441 

ageing at 185oC for 5 hours. (b) Mixture of coarse rod-shaped 𝛽′ particles and fine 442 

needle-shaped 𝛽′′ precipitates which form after subsequent thermal cycling to  𝑝 =443 

315℃ (10 seconds holding time). (c) Coarse rod-shaped 𝛽′ particles which form after 444 

subsequent thermal cycling to  𝑝 = 390℃ (10 seconds holding time). (d) Comparison 445 

between predictions by the precipitation model and measurements of the particle 446 

number density (left-hand axis) and the mean particle radius (right-hand axis).  447 

 448 
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B. Boundaries between stable and non-stable precipitate structures  449 

As explained in the previous sections, the stability of the precipitate structure 450 

determines which solution that should be used to calculate the stress-strain response 451 

during thermomechanical processing. A stable precipitate structure allows for the use 452 

of simple analytical solutions, while a non-stable precipitate structure requires the use 453 

of more complex numerical solution algorithms with continuous updates of the 454 

precipitate structure as input to the yield strength and work hardening models for each 455 

timestep of the simulation like the one outlined in Figure 1.  456 

The selection of the most appropriate solution algorithm therefore requires that 457 

the combinations of temperature and time where the precipitates remain essentially 458 

stable during a thermomechanical process are known. This depends on the state of the 459 

precipitate structure at the start of the process because the rate at which a precipitate 460 

structure decomposes and transforms by diffusion driven reactions depends on the 461 

initial solid solution level as well as the particle size distribution of the different 462 

metastable phases.  463 

In order to predict the boundaries between stable and non-stable precipitate 464 

structures, a systematic series of simulations using the complete NaMo model was 465 

undertaken. In these simulations, the precipitate structure at the start of an assumed 466 

tensile test was first simulated for two different ageing heat treatments corresponding 467 

to the solution heat treated (W) and the peak aged (T6) conditions, respectively. In all 468 

simulations, the alloy composition was fixed to the one for alloy A2 in Table III. From 469 

each of these two starting conditions, isothermal heat treatments at different 470 

temperatures were run by NaMo, and the results were subsequently analyzed in order 471 

to detect when the precipitate structure started to deviate significantly from the initial 472 

structure at the start of the isothermal heat treatment. This deviation in precipitate 473 

structure will be reflected in a corresponding change in the flow stress as predicted by 474 

the yield stress model of NaMo, and the boundary between a stable and non-stable 475 

structure was defined as the temperature-time combination that gives a 5% deviation 476 

(positive or negative) in the yield stress compared with the initial value. 477 

Figure 3 shows the calculated boundaries between stable and non-stable 478 

precipitate structures based on these simulations. To the left of the boundaries, the 479 

precipitate structures are essentially unchanged compared with the starting condition, 480 
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while they have changed compared with the starting conditions at the right-hand side 481 

of the boundaries. It is evident from the figure that the shape and location of the two 482 

boundaries are significantly affected by the initial condition. Hence, for the T6-483 

condition, the structural changes occur fast at high temperatures. This is because this 484 

structure contains metastable particles after the T6-heat treatment, and these particles 485 

start to dissolve when the temperature is increased. For instance, at 300oC, it takes about 486 

0.1 seconds before a 5% deviation is observed in the simulations since the smaller 487 

particles of the distributions dissolve very fast at this temperature. For the W-temper, 488 

the corresponding time at 300oC is about 15 seconds, because this structure contains 489 

only elements in solid solution from the start. The decomposition of the solid solution 490 

requires that particles form by nucleation, which is a slower process at this temperature 491 

than the corresponding dissolution reaction, which is the dominant reaction for the T6-492 

condition. 493 

 494 

Fig. 3. Calculated boundaries between stable and non-stable precipitate structures for 495 

two different initial conditions, i.e., as-solution heat treated (W) and peak aged (T6). 496 

 497 

At 240oC, the two curves intercept, and below this temperature, the W-condition 498 

is the less stable of the two conditions in the sense that it takes shorter time to reach a 499 
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difference between the rate controlling reactions for the two conditions. At relatively 501 

low temperatures, nucleation is faster than the dominating reactions for the existing 502 

particle size distributions in the T6-condition, which are dissolution and growth 503 

reactions. 504 

In Figures 4(a) and 4(b), the experiments conducted for each of the three alloys 505 

A1, A2 and A3 are collected with respect to applied temperatures and holding times for 506 

the initial conditions W and T6, respectively. It is evident that the precipitate structures 507 

are essentially stable for most of the tests, as the symbols are mainly located at the left-508 

hand side of the two boundaries. For alloy A1, some of the symbols in Figure 4(a) are 509 

located to the right of the boundary, indicating a non-stable structure. It is, however, 510 

more likely that also these symbols represent stable structures, since alloy A1 was not 511 

given a separate solution heat treatment after homogenization. This means that the 512 

vacancy and solid solution concentrations are probably lower than what have been 513 

assumed in the simulations, and the rates of the precipitation reactions are therefore 514 

likely to be overestimated. Hence, only one symbol in Figure 4(a) and three symbols in 515 

Figure 4(b) are clearly on the right-hand side of the boundaries indicating a non-stable 516 

precipitate structure, and these will be discussed later in Section V. 517 
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 520 

(b) 521 

 522 

Fig. 4.  Overview of applied temperature and holding time for all tests. The location of 523 

the symbols in the diagram relative to the superimposed boundaries indicates whether 524 

they are performed with a stable (open symbols) or non-stable (filled symbols) 525 

precipitate structure. (a) Initially as-solution heat-treated (W) condition. (b) Initially 526 

peak aged (T6) condition. 527 

 528 

Even though the selected alloy composition used to predict the boundaries in 529 

Figure 3 corresponds to alloy A2, similar simulations carried out for various Al-Mg-Si 530 

alloys indicate that the boundaries are relatively insensitive to composition and they 531 

can therefore be used to a first approximation also for other alloys like A1 and A3 in 532 

the present investigation. Another simplification used to estimate the boundaries in 533 

Figures 3 and 4 is that no evolution of dislocation structures was considered in the 534 

simulations. Accordingly, the back-coupling from the work hardening model to the 535 

precipitation model, shown in Figure 1, is not accounted for in Figure 3. This is however 536 
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condition where a precipitate structure exists at the start, but it can have some influence 538 

0

100

200

300

400

0.0001 0.01 1 100 10000 1000000

Te
m

p
e

ra
tu

re
 (

o
C

)

Time (s)

Alloy A3, stable

Alloy A3, non-stable

Alloy A2, stable

Alloy A2, non-stable

Non-stable 

structure

Stable 

structure

T6-condition



 

23 
 

on the predicted boundary for the W-condition, for which precipitation of 𝛽′ particles 539 

on dislocations that form during the plastic deformation is possible.  540 

 541 

V. CALIBRATION AND VALIDATION OF MODEL 542 

A. Stable precipitate structure   543 

No work hardening   544 

The first step is to calibrate the model for small plastic strains when the work 545 

hardening can be ignored. This reduces the number of adjustable parameters since    546 

can be assumed to be constant if the dislocation density does not increase significantly 547 

by work hardening and the time for completing the tensile test is short enough to avoid 548 

a significant evolution of the precipitate structure. 549 

The activation energy 𝛥𝐺 was estimated based on measured data for small 550 

plastic strains by rearranging Eq. [17], and substitute  𝑦 for    from Eq. [19], which 551 

gives: 552 

 1

𝑅 
(𝑐1

 

 𝑦

𝜇0
𝜇( )

− 1) =
1

Δ𝐺
(ln   𝑝 − ln   0) [21] 

From Eq. [21], it follows that a plot of the left-hand expression versus ln   𝑝 gives a 553 

straight line with slope 1/𝛥𝐺. This requires that the constant 𝑐1 is known. Since this 554 

constant depends on 𝛥𝐺 according to Eq. [21], an iteration procedure is required to 555 

determine the value of this constant. A reasonable value of 𝛥𝐺 must first be guessed 556 

upon as a basis for estimating an initial 𝑐1-value. Then a new plot of Eq. [21] can be 557 

made from which an updated 𝛥𝐺-value is obtained and so forth. This procedure was 558 

used for the experimental data available for alloy A1, and gave 𝑐1 equal to 0.83. This 559 

has been used for the plots in Figure 5. The symbols represent tensile yield stresses 560 

recorded at a plastic strain of 0.01, which is assumed sufficiently small to justify 561 

ignoring work hardening in the calculations.  562 

The experimental data plotted in Figure 5 do not show any clear evidence of one 563 

common 𝛥𝐺-value that represents all the temperatures, since the slope of the curves 564 

varies. Furthermore, the fact that the curves are displaced along the vertical direction 565 

may indicate that the reference strain rate   0 is not constant in these tests, but varies 566 
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with temperature. However, to keep the model as simple as possible, these parameters 567 

were kept constant for all simulations in the present work. The simulation results 568 

presented in the following sections indicate that this is a reasonable approximation.  569 

From the slope of each line in Figure 5, the corresponding 𝛥𝐺-values were 570 

estimated to vary between a lower value of approximately 200 kJ/mol for the 350oC 571 

line, to an upper value of about 300 kJ/mol representing the average slope of the other 572 

lines in the diagram. These 𝛥𝐺-values can alternatively be expressed as 0.53 and 0.80 573 

𝜇0𝑏
3, respectively, which agree well with literature data for medium strength obstacles, 574 

for which 𝛥𝐺 typically varies between 0.2 and 1.0 𝜇0𝑏
3 according to Frost and Ashby 575 

[27]. In the present modelling, the 𝛥𝐺-value of 300 kJ/mol was chosen since this value 576 

gave a better overall fit between modelling results and measurements than a lower 𝛥𝐺-577 

value. 578 

  579 

 580 

Fig. 5. Diagram used to estimate the activation energy 𝛥𝐺 of cutting or bypassing of 581 

barriers in the expression for obstacle limited dislocation glide. Each line represents the 582 

least squares regression line for the measurements related to the specific temperature.  583 
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After calibration of 𝛥𝐺, all the adjustable parameters in Eq. [17] are known and 585 

summarized in Table II. This allows calculations of the flow stress as a function of 586 

temperature and strain rate for small plastic strains when the work hardening can be 587 

ignored. Figure 6 shows a comparison between modelling results and measurements for 588 

the same experiments as presented in Figure 5, i.e., alloy A1 subjected to strain rates 589 

between 0.01 and 750 s-1, temperatures between 20 and 350oC, and a plastic strain of 590 

0.01. From the figure, it is evident that the agreement between calculations and 591 

measurements is good for most of the strain rate and temperature combinations covered 592 

by the experiments. It may be surprising to find that the experimental data for 250oC 593 

show the worst match with the model, even though the 𝛥𝐺 value for this temperature, 594 

as obtained from Figure 5, corresponds almost perfectly with the selected 𝛥𝐺 value of 595 

300 kJ/mol. For this temperature, a higher reference strain rate   0 than the selected 596 

value of 106 s-1 would have given a better agreement between calculations and 597 

measurements.  598 

Even though the measurements in Figure 6 consist of single data points without 599 

any associated statistics, the trends seem consistent with respect to both strain rate and 600 

temperature. An indication of the expected scatter of the measurements can be seen 601 

from the tests at strain rates in the range between 200-700 s-1 where pairs of samples 602 

were tested under identical conditions to examine the repeatability. Even though the 603 

resulting strain rates are not identical for these pairs of experiments, they are sufficiently 604 

similar to be compared. The maximum deviation is found for the tests carried out at 605 

250oC, for which the difference in stress between the two samples is 8 MPa.  606 

 607 
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  608 

Fig. 6. Stress at a plastic strain of 0.01 (i.e., 1%) as a function of strain rate and 609 

temperature. Lines and symbols represent modelling results and measurements, 610 

respectively, for alloy A1 in the as-solution heat-treated (W) initial condition.  611 

 612 

Including work hardening for a stabile precipitate structure 613 

By increasing the plastic strain, the strength contribution from work hardening, 614 

 𝑑, cannot be ignored as in the previous section, but must be included in the 615 

calculations. Again, alloy A1 is a good alloy for calibration, since the precipitate model 616 

described previously predicts that the precipitates can be considered stable during the 617 

testing at the different temperatures. This is because the relatively high strain rates used 618 

in the experiments give correspondingly short exposure times for the alloy at the 619 

elevated temperatures. 620 

Another simplifying assumption for the present calibration using alloy A1 is 621 

that only statistically stored dislocations can be assumed to contribute to the observed 622 

work hardening behavior. This is because the number density of non-shearable particles 623 

is very low in the as-cast and homogenized condition, which in turn leads to a large 624 

geometric slip distance     and a correspondingly low    according to Eq. [14].  625 

Due to the above assumptions, which are related to the precipitate structure of 626 

alloy A1, Eq. [16] can be applied in a very simple form corresponding to the well-627 

known Voce equation, since the second term inside the square root, expressing   , can 628 

20

40

60

80

100

120

140

0.001 0.1 10 1000

St
re

ss
 (

M
P

a)

Strain rate (s-1)

20

200

250

300

350

T (oC)

Alloy A1
Start condition: W



 

27 
 

be ignored. The only unknown parameters needed to calculate  𝑑 in Eq. [16], are 629 

therefore the parameters related to the dynamic recovery constant 𝑘2 as expressed by 630 

Eq. [12]. These parameters are 𝑘2
0, 𝑍  and 𝑚, where the value for the latter parameter 631 

has been set to 1/3, in agreement with the original Bergstrøm model [29]. The value for 632 

𝑘2
0 is estimated to 18.0 from Reference 32.   633 

 634 

  635 

Fig. 7. Comparison between measured and calculated stress-strain curves for alloy A1 636 

in the initial W-condition for three different temperatures, i.e., 20, 250 and 350oC, and 637 

two different strain rates, i.e., 0.01 s-1 and 750 s-1. Solid lines and filled symbols 638 

represent calculations and measurements, respectively, for a strain rate 0.01 s-1. Broken 639 

lines and open symbols represent calculations and measurements, respectively, for a 640 

strain rate of 750 s-1. 641 
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reveals that the agreement between calculations and measurements is good, and that the 649 

work hardening is reasonably well captured by the model even though there are some 650 

deviations. Some of the deviations can probably be ascribed to the fact that the model 651 

ignores stage IV work hardening, which is expected to give inaccurate modelling results 652 

at large strains.  653 

 654 

B. Dynamic evolution of the precipitate structure during plastic straining 655 

Until now, it has been assumed that the precipitate structure remains unchanged 656 

during the plastic straining. With increasing temperature and decreasing strain rate, this 657 

assumption will eventually be violated, and the precipitate structure will change 658 

significantly during the straining. The modelling then becomes more complicated than 659 

for a stable precipitate structure. A solution algorithm is then required where the 660 

evolution of the precipitate structure must be calculated for each time step, and the 661 

instantaneous precipitation parameters must be transferred to the yield stress and work 662 

hardening model as illustrated in Figure 1.    663 

No work hardening   664 

Also in situations where the precipitate structure evolves during the 665 

deformation, it is less complicated to consider small plastic strains first when the work 666 

hardening can be ignored. This is done in Figure 8, which shows the flow stress for a 667 

plastic strain of 0.001 (i.e., 0.1%) for alloy A3 as a function of the deformation 668 

temperature. The different curves and symbols in the figure represent three different 669 

strain rates, i.e., 10-3, 10-4 and 10-5 s-1. The simulation results presented in the figure 670 

were carried out by first predicting the precipitate structure for the alloy after the initial 671 

T6 heat treatment as specified previously in the experimental section. The predicted 672 

precipitate structure in the T6-condition was used as a starting point for the simulations 673 

of the evolution of the precipitate structure during the period of plastic straining at 674 

various temperatures. The total holding time at each temperature corresponds 675 

to 0.001   𝑝⁄ , i.e., 1, 10 and 100 seconds for strain rates of 10-3, 10-4 and 10-5 s-1, 676 

respectively, which were the strain rates used in the tests. Figure 8(a) shows the 677 

calculated flow stress   as a function of the deformation temperature for each of the 678 

three strain rates. In these simulations,   was calculated from Eq. [17] based on the 679 

room-temperature yield stress  𝑦 that the model predicts for the precipitate structure at 680 
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the end of each deformation, and by using Eq. [19] to convert  𝑦 to   . As expected, the 681 

calculated stress decreases with increasing temperature and decreasing strain rate, 682 

which follows directly from Eq. [17]. The figure also shows the results of the 683 

calculations when assuming that the precipitate structure remains unchanged until the 684 

end of the deformation. It is evident that this assumption does not affect the results at 685 

low temperatures where the reactions are too slow to give any significant change of the 686 

precipitate structure. However, the inaccuracy resulting from the simplified assumption 687 

of a stable precipitate structure becomes gradually more severe with increasing 688 

temperatures above about 230oC, as shown by the difference between the broken and 689 

solid lines in the figure.  690 
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 696 

(b) 697 

  698 

(c) 699 

Fig. 8. Stress at 0.001 (i.e., 0.1%) strain as a function of temperature for alloy A3 in the 700 

initial T6-condition. (a) Calculated curves for three different strain rates, i.e., 10-3 s-1, 701 

10-4 s-1, and 10-5 s-1. (b) Comparison between calculations and measurements for the 702 

three strain rates. Note that the temperature axis is not the same as in (a). (c) Comparison 703 

between calculated stresses based on a stable and a non-stable precipitate structure, 704 

respectively, and corresponding measurements. The error bars correspond to ±1 SD, 705 

and are based on four parallel tests at room temperature with a strain rate of 10-4 s-1. 706 
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Figure 8(b) shows a comparison between modelling results and measurements. 708 

Despite some deviations, it is evident that the model captures the main trends of the 709 

experiments. As shown in Figure 8(c), it is also obvious that the more complex solution, 710 

which accounts for the evolution of the precipitate structure during the deformation, 711 

gives better agreement with the test results than the simplified solution assuming a 712 

stable precipitate structure.  713 

 714 

 715 

Fig. 9. Model results for the room-temperature yield stress evolution as a function of 716 

exposure time at the deformation temperature for alloy A3 in the initial T6-condition. 717 

The time axis starts at the end of the heating cycle, i.e., the heating time is excluded. 718 

 719 

The predicted curves in Figure 8 show a complex shape above the temperature 720 

where the precipitate structure becomes non-stable during the time it takes to conduct 721 

the tensile tests.  For example, the curve for the strain rate of 10-4 s-1, which is located 722 

in between the two curves representing 10-5 and 10-3 s-1 at low temperatures, intercept 723 

both these curves at temperatures above 230oC as can be clearly seen in Figure 8(b).  724 

The reason for this intricate material response can be understood when considering the 725 

evolution of the room-temperature yield stress  𝑦 defined in Eq. [1] during the exposure 726 

time at different temperatures. This is shown in Figure 9, where the evolution of  𝑦 is 727 

plotted as a function of the holding time at different temperatures. Here, the initial 728 
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values of  𝑦 are lower than the indicated T6 strength. This is because the precipitate 729 

structure evolves during the heating, resulting in a lower  𝑦 than the T6 strength when 730 

the deformation temperature is approached. Some of the curves, like the one for  =731 

330℃, show a complex behavior, where  𝑦 varies from periods with decreasing to 732 

periods with increasing values, which is due to corresponding variation predicted by 733 

the precipitate model. It is obvious that this variation of  𝑦 can explain the interception 734 

of the curves with different strain rates shown in Figures 8(a) and 8(b). This is because 735 

the different strain rates associated with each curve are directly related to the time axis 736 

in Figure 9 through the relationship  =  𝑝   𝑝⁄ .  737 

Including work hardening for a non-stable precipitate structure 738 

Finally, the most complex situation is considered, i.e., an alloy where the 739 

precipitate structure evolves during the plastic deformation at the same time as the 740 

plastic strain is large enough to give a significant work hardening. The results from such 741 

simulations are compared with measurements for alloy A2 in Figure 10. The simulation 742 

results in this figure are based on two different initial precipitate structures, 743 

corresponding to the as-solution heat treated (W) and the peak aged (T6) conditions. In 744 

the W-condition, the simulations started with cooling from the solid solution 745 

temperature, which was the starting point for the following simulations at the different 746 

deformation temperatures. For the T6-condition, the simulations started as for the W-747 

condition, but included heating to the artificial ageing temperature of 170oC, and 748 

holding at this temperature until NaMo predicted a peak in the yield strength. The 749 

precipitate structure for the predicted T6-strength was the starting point for the 750 

subsequent simulations of the tensile behavior at different temperatures and strain rates.  751 

Figure 10(a) shows a comparison between predicted and measured tensile 752 

curves at 20oC for the initial T6- and W-conditions, respectively. In the simulations, a 753 

sudden jump in the strain rate from 0.001 to 0.01 s-1 is imposed at a strain of 754 

approximately 0.04. The effect of this strain rate increase is not possible to distinguish 755 

neither in the experimental data nor in the modelling results for the 20oC case. This is 756 

different when testing at higher temperatures for the initial T6-condition, where both 757 

measurements and predictions show a pronounced increase of the imposed stress at the 758 

onset of the strain rate jump, as is evident from Figures 10(b), 10(c) and 10(d). For the 759 

W-condition, the effect of a sudden increase in the strain rate is significantly smaller 760 
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than for the T6-condition, and the effect can hardly be seen except for the curves in 761 

Figure 10(d) corresponding to 340oC. The reason for this difference between the T6- 762 

and W-conditions with respect to the jump in strain rate, is the difference in the dynamic 763 

recovery response between these two conditions, as will be further discussed below. 764 

 765 
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 770 

(c) 771 

 772 

(d) 773 

Fig. 10. Comparison between measured and calculated stress-strain curves for alloy A2 774 

in two different initial conditions, i.e., as-solution heat treated (W) and peak aged (T6). 775 

The strain rate is initially 0.001 s-1 but increases abruptly to 0.01 s-1 at a certain strain, 776 

which corresponds to the sudden stress increase in the graphs. The temperatures are: (a) 777 

20oC, (b) 150oC, (c) 250oC, and (d) 340oC. 778 

 779 

Even though there are some deviations, the overall agreement between 780 

simulation results and measurements in Figure 10 is reasonable. This is particularly the 781 
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case when taking into consideration that no tuning of the input parameters has been 782 

done, as the only inputs to the simulations are the chemical composition and the 783 

thermomechanical processing history.  784 

The deviations between model simulations and measurements that are observed 785 

for some of the stress-strain curves in Figure 10, are most likely due to inaccurate 786 

predictions by the precipitation model. Even though the precipitation model usually 787 

gives quite accurate predictions [20,35], it is demanding to predict the precipitate structure 788 

after an ageing heat treatment followed by reheating to a specific temperature as has 789 

been done in the model simulations in Figure 10.  It is obvious that the accuracy of the 790 

predicted stress-strain curves depends critically on the outputs from the precipitation 791 

model. A under- or overestimation of the predicted particle number density will for 792 

example lead to a corresponding under- or overestimation of the yield stress.  793 

For some of the results presented in Figure 10, the precipitate structure remains 794 

unchanged during the tensile test. Still, it is not possible to use the analytical solution 795 

presented above to calculate the resulting strain, since the contribution from work 796 

hardening cannot be calculated from Eq. [16] when the strain rate or the temperature 797 

varies during the tensile test. 798 
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 803 

 (b) 804 

Fig. 11. (a) Comparison between calculated stress-strain curves based on a stable and a 805 

non-stable precipitate structure, respectively, and corresponding measurements. (b) 806 

Evolution of the room-temperature yield stress contributions    ,  𝑝, and  𝑑 as well as 807 

the equivalent overall yield stress at 0 K, i.e.,    during the plastic deformation. The 808 

alloy and temper conditions in (a) and (b) correspond to the one shown in Figure 10(c). 809 

 810 

An example of the possible error that can be introduced by assuming a constant 811 

precipitate structure when the structure evolves during the tensile test is shown in Figure 812 

11(a). The example is the same as shown previously for the initial W-condition in 813 

Figure 10(c), but in Figure 11(a) an additional calculation has been carried out using 814 

the simplified solution expressed by Eq. [16] to calculate  𝑑. In the simplified 815 

calculation,  𝑝 and     in Eq. [1] are assumed to remain constant with their initial values 816 

throughout the tensile test. It is evident from Figure 11(a) that the error introduced by 817 

this simplification is severe since the predicted stress is 59MPa for the simplified 818 

solution at a strain of 0.07, compared to a measured value of 93MPa. The corresponding 819 

yield stress when accounting for the evolution of the precipitate structure is 83MPa, 820 

which is a significantly better estimate. Figure 11(b) shows how the different 821 

contributions to the room-temperature yield stress evolves as a function of the plastic 822 

strain. A closer inspection of the figure reveals that  𝑝 increases from 0 to 40 MPa when 823 
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the plastic strain increases from 0 to 0.07. This strength increase is disregarded in the 824 

simplified solution that assumes that the precipitate structure is unchanged from start to 825 

the end of the tensile test. Hence, it is evident that in the present case, the severe 826 

underestimation of the applied stress that the simplified solution provides is mainly 827 

caused by ignoring  𝑝. 828 

Finally, an example of predictions of the evolution of the dislocation density 829 

during tensile testing is shown in Figure 12. The predictions are based on the test 830 

presented in Figure 10(c) where alloy A2 was subjected to an imposed tensile loading 831 

at 250oC with an initial strain rate of 0.001 s-1. The figure shows the gradual increase in 832 

the densities of geometrically necessary dislocations (  ) and statistically stored 833 

dislocations (  ) when the strain increases. The initial conditions are T6 and W in 834 

Figures 12(a) and 12(b), respectively. 835 
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 843 

 844 

(b) 845 

Fig. 12. Evolution of geometrically necessary dislocation density (  ), statistically 846 

stored dislocation density (  ) and total dislocation density ( ) during tensile testing of 847 

alloy A2 at 250oC. The strain rate is suddenly increased from 0.001s-1 to 0.01s-1 at a 848 

strain of 0.03 as indicated in the figure. (a) Initial T6-condition. (b) Initial W-condition. 849 

 850 

The dislocation density curves are clearly different in Figures 12(a) and 12(b). 851 

In Figure 12(a),    dominates at small plastic strains due to the presence of a relatively 852 

large volume fraction of non-shearable particles in the initial T6-condition. At larger 853 

strains,    dominates. The interception of the two curves is closely related to the slip 854 

distances    and 1 √  ⁄  for geometrically necessary and statistically stored 855 

dislocations, respectively.    may increase or decrease during the plastic straining, 856 

while 1 √  ⁄  usually decreases with increasing plastic strain. This may lead to a shift 857 

from a plastic strain region characterized by the presence of predominantly 858 

geometrically necessary dislocations to a region with mainly statistically stored 859 

dislocations, which is typical for alloys containing non-shearable particles [47]. Figure 860 

12(b) shows corresponding dislocation density-strain curves for the same alloy in the 861 

initial W-condition. The most evident difference from the curves in Figure 12(a) is that 862 
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statistically stored dislocations dominates over the whole range of plastic strains. This 863 

is due to a low volume fraction of non-shearable particles in the as-solution heat treated 864 

W-condition.  865 

The results in Figure 12 also illustrates the effect of a jump in the strain rate 866 

during the tensile test. As indicated in the figures, the plastic strain rate was suddenly 867 

increased by a factor 10 to 0.01s-1 at a strain of 0.03. For the alloy in the initial T6-868 

condition in Figure 12(a), this jump in strain rate is clearly reflected in the simulation 869 

results, which show a corresponding sudden increase in the slopes of the curves at this 870 

critical strain. The reason for the rapid increase in the storing rate of dislocations when 871 

the strain rate is increased, is a corresponding shortening of the time available for 872 

dynamic recovery, as expressed by 𝑘2 and 𝑘2  in Eqs. [12] and [15], respectively.  873 

 For the initial W-condition shown in Figure 12(b), no pronounced change in 874 

the slope of the dislocation density curves can be observed at the transition between 875 

slow and fast strain rate, which is consistent with the measured tensile curves in Figure 876 

10(c). The reason why the W-condition is insensitive to the abrupt increase in strain 877 

rate, is a relatively weak influence of the strain rate on 𝑘2 and 𝑘2  for this specific 878 

combination of particle structure and solid solution concentrations as calculated by the 879 

precipitation model. 880 

 881 

C. Accuracy of the simulations 882 

Overall agreement between simulation results and measurements 883 

In order to quantify the predictive power of the new version of the NaMo model 884 

presented in this work, a statistical analysis was performed where the relative deviation 885 

between predicted and measured values was calculated for all alloys and testing 886 

conditions. The results are shown in Figure 13, from which it is evident that the stress 887 

data tend to spread evenly on each side of the 45-degree line defining the expected 888 

(mean) values in the plot. Assuming that the observed spread of the data is normally 889 

distributed around this mean, a 68% confidence interval of ±17.3% is obtained for the 890 

entire population (equal to ±1 SD).  891 

 892 
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 893 

 894 

Fig. 13. Evaluation of the predictive power of NaMo, based on a statistical analysis of 895 

all test results pertaining to Alloys 1, 2 and 3 (see Table III and IV for details). In this 896 

scatter plot, the broken lines represent the 68% confidence interval. 897 

 898 

Adjustable parameters used in the model  899 

In the new NaMo version, several parameters have been introduced related to 900 

the models for obstacle limited dislocation glide and work hardening. For the former 901 

model, some evaluations of the reliability of the chosen values for 𝑐1, ∆𝐺,  0 , 𝑝 and 𝑞 902 

were given in previous sections, without any detailed quantitative analysis on the 903 

combined effect of these parameters on the resulting flow stress, which is beyond the 904 

scope of the present work. 905 

 For the modified work hardening model, the parameters that have been 906 

introduced are related to dynamic recovery of statistically stored and geometrically 907 

necessary dislocations as given by Equations [12] and [15], respectively. The 908 

corresponding parameters that have been calibrated are  𝑍  and 𝑍  in Equation [12] and 909 

[15], respectively. The former parameter is deemed quite accurate since there are 910 

several experimental stress-strain curves available for alloy A1 that are relevant for its 911 

calibration. This is in contrast to the estimated 𝑍 -value, which is associated with more 912 

uncertainty since only a few of the experimental stress-strain curves in the present study 913 
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are relevant for calibration of this parameter. This is because calibration of 𝑍  requires 914 

materials with a significant amount of large non-shearable particles that form 915 

geometrically necessary dislocations during tensile testing. The precipitation model 916 

predicts that only a few of the materials in the present study contain substantial amounts 917 

of large non-shearable particles at the start of the tensile testing.  918 

Since the 𝑍  value is more uncertain than the corresponding 𝑍  value, this means 919 

that the calculated curves for geometrically necessary dislocations in Figure 12 are 920 

expected to be more uncertain than the corresponding curves for statistically stored 921 

dislocations in the same figure.      922 

 923 

VI. CONCLUSIONS 924 

The main conclusions that can be drawn from this investigation are as follows: 925 

1. A framework for modelling the relationship between stress, strain, strain 926 

rate and temperature in age hardening Al-Mg-Si alloys has been presented. It is shown 927 

that the stability of the precipitate structure must be given due attention in the analysis, 928 

and that analytical solutions can be used if the precipitate structure remains essentially 929 

unchanged during the plastic deformation.  930 

2. In the article, the boundaries between stable and non-stable precipitate 931 

structures have been derived for two different initial conditions, i.e., peak aged (T6) 932 

and as-solution heat treated (W). 933 

3. If the precipitate structure changes during the plastic straining, the 934 

numerical model (NaMo) outlined in the present article, is required with a full coupling 935 

between precipitation, yield strength and work hardening calculations for each time step 936 

of the simulation.  937 

4. The predictive capability of the model is good, as verified by comparisons 938 

between simulation results and measurements for three different alloys subjected to 939 

temperatures between 20 and 350oC, and strain rates ranging from 10-6 to 750 s-1.  940 

5. Finally, it is concluded that the combined precipitation, yield strength and 941 

work hardening model outlined above provides a powerful tool for different industrial 942 

problems ranging from predictions of thermal stability and creep behavior of alloys, to 943 

energy absorption at high strain rates at various temperatures.  944 

  945 
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VII. FUTURE WORK 946 

The new version of the NaMo model presented in the present study represents a 947 

complete thermomechanical simulation model for Al-Mg-Si alloys. From the 948 

comparison between simulation results and measurements in present and previous 949 

works, it seems like the precipitation model represents the most critical part when it 950 

comes to accuracy of the simulations. This is not surprising considering the complexity 951 

of the precipitation sequence in this type of alloys, with interactions between several 952 

metastable phases, dislocation structures and vacancies. Hence, a main goal for future 953 

work will be to develop further the precipitation model by including multi-component 954 

thermodynamic databases and to improve the handling of vacancies and their effect on 955 

the precipitation kinetics. The NaMo model has already been implemented as an 956 

industrial tool in alloy development and processing of 6xxx series aluminum alloys. 957 

Furthermore, work is in progress to implement the model in general-purpose finite 958 

element codes for simulations of the mechanical response during various loading 959 

situations including impact and crash of structural members like automotive 960 

components and parts.  961 
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APPENDIX  970 

Symbols and units 971 

𝑏  magnitude of the Burgers vector (m) 972 

   concentration of specific element i in expression for     (wt%) 973 

    equivalent solid solution concentration (wt%) 974 

   
𝑟  value of     for reference alloy (wt%) 975 

𝑐1  conversion factor for yield stress from 0K to room temperature. 976 

    mean interaction force between particle and dislocation (N) 977 

   particle volume fraction 978 

   volume fraction of non-shearable Orowan particles 979 

  
𝑟 value fraction of    in reference alloy 980 

𝑘  scaling factor in expression for     (MPa/(wt%)2/3) 981 

𝑘1 parameter related to statistical storage of dislocations (m-1) 982 

𝑘1  parameter related to statistical storage of geometrically necessary 983 

dislocations (m-1) 984 

𝑘2 parameter related to dynamic recovery of dislocations  985 

𝑘2 
0  constant in expression for 𝑘2  986 

𝑘2  parameter related to dynamic recovery of geometrically necessary 987 

dislocations 988 

𝑘2
0 constant in expression for 𝑘2 989 

𝑘2
∗ constant in expression for dynamic recovery of dislocations 990 

𝑘2
𝑟 value of 𝑘2 in reference alloy 991 

𝑘3 parameter determining the solute dependence of 𝑘2 (N/m2wt%3/4) 992 

  mean planar particle spacing along the bending dislocation (m) 993 

𝑀  Taylor factor 994 



 

44 
 

𝑀𝑟  Taylor factor for reference alloy 995 

𝑚 constant in expression for dynamic recovery of dislocations 996 

    number of particles per unit volume within the size class    (#/m3) 997 

𝑝  constant in expression for   998 

𝑞  constant in expression for   999 

𝑄𝑑  activation energy for diffusion (J/mol) 1000 

𝑅   universal gas constant (8.314 J/Kmol) 1001 

   particle radius (m) 1002 

    particle radius within size class i (m) 1003 

 𝑐  critical particle radius for the transition from shearing to bypassing (m) 1004 

   time (s) 1005 

   temperature (K or oC) 1006 

 𝑚  melting temperature (K or oC) 1007 

 𝑟  room temperature (K or oC) 1008 

𝑍  Zener-Hollomon parameter (s-1) 1009 

𝑍0  Zener-Hollomon parameter at 0 K (s-1) 1010 

𝑍𝑟  Zener-Hollomon parameter for reference alloy (s-1) 1011 

𝑍   constant in expression for 𝑘2 (s-1) 1012 

𝑍   constant in expression for 𝑘2  (s-1) 1013 

𝛼 constant in expression for  𝑑 1014 

Δ𝐺 activation energy required to overcome obstacles without aid from 1015 

external stresses (J/mol)  1016 

  tensile strain 1017 

   tensile strain rate (s-1) 1018 

  0 reference strain rate in expression for   (s-1) 1019 
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  𝑟 strain rate for reference alloy (s-1) 1020 

 𝑝 plastic tensile strain 1021 

𝜃  material constant in expression for the temperature dependence of 𝜇 1022 

   geometric slip distance (m) 1023 

𝜇  shear modulus (N/m2) 1024 

𝜇𝑟  shear modulus for reference alloy (N/m2) 1025 

𝜇0  shear modulus at 0 K (N/m2) 1026 

   number density of geometrically necessary dislocations (m-2) 1027 

   number density of the statistically stored dislocations (m-2) 1028 

  flow stress (N/m2) 1029 

   yield stress at 0 K (N/m2) 1030 

 𝑑 net contribution from dislocation hardening to flow stress (N/m2) 1031 

    intrinsic yield strength of pure aluminum (N/m2) 1032 

 𝑝 contribution from hardening precipitates to the overall macroscopic 1033 

yield strength (N/m2) 1034 

 𝑝1 contribution from clusters to the overall macroscopic yield strength 1035 

(N/m2) 1036 

 𝑝2 contribution from hardening 𝛽′′ and 𝛽′ to the overall macroscopic yield 1037 

strength (N/m2) 1038 

    contribution from alloying elements in solid solution to the overall 1039 

macroscopic yield strength (N/m2)  1040 

 𝑦 overall macroscopic yield strength (N/m2) 1041 

  1042 
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FIGURE CAPTIONS 1137 

Fig. 1. Coupling of the different sub-models in NaMo, and transfer of data between the 1138 

sub-models. The symbols used in the figure are explained in the Appendix. 1139 

 1140 

Fig. 2. Example of the predictive capability of the precipitation model in NaMo. Figures 1141 

(a), (b) and (c) show TEM bright field images of microstructures observed in the <100> 1142 

Al zone axis orientation after artificial ageing and Gleeble simulation [35]. (a) Needle-1143 

shaped 𝛽′′ precipitates which form after a T6 heat treatment corresponding to solution 1144 

heat treatment at 530oC for 30 minutes followed by water quenching prior to artificial 1145 

ageing at 185oC for 5 hours. (b) Mixture of coarse rod-shaped 𝛽′ particles and fine 1146 

needle-shaped 𝛽′′ precipitates which form after subsequent thermal cycling to  𝑝 =1147 

315℃ (10 seconds holding time). (c) Coarse rod-shaped 𝛽′ particles which form after 1148 

subsequent thermal cycling to  𝑝 = 390℃ (10 seconds holding time). (d) Comparison 1149 

between predictions by the precipitation model and measurements of the particle 1150 

number density (left-hand axis) and the mean particle radius (right-hand axis). 1151 

 1152 

Fig. 3. Calculated boundaries between stable and non-stable precipitate structures for 1153 

two different initial conditions, i.e., as-solution heat treated (W) and peak aged (T6). 1154 

 1155 

Fig. 4.  Overview of applied temperature and holding time for all tests. The location of 1156 

the symbols in the diagram relative to the superimposed boundaries indicates whether 1157 

they are performed with a stable (open symbols) or non-stable (filled symbols) 1158 

precipitate structure. (a) Initially as-solution heat-treated (W) condition. (b) Initially 1159 

peak aged (T6) condition. 1160 
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 1161 

Fig. 5. Diagram used to estimate the activation energy 𝛥𝐺 of cutting or bypassing of 1162 

barriers in the expression for obstacle limited dislocation glide. Each line represents the 1163 

least squares regression line for the measurements related to the specific temperature.  1164 

 1165 

Fig. 6. Stress at a plastic strain of 0.01 (i.e., 1%) as a function of strain rate and 1166 

temperature. Lines and symbols represent modelling results and measurements, 1167 

respectively, for alloy A1 in the as-solution heat-treated (W) initial condition.  1168 

 1169 

Fig. 7. Comparison between measured and calculated stress-strain curves for alloy A1 1170 

in the initial W-condition for three different temperatures, i.e., 20, 250 and 350oC, and 1171 

two different strain rates, i.e., 0.01 s-1 and 750 s-1. Solid lines and filled symbols 1172 

represent calculations and measurements, respectively, for a strain rate 0.01 s-1. Broken 1173 

lines and open symbols represent calculations and measurements, respectively, for a 1174 

strain rate of 750 s-1. 1175 

 1176 

Fig. 8. Stress at 0.001 (i.e., 0.1%) strain as a function of temperature for alloy A3 in the 1177 

initial T6-condition. (a) Calculated curves for three different strain rates, i.e., 10-3 s-1, 1178 

10-4 s-1, and 10-5 s-1. (b) Comparison between calculations and measurements for the 1179 

three strain rates. Note that the temperature axis is not the same as in (a). (c) Comparison 1180 

between calculated stresses based on a stable and a non-stable precipitate structure, 1181 

respectively, and corresponding measurements. The error bars correspond to ±1 SD, 1182 

and are based on four parallel tests at room temperature with a strain rate of 10-4 s-1. 1183 
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 1184 

Fig. 9. Model results for the room-temperature yield stress evolution as a function of 1185 

exposure time at the deformation temperature for alloy A3 in the initial T6-condition. 1186 

The time axis starts at the end of the heating cycle, i.e., the heating time is excluded. 1187 

 1188 

Fig. 10. Comparison between measured and calculated stress-strain curves for alloy A2 1189 

in two different initial conditions, i.e., as-solution heat treated (W) and peak aged (T6). 1190 

The strain rate is initially 0.001 s-1 but increases abruptly to 0.01 s-1 at a certain strain, 1191 

which corresponds to the sudden stress increase in the graphs. The temperatures are: (a) 1192 

20oC, (b) 150oC, (c) 250oC, and (d) 340oC. 1193 

Fig. 11. (a) Comparison between calculated stress-strain curves based on a stable and a 1194 

non-stable precipitate structure, respectively, and corresponding measurements. (b) 1195 

Evolution of the room-temperature yield stress contributions    ,  𝑝, and  𝑑 as well as 1196 

the equivalent overall yield stress at 0 K, i.e.,    during the plastic deformation. The 1197 

alloy and temper conditions in (a) and (b) correspond to the one shown in Figure 10(c). 1198 

 1199 

Fig. 12. Evolution of geometrically necessary dislocation density (  ), statistically 1200 

stored dislocation density (  ) and total dislocation density ( ) during tensile testing of 1201 

alloy A2 at 250oC. The strain rate is suddenly increased from 0.001s-1 to 0.01s-1 at a 1202 

strain of 0.03 as indicated in the figure. (a) Initial T6-condition. (b) Initial W-condition. 1203 

 1204 
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Fig. 13. Evaluation of the predictive power of NaMo, based on a statistical analysis of 1205 

all test results pertaining to Alloys 1, 2 and 3 (see Table III and IV for details). In this 1206 

scatter plot, the broken lines represent the 68% confidence interval. 1207 

 1208 

 1209 
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 1211 

 1212 

 1213 

 1214 

 1215 

 1216 

 1217 
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 1220 

 1221 
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TABLES 1232 

Table I. Summary of input parameters used in the yield strength and work hardening 1233 

models. 1234 

Parameter Value                               Comments 

𝑏 (m) 2.84 x 10-10 Magnitude of Burgers vector 

   
𝑟 (wt%) 1.0 Chosen reference concentration 

 0
𝑟  0.0109 From Reference 32 

𝑘1 (m-1) 4.0 x 108 From Reference 32 

𝑘1 (m-1) 4.0 x 108 From Reference 38 

𝑘2
0  18.0 Estimated value based on data from Reference 32 

𝑘2 
0  20.0 From Reference 32 

𝑘3 (N/m2wt%3/4) 2.0 x 108 From Reference 32 

𝑀 3.1 Magnitude of Taylor factor for a random texture 

𝑚 1/3 From Reference 29 

𝑍 (s-1) 1.0 x 108 Calibrated based on data for alloy A2 in initial 

T6-condition 

𝑍  (s-1) 1.0 x 105 Calibrated based on data for alloy A1 

𝛼 0.30 From Reference 42 

𝜃  2.295 From Reference 53 

𝜇0 (MPa) 2.71 x 104 From Reference 53 

   (MPa) 10 From Reference 19 

 1235 

 1236 

 1237 
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Table II. Summary of adjustable parameter values in the model for obstacle limited 1238 

dislocation glide. 1239 

Parameter Value Comments 

𝑐1  0.83 Calculated from Eq. [20] 

𝑝  1 Reasonable value for Al-Mg-Si alloys [51] 

𝑞  1 Reasonable value for Al-Mg-Si alloys [51] 

 𝑟 (K) 293 Temperature used when calibrating the RT-model 

 0  (s
-1) 106 From Reference 27 

 𝑟  (s
-1) 10-4 Typical strain rate used in previous experiments to 

calibrate the RT yield stress model 

Δ𝐺 (kJ/mol) 300 Calculated using data for alloy A1 

 1240 

Table III. Chemical composition of alloys used for calibration and validation of the  1241 

model (weight percent). 1242 

Alloy Si Mg Cu Mn Fe Cr Al 

A1 (6082) 0.76 0.80 0.24 0.56 0.20 0.16 Balance 

A2 (6060) 0.44 0.43 0.02 0.03 0.23 0.006 Balance 

A3 (6082) 1.28 0.62 0.09 0.49 0.18 0.14 Balance 

 1243 

 1244 

 1245 

 1246 

 1247 

 1248 

 1249 
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Table IV. Range in temperatures and strain rates used in the tests. 1250 

Alloy 

Initial 

condition 

𝑻 (oC) 𝜺  (s-1) Tests and References 

A1 (6082) Homogenized 20-350 

10-2-1 Tension tests [49,53]  

1-750 

Split-Hopkinson Tension 

Bar System [52,53] 

A2 (6060) W, T6 20-340 10-3-10-2 Gleeble [48,54] 

A3 (6082) W, T6   20-290 10-5-10-3 Gleeble 

 1251 

 1252 

 1253 


