
ISBN 978-82-326-2991-6 (printed ver.) 
ISBN 978-82-326-2990-9 (electronic ver.) 

ISSN 1503-8181

Doctoral theses at NTNU, 2018:100

Aksel Fenerci

Full-scale investigation of the 
effects of wind turbulence 
characteristics on dynamic 
behavior of long-span 
cable-supported bridges 
in complex terrain

D
oc

to
ra

l t
he

si
s

D
octoral theses at N

TN
U

, 2018:100
A

ksel Fener ci

N
TN
U

N
or

w
eg

ia
n 

U
ni

ve
rs

ity
 o

f S
ci

en
ce

 a
nd

 T
ec

hn
ol

og
y

Th
es

is
 fo

r 
th

e 
D

eg
re

e 
of

P
hi

lo
so

ph
ia

e 
D

oc
to

r



Thesis for the Degree of Philosophiae Doctor

Trondheim, April 2018

Norwegian University of Science and Technology
Faculty of Engineering
Department of Structural Engineering

Aksel Fenerci

Full-scale investigation of the
effects of wind turbulence
characteristics on dynamic
behavior of long-span cable-
supported bridges in complex
terrain



NTNU
Norwegian University of Science and Technology

Thesis for the Degree of Philosophiae Doctor

Faculty of Engineering
Department of Structural Engineering

© Aksel Fenerci

ISBN 978-82-326-2990-9 (printed ver.)
ISBN  978-82-326-2991-6 (electronic ver.)
ISSN 1503-8181

IMT-report 2018:100

Doctoral theses at NTNU, 2018:100

Printed by NTNU Grafisk senter



i 

 

Abstract 

 

The global demand for long-span cable-supported bridges are emerging. Impressive number of projects 

have been realized in the last two decades and many more projects are in their planning, design or 

construction phases today. Recently, the Norwegian Public Roads Administration took the initiative 

and started a project to replace ferries along Norway’s coastal E39 highway by fixed links. This requires 

crossing of wide and deep straits by bridges in the wind-prone Norwegian fjords, where the terrain is 

mountainous and complex. Some of the straits extend up to 3-5 kilometers, which demand novel bridge 

designs. Accomplishment of such bridge projects is only possible with a deep understanding of the wind 

environment, terrain-induced effects, wind-structure interaction and the uncertainties involved in 

analytical methodologies. In this context, Hardanger Bridge, currently the longest suspension bridge in 

Norway (main span 1308 meters), has been instrumented to investigate characteristics of the turbulent 

wind environment and the dynamic response of the bridge.  

 

In this thesis, large amount of data collected from the Hardanger Bridge monitoring system over a 

period of almost four years are analyzed to study the wind characteristics and dynamic response of the 

bridge. Response surface analyses is employed to examine the wind-response relationship from a 

statistical point-of-view. Analytical predictions of the dynamic response are carried out using 

multimode buffeting theory and compared with the measurements. The measurement data are then used 

to deduce a probabilistic turbulence model that can be used in long-term extreme response estimation 

and reliability based and probabilistic analyses.  

 

The investigations surfaced that the wind-induced response of the Hardanger Bridge showed significant 

variability, implying significant amount of uncertainty inherently present in the dynamic response 

analyses. To a large extent, this is found to root from the variable wind turbulence field. Therefore. It 

is stressed that this variability might cause unfavorable designs and should be handled rationally. In 

light of these findings and using field measurements, a probabilistic turbulence model is devised and its 

ability to represent the measured turbulence field is shown.  

 

Prediction of the wind-induced dynamic response of a cable-supported bridge is a complex problem, 

involving characterization of the turbulence field, determination of structural, dynamic and 

aerodynamic properties of the structure and modeling of the fluid-structure interaction. Consequently, 

analytical treatment of such a problem involves a great deal of modeling and parametric uncertainties, 

and requires validation by full-scale measurements. Comparison of the analytical predictions with full-

scale measurements remains as the most reliable approach for evaluation of performance of the 

available analytical tools. The comparisons throughout the thesis indicates discrepancies between 
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measurements and analytical results, where the sources of which are difficult to identify. Further 

research is needed that will aid in calibration or improvement of the available tools.   
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1. Introduction 

 

1.1.  Background and Motivation 
 

1.1.1. Toward longer and more slender bridges 
 

Throughout history, road bridges have been an integral component of civilization. They have stimulated 

economic growth by connecting human populations and aiding in transport of commercial goods and 

services. As the world population and economy continue to grow, the global demand for bridges, 

especially long spanning bridges increases. So far, cable-supported bridges have been used as the 

dominating solution for such long spans without supports. According to the configuration of their cable-

system, they can be classified in three main types: suspension, cable-stayed and hybrid cable-stayed 

suspension bridges [1]. Although the concept can be traced back further, the early examples of cable-

supported road bridges were built mostly in 19th century, where the maximum span length was around 

500 meters. First long-span cable-supported bridges appeared in 1930s (George Washington Bridge, 

1067 m, Golden Gate Bridge. 1280 m) in the United States. The number of such bridges increased 

gradually until the 1980s and then skyrocketed. Especially, the amount of long span cable-supported 

bridges built in China over the last two decades is remarkable. Currently, the longest suspension bridge 

in the world is the Akashi-Kaikyo Suspension Bridge in Japan since its opening in 1998, with its 1991 

main span. The longest cable-stayed bridge is the Russky Bridge in Russia (1104 m main span) which 

was built in 2012 and it is followed closely by the Stonecutters Bridge (1018 m main span) in China. 

Recently, a hybrid cable-stayed suspension bridge was constructed in Turkey. The bridge has an 

impressive main span of 1408 meters crossing the Bosphorus, and it was named as the Yavuz Sultan 

Selim Bridge after the Ottoman Emperor. It seems possible that this previously not so popular concept 

will be used more commonly in the future in crossing of the wide straits.  The vast number of projects 

that have been carried out in recent years resulted into an accumulation of experience and knowledge 

on the subject for the aforementioned span lengths.  

 

In recent years, there has also been initiatives to build super long-span suspension bridges, with spans 

exceeding 2000 meters. Two famous examples are the proposed bridges for the 3300 meters Messina 

Strait [2] and the 5000 m Gibraltar strait [3]. These projects have not been realized yet, mainly due to 

their massive costs and political reasons. However, they stimulated research and initiated discussion on 

the possibility and feasibility of such projects. More recently, an even more ambitious project was 

initiated in Norway by the Norwegian Public Roads Administration (NPRA). The Norwegian 

government has the desire to have a continuous highway along its highly economically active west 

coast, which is dominated by fjords and mountains. In the current state of the Coastal Highway E39, 

seven ferries operate along the highway in crossing of the fjords, which results in an extended travel 
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time of approximately 21 hours along the highway. Replacing the ferries by fixed links will reduce this 

travel time to about 11 hours, which is a substantial reduction with potential economic impacts. 

However, the unique topography of the Norwegian fjords makes this challenging. The fjords crossings 

are usually longer than the span of the Akashi-Kaikyo Bridge and the seabed is very deep, not allowing 

any mid-supports. Therefore, bridges with so far unmatched scale will have to be designed and built to 

realize the project. Alternative to the classical single-span suspension bridges, multi-span suspension 

bridges with floating towers, floating pontoon bridges or submerged floating tunnels are also 

considered.  The fjord crossings are listed in Table 1 with the bridge solutions considered so far by the 

NPRA. It can be seen that for most of the crossings, suspension bridges are considered as either primary 

or viable options and if realized, they will most likely break the world record by a significant margin.  

 

Table 1 List of fjord crossings in Ferry-Free E39 Project 

Fjord crossing Length (km) Depth (m) Considered solution 

Halsafjorden 2 600 

single-span susp. bridge/floating pontoon 

bridge/ submerged floating tunnel/ multi-span 

susp. bridge with floating pylons 

Julsundet 1.6 600 single-span susp. bridge 

Vartdalsfjorden 2.1 600 single-span susp. bridge/floating pontoon bridge 

Sulafjorden 3.8 500 

single-span susp. bridge/ multi-span susp. 

bridge/ multi-span susp. bridge with floating 

pylons/ floating pontoon bridge 

Nordfjorden 1.5 500 single-span susp. bridge 

Sognefjorden 3.7 1250 

single-span susp. bridge/ submerged floating 

tunnel/ floating pontoon bridge/ multi-span 

susp. bridge with floating pylons 

Bjørnafjorden 5 600 

multi-span susp. bridge with floating towers 

/floating pontoon bridge/ submerged floating 

tunnel 

Langenuen 1.3 500 single-span susp. bridge 

 

As the span length of cable-supported bridges increases, wind effects on them becomes a major concern. 

The geographical area where the future bridges will be located is exposed to strong European 

windstorms. Experience suggests that if not carefully handled, wind loading on such slender structures 

might be critical or even catastrophic [4,5].  Therefore, methods used in analytical prediction of the 

wind effects should be revisited to evaluate their performance. The challenges posed by the particular 

terrain specific to the Norwegian fjords should also be investigated.  Perhaps one of the best ways to 
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achieve these is to carry out full-scale measurements on existing long-span cable-supported bridges 

under similar conditions. Such an approach will aid in qualitative and quantitative evaluation of the 

overall uncertainty and lead to safer and more reliable designs. 

 

1.1.2.  Structural monitoring of cable supported bridges 
 

Today, extensive monitoring systems are installed on many long-span cable-supported bridges around 

the world. It is every engineer’s desire to know if the built structure fulfills the performance goals set 

in the design of the structure throughout its life span. This being the main idea behind it, full-scale 

monitoring of cable-supported bridges have been conducted for nearly a century [6,7] and such efforts 

gained significant momentum in the last couple of decades. Nowadays, all such efforts are termed as 

“Structural Health Monitoring (SHM)”. By SHM campaigns, it is aimed to detect changes in the 

structural system such as structural damage, settlement, time dependent changes, etc. SHM systems are 

not standardized yet. Since the expected outcome from every project is different, the amount and 

location of sensors, data acquisition and processing systems are decided according the nature, budget 

and scale of the project by experience or using rough guidelines. It should be noted that SHM is a 

separate and broad research topic on its own [8–10]. In case of long-span bridges, detecting minor 

structural damage does not seem likely for now; however, major structural change or damage after an 

extreme event, such as an earthquake or a hurricane should be possible to detect. It is also expected that 

having permanent SHM systems installed on long span bridges should reduce the effort and cost in 

inspection, maintenance and rehabilitation of these structures, which require substantial allocation of 

resources. Another common reason for SHM is to determine the dynamic properties of the structure 

using operational modal analysis  (OMA)  [11], and use the input in updating of analytical models and 

methods. These are usually conducted using temporary systems and short term campaigns. Currently, 

most long-span cable-supported bridges around the world are equipped with permanent monitoring 

systems that do real-time monitoring of the bridge response, environmental factors and structural loads. 

There is also a modern trend that the newly built bridges have monitoring systems embedded from the 

construction stage. It is advantageous if the monitoring system is designed along with the bridge itself 

[10,12].  

 

In Table 2, some information on monitoring efforts on prominent cable-supported bridges around the 

world are given. These include both permanent systems and short term monitoring campaigns. It can 

be seen that accelerometers and anemometers are the most commonly used sensors. This is not 

surprising given that accelerometers are most commonly used to obtain modal properties of the 

structure, which is one of the primary objectives of SHM studies, where anemometers are used to learn 

about the wind environment and loading, which is usually the most important hazard for long-span 

bridges. Most monitoring systems also contain other sensors, such as GNSS sensors, strain gauges, 
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temperature sensors, inclinometers, etc. Although having more sensors is beneficial in terms of 

detecting damage or unusual activity and consequently provides more control, the management of the 

system and the resulting data requires more workforce as the system grows. Nevertheless, the trend 

seems to be toward extensive and continuous monitoring systems embedded into the design of such 

bridges to detect unusual behavior, damage or deterioration through its life span.  

 

Table 2 Prominent long-span cable-supported bridges with monitoring systems 

opening  

year 
bridge type 

span 

length 
location sensors purpose 

1937 

Golden Gate 

Bridge 

[7,13,14] 

suspension 1280 m USA accelerometers OMA 

1964 
Forth Road 

Bridge [15] 
suspension 1006 m UK GNSS, acceleration, wind SHM, research 

1973 
Bosphorus 

Bridge [16,17] 
suspension 1074 m Turkey 

accelerometers, laser 

displacement, 

thermocouple, GPS, strain 

gage, tiltmeter, weather 

station 

real-time 

monitoring of 

condition and 

environment, post-

earthquake 

performance 

1981 
Humber Bridge 

[11,18] 
suspension 1410 m UK 

accelerometers, 

anemometers, video, GPS 
OMA, research 

1988 

Fatih Sultan 

Mehmet Bridge 

[16,19] 

suspension 1090 m Turkey 

accelerometers, 

seismometer, GPS, 

displacement transducers 

real-time 

monitoring of 

condition and 

environment, post-

earthquake 

performance 

1988 
Akashi-Kaikyo 

Bridge [20,21] 
suspension 1911 m Japan 

accelerometers, 

anemometers, 

seismometers, velocity 

gauge. GPS, temperature, 

stress 

real-time 

monitoring of 

condition and 

environment, post-

earthquake 

performance 

1996 
Second Severn 

Crossing [22] 
cable-stayed 

456 m 

longest 

span 

(5.13 km 

total) 

UK 

accelerometers, 

anemometers, 

displacement transducers, 

temperature, vision-based 

SHM, research 

1997 
Tsing Ma 

Bridge [23] 
suspension 1377 m 

Hong 

Kong 

accelerometers, 

anemometers, 

displacement transducer, 

level sensing strain 

gauges, GPS, weigh in 

motion 

real-time 

monitoring of 

condition and 

environment 

1998 
Great Belt 

Bridge [24] 
suspension 1624 m Denmark 

accelerometers, 

anemometers, rain 

SHM, vortex-

induced vibrations 

1999 
Jiangyin Bridge 

[25] 
suspension 1385 m China 

accelerometers, 

anemometers, 

displacement transducers, 

fiber optic strain, 

temperature, GPs 

real-time 

monitoring of 

condition and 

environment 

2005 

Runyang 

Suspension 

Bridge (South 

Bridge) [26,27] 

suspension 1490 m China 

accelerometers, 

anemometers, 

GPS,temperature, strain 

gauge 

real-time 

monitoring of 

condition and 

environment 

2008 
Sutong Bridge 

[28] 
cable-stayed 1088 m China 

accelerometers, 

anemometers, 

temperature, 

displacement, weigh-in-

real-time 

monitoring of 

condition and 

environment 
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motion, strain gauges, 

GPS, corrosion 

2009 
Stonecutters 

Bridge [29,30] 
cable-stayed 1078 m 

Hong 

Kong 

~1500 sensors (wind, 

acceleration, GPS, 

corrosion, strain gages, 

temperature, dynamic 

weigh-in motion, rain etc.) 

extensive real-time 

monitoring of 

condition and 

environment 

2009 
Xihoumen 

Bridge [31] 
suspension 1650 m China 

accelerometers, 

anemometers, GPS, wind 

pressure sensors 

SHM, typhoons, 

vortex-induced 

vibrations 

2012 
Russky Bridge 

[32] 
cable-stayed 1104 m Russia 

accelerometers, 

anemometers, 

temperature, 

displacement, strain 

gauges, GPS, corrosion, 

weather, visual based 

real-time 

monitoring of 

condition and the 

environment, 

reducing 

maintenance costs 

2013 
Hardanger 

Bridge [33] 
suspension 1310 m Norway 

accelerometers, 

anemometers 
OMA, research 

2016 

Yavuz Sultan 

Selim Bridge 

[16] 

hybrid 

cable-stayed 

suspension 

1408 m Turkey 
accelerometers, GPS, 

strain gages, tiltmeter 

real-time 

monitoring of 

condition and 

environment, post-

earthquake 

performance 

2016 
Osman Gazi 

Bridge [16] 
suspension 1550 m Turkey 

386 sensors 

(accelerometers, 

temperature, anemometers 

fibre-optic strain, 

inclinometer, rain, etc.) 

extensive real-time 

monitoring of 

condition and the 

environment 

2017 
Queensferry 

Crossing [12] 
cable-stayed 

650 m 

longest 

span 

(total 2.7 

km) 

UK 

~1500 sensors (wind, 

acceleration, GPS, 

corrosion, strain gages, 

temperature, dynamic 

weigh-in motion, etc.) 

extensive real-time 

monitoring of 

condition and the 

environment 

 

In the context of the Ferry-Free E39 project described in the previous section, a monitoring system was 

installed on the Hardanger Bridge [33] consisting of accelerometers and anemometers. The system was 

installed solely for research purposes; therefore, it is not aimed that the system serves as a permanent 

health monitoring system. When the future E39 bridges are concerned, full-scale monitoring of existing 

bridges are expected to aid in new design by condensing the experience from earlier designs. Valuable 

knowledge such as the validity of the models and assumptions involved in design of such structures are 

sought after. Additionally, since the environmental conditions of the future E39 bridges will be similar 

to that of the Hardanger Bridge, information on environmental factors such as wind characteristics will 

be of utmost value.  

 

1.1.3.  Buffeting of cable-supported bridge decks 
 

Long-span cable-supported structures are flexible, light-weight structures with low damping, therefore 

are susceptible to wind actions. As the spans get longer, the wind-effects get more profound. Wind 

actions on such bridges result in aerodynamic forces acting on the structure that may cause instability 

phenomena such as galloping, vortex-shedding and flutter or vibrations (buffeting) of the deck due to 

the turbulence in the atmospheric boundary layer. The so-called buffeting response of a long-span cable-
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supported bridge may become important since violent vibrations of the bridge deck can cause 

discomfort or instability of pedestrians and passing vehicles, fatigue problems and even exceedance of 

the ultimate strength of structural members. Therefore, accurate prediction of the buffeting response is 

vitally important for reliable design of these structures.  

 

Stochastic methods for analytical prediction of the buffeting response of cable-supported bridge decks 

was first introduced by Davenport [34–36]. Based on the theory of random vibrations [37], Davenport’s 

buffeting theory allowed calculation of the stochastic dynamic response of a bridge deck under random 

turbulence loading by means of spectral analysis. The theory was based on a set of assumptions, such 

as stationary and Gaussian turbulence that is small compared to the mean speed, uncoupled modes, and 

small deflections that allow linearization. For bluff-bodies, unsteadiness of the flow could be taken into 

account by the so-called aerodynamic admittance functions and a joint acceptance function in case of 

buffeting forces, where in case of self-excited forces, a quasi-steady approach needed to be adopted. 

Later, Scanlan and his co-workers introduced the frequency dependent aerodynamic (flutter) derivatives 

(ADs) that could include the fluid memory effect in modeling of the self-excited forces [38].  

 

In the earlier practice, a mode-by-mode approach was used by the researchers, where the modal 

responses were combined post analysis by a modal combination approach, such as the square-root-of-

sum-of-squares (SRSS) [39,40]. However, aerodynamic coupling between modes might be profound 

for long-span bridges, where closely spaced modes are commonly encountered. Consequently, 

neglecting the modal coupling might result into inaccurate predictions of the multimode response. 

Therefore, a multimode coupled approach is frequently used today in calculation of the buffeting 

response [41–45]. In a frequency domain approach, aerodynamic forces are linearized with respect to 

the effective angle-of-attack. In cases where the aerodynamic coefficients of the bridge deck shows high 

sensitivity against the angle-of-attack, a time-domain approach [46–50] should be adopted, where the 

nonlinearities can be included. In frequency domain, the equation of motion can be formulized in 

generalized coordinates to reduce the expressional complexity. The global displacement vector (Fig.  1) 

reads 

 ( , ) , ( , ) ( ) ( )
T

y zx t r r r x t x t
   r r Φ η   (1) 

where ( )tη is the generalized displacement vector and ( )xΦ  is a matrix composed of mode shapes. 

These are further expressed as 

 
 

 

1 2

1 2

( ) ... ,

( ) ...

N i y z

N

x

t

  

  

    



Φ φ φ φ φ

η
  (2) 

where N is the number of mode shapes to be included in the analysis. Having established the generalized 

displacement vector, the corresponding generalized aeroelastic matrices and the generalized buffeting 
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load vector remains to be formed. The aeroelastic stiffness ( aeK ) and damping ( aeC ) matrices are 

written in global coordinates as 

 

* * * * * *

4 6 3 1 5 22 2
2 * * * * * *

6 4 3 5 1 2

* * 2 * * * 2 *

6 4 3 5 1 2

,
2 2

ae ae

P P BP P P BP
B B

H H BH H H BH

BA BA B A BA BA B A

 
 

   
   

    
   
   

K C   (3) 

where , *

1,2,..,6P , *

1,2,..,6H , *

1,2,..,6A  denote the dimensionless aerodynamic derivatives, B is the width of the 

girder,  is the frequency  and ρ is the air density. The generalized matrices then read 

 

( , ) ( ( , ) )

( , ) ( ( , ) )

T

ae ae

L

T

ae ae

L

U U dx

U U dx

 

 









K K

C C

 

 




   (4) 

after the coordinate transformation.  

 

Fig.  1 Global deflections of the bridge cross-section 

 

Again in generalized coordinates, the buffeting force matrix can be obtained after the following 

integration: 

 1 1 2 2 1 2( ) ( ) ( ) ( , , ) ( ) ( )T T

V
L L

x x x x dx dx      B S B 
buffQ

S    (5) 

where 1 2( , , )V x x S is the cross-spectral density matrix of turbulence, which reads 
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and ( )B is the aerodynamic matrix, that reads 
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In the cross-spectral density matrix, the diagonal terms denote the two-point cross-spectral densities of 

the same turbulence components, where the cross terms denote the two-point cross-spectral densities of 

different turbulence components. The along-wind turbulence component is denoted with u, where the 

vertical turbulence component is denoted with w. In the aerodynamic matrix, DC , LC  and MC  are the 

mean values of the steady-state force coefficients associated with the drag, lift and moment, 

respectively, 'DC , 'LC  and 'MC  are the corresponding derivatives, and D denotes the girder height. The 

remaining six terms ( , , , , ,yu zu u yw zw w       ) are the aerodynamic admittance functions. 

 

Then, the equation of motion can be written 

 
0 0 0( ) ( ( , )) ( ) ( ( , )) ( ) ( )

buffae aeU U           
Q

M G C C G K K G G    (8) 

where 0M , 0K and 0C are the generalized mass, stiffness and damping matrices in still-air, respectively 

and G , G  and G  denote the Fourier transforms of the acceleration, velocity and displacement 

responses in generalized coordinates, respectively. Given the frequency domain equation of motion, the 

spectral density matrix of the generalized displacement response can be obtained by spectral analysis 

[37]: 

 

1 1*

2

0 0 0

( ) ( ) ( ) ( )

( ) ( ( , )) ( ( , ))

buffR

ae aeU i U

   

    

  
 

       

Q
S H S H

H M C C K K

   (9) 

Finally, the root-mean-square (RMS) of the displacement response can be obtained by calculating the 

area under the response spectra in global coordinates by integration and taking the square root 

 
0

( ) ( ) , ( ) ( ) T

R R R Rx S d S x x    


       S    (10) 

 

The above formulation assumes that the mean wind direction coincides with the axis perpendicular to 

the bridge longitudinal direction. In case of winds attacking the bridge with a yaw-angle, it is customary 

to decompose the wind velocity vector into a perpendicular and a parallel component to the bridge axis. 

Although the approach seems intuitive, it poses problems in decomposition of the turbulence 

components and also taking into account the response caused by the parallel component, which is 

usually neglected. In light of these, Xu and his co-workers [1,51–55] proposed a finite-element-model 

(FEM) based formulation of the theory to take into account the skew-winds (yaw-winds). In this 

method, the full set of equations of motion are formed and solved in the global coordinates of a full 

finite element model of the bridge. The method requires wind tunnel testing of oblique cross-sections 

for obtaining ADs for skew-winds, which might be cumbersome. On the other hand, other bridge 

components, such as the cables and towers are easily taken into account, since a complete finite element 

model of the bridge is used.  
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The mean wind speed and turbulence intensities along the bridge are generally assumed as uniform; 

since information on span-wise distribution of such quantities are seldom available. However, in case 

of large variations of the wind turbulence characteristics along the bridge girder [56], which might be 

the case for very long-span bridges, the effect on the buffeting response prediction might be significant, 

If profound non-uniform profiles are present and sufficient information on the profiles are available 

from wind tunnel terrain model tests or anemometric data, it is possible to include this effect using the 

above formulation by modifying the cross-spectral density matrix [57–59].  

 

Rather recently, a number of studies [41,57,60,61] focused on non-stationary buffeting response of 

cable-supported bridges that are mostly located in typhoon-prone regions. It is observed that non-

stationary features are present in wind recordings that are collected from different bridge sites, which 

challenges the common practice, where the wind is assumed as stationary. Considering this, recent 

studies conducted buffeting analysis of bridges removing the stationary assumption. This implies that 

the wind field is characterized by a slowly-varying static wind component and time-varying turbulence 

statistics. Although some studies pointed out differences between the stationary and non-stationary 

responses [41], further investigation and comparison with full-scale data is needed to reach to more 

concrete conclusions. It is also a question how this approach can be incorporated into the design process.  

 

In this thesis, when needed, the buffeting response of the Hardanger Bridge (HB) is calculated in 

frequency domain using the multimode coupled buffeting theory, which is described through Eqns. (1)

-(10). The analyses are conducted using the traditional stationary wind model. Skew-winds are not taken 

into account and the wind velocity vector is not decomposed into perpendicular and parallel 

components. The aerodynamic derivatives and static force coefficients for the HB section are taken 

from the forced vibration wind tunnel tests of Siedziako et al. [62]. The aerodynamic admittance 

functions are taken as unity, due to lack of experimental data. The span-wise correlation of the buffeting 

forces are assumed to be identical to the correlation structure of the incoming turbulence. The 

combination of these two assumptions are expected to give a conservative prediction in the end [4,63]. 

The cross-spectral density of u and w turbulence components is neglected in the analyses, since the 

contribution is small. Non-uniform profiles of wind speed and turbulence intensity are taken into 

account when considerable differences are present along the bridge.  

 

1.1.4.  Modeling of the atmospheric turbulence 
 

The methods described in the previous section provide means for prediction of wind-induced dynamic 

response of long-span cable-supported bridges. However, accurate predictions are only possible with a 

good description of the aerodynamic loads acting on the structure. These are simply the buffeting and 

self-excited forces when only the dynamic response is considered. A good description of the buffeting 
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loading then relies on the modeling of the atmospheric turbulence. The structural dynamic response of 

the bridge is associated with the wind speed fluctuations (gusts). Therefore, the wind velocity vector is 

usually decomposed to its mean and three orthogonal fluctuating components aligned in the mean wind 

direction, which are termed as the along-wind, cross-wind and vertical turbulence components. The 

cross-wind component is usually neglected in case of horizontal line-like structures, where the other 

two components cause the buffeting response. In a frequency domain buffeting analysis, the effect of 

turbulence is represented by means of a cross-spectral density matrix, which contains temporal and 

spatial characteristics of turbulence components. The cross-spectral density matrix, already given in 

Eqn. (6), is composed of two parts: an auto-spectral density ( , )nmS x   and a normalized cross-spectrum 

( , )nmC x   which are related as follows: 

 1 2 1 2( , , ) ( , ) ( , ) ( , ), , ,nm nm nm nmS x x S x S x C x n m u w         (11) 

The auto-spectrum gives the energy content of turbulence at a single point, where the normalized cross-

spectrum gives the correlation information of the same component between two points along the 

structure. The former is usually approximated by a smooth curve with a single maximum when plotted 

as 1( , ) . lognmS x vs   . The latter has both real and imaginary parts, where the imaginary part is usually 

neglected for perpendicular winds [64]. The real part is called the normalized co-spectra, and can be 

thought of as a frequency dependent correlation coefficient, therefore it assumes values between -1 and 

1, where values close to unity implies strong correlation. Typically, the correlation of turbulence 

components gets smaller when the separation distance or the frequency increases (smaller eddies). 

Therefore, when plotted against a non-dimensional frequency ( /x U ), the normalized co-spectra 

constitutes a decaying function. The illustrations of both are given in Fig.  2 

 

Fig.  2 Illustrations of auto-spectrum (on the left) and normalized co-spectra (on the right) of 

turbulence 

 

Substantial amount of models  have been proposed for the turbulence (gust, micrometeorological) 

spectra [65–77] and the normalized co-spectra [66,75,78–81] (root coherence or co-coherence if 

absolute value is taken) by researchers based on wind tunnel or field measurements or theoretical 

derivations. For a comprehensive critical review of different models in literature, the reader may refer 
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to the papers of Solari [82,83]. One of the earlier models for the auto-spectra was proposed by von 

Karman [67], as a result of  his measurements in the wind tunnel for grid-generated turbulence. The von 

Karman spectra for the along-wind (u) and vertical (w) turbulence spectra reads: 
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   (12) 

where ,u wL  denote the integral length scales. The von Karman model is written in terms of standard 

deviations of velocity fluctuations and integral length scales, parameters that are difficult to forecast 

due to their significant variability and site-dependence, which makes it hard to use it as a universal 

spectrum. Moreover, it is known that integral length scales estimated by exploiting Taylor’s hypothesis 

of frozen turbulence cause fallacious estimates of the von Karman spectrum. For that reason, ESDU 

[84] proposes a modified spectral formula based on von Karman’s original formulation. Another 

spectral model proposed by Davenport [85] had apparently been used in practice by wind engineers in 

the earlier days, but abandoned due to discrepancies observed with the field measurements [73]. Other 

family of models usually assume the following form: 
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   (13) 

where *u  is the friction velocity and z is the height. Other letters denote parameters that are determined 

by field observations. Several criteria are sought in determination of the parameters, such as the spectra 

should agree with the Kolmogorov law [72,86] in the inertial subrange (the frequency range of eddies 

where inertial forces dominate the fluid motion) and the maximum point, peak frequency and area under 

the spectra should match the observations. For flat homogenous terrain and stable or neutral 

atmospheric conditions, the model takes the more specific form: 
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5/32
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   (14) 

which is called a blunt model and usually shows satisfactory agreement with the measurements; 

however, may not always match well in complex terrain.  

 

The normalized co-spectra is usually represented sufficiently well by an exponentially decaying curve, 

which is a function of the non-dimensional frequency. A simple expression proposed by Davenport is 

commonly used, which reads: 

 
, ,( , ) expu w u w
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C x f K

U

 
   

 
   (15) 
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where ,u wK is known as the decay coefficient, which is also determined by field observations. This 

model has some well-known weaknesses. The first is the normalized co-spectra always assumes the 

value of 1 when frequency goes to zero, which is not the case in reality, since turbulence components 

at different points are not fully coherent. Secondly, the model does not allow negative values of the 

normalized co-spectra. Despite these, the expression is still frequently used due to its simplicity and the 

fact that the discrepancies are contained only in the very low frequency range, which is lower than the 

fundamental natural frequency of most land-based structures. More advanced models are also available 

in the literature [75,78,80,87]. It is also possible to use expressions similar to the decaying function with 

more parameters that allow the necessary alterations [58,88]. Regarding the spectra measured at the 

Hardanger Bridge site, the following expressions are found satisfactory in terms practicality and 

correctness: 
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   (16) 

 

Although it seems like the auto-spectra and normalized co-spectra of turbulence components are 

described reasonably well with such basic models, it is seen that the parameters of models show 

significant variation between measurements at different sites [83]. Site-specific features such as the 

terrain characteristics makes it difficult to describe the spectra with the above models and a few basic 

parameters such as the height above the ground or the roughness coefficient. Moreover, a considerable 

amount of data have been presented lately on wind characteristics at long-span bridge sites, as a result 

of structural health monitoring systems [28,33,89–97]. The long-term measurement results at specific 

sites also indicate that the turbulence parameters also exhibit variability at the same site. Uncertainty in 

the turbulence is inherent as a result of the terrain effects, variable atmospheric conditions and the nature 

of the upcoming winds.  

 

The traditional design practice ignores this variability, since deterministic turbulence parameters are 

often used to deduce the cross-spectral density matrix of turbulence. The mean wind speed is usually 

treated as the sole design parameter, and for a given return period such as 50-100 years, the extreme 

value of which is used to calculate the extreme response, where the turbulence field is deduced using 

deterministic parameters, some of which are functions of the mean wind speed. In modern engineering 

design, such uncertainties should be taken into account for more refined and reliable designs. 

Probabilistic design and analysis methods are quite common in wind engineering. In case of the 

buffeting response of a cable-supported bridge, the parametric uncertainties can be listed as the 

uncertainty in the wind environment (mean wind and turbulence parameters), wind-structure interaction 

(aerodynamic properties of the bridge deck) and structural properties (damping, material and modal 

parameters, etc.). Probability based frameworks such as reliability analysis [98–103], probabilistic 
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response analysis [104–108], performance based design [109,110], fragility assessment [111–113] or 

long-term extreme value response analysis [114,115] all require probabilistic description of the 

uncertain parameters. The studies so far have been concerned about the last two, where the uncertainty 

in the turbulence parameters were generally overlooked. Although it was pointed out extensively that 

the turbulence parameters exhibit significant uncertainty and should be taken into account, very few 

studies addressed this in their probabilistic analyses.  

 

Solari and Piccardo [83] proposed a probabilistic turbulence model that is based on random Gaussian 

turbulence parameters, which are defined through their first and second statistical moments obtained 

from a collection of field data presented in the literature. The model can be easily implemented in any 

probabilistic framework through Monte Carlo simulations. Such a model is useful in propagating the 

uncertainty in the turbulence parameters into the response estimates. However, the considered 

variability might be too high, since it covers a wide range of measurements, and the model is restricted 

to flat homogenous terrain, so the applicability in complex terrain is a question mark.  

 

In the case of the Hardanger Bridge, analysis of long-term data indicates that most of the variability in 

the response is due to the variability in the turbulence parameters. Therefore, consideration of the 

parameter uncertainty in turbulence modeling is essential for such complex terrain. For this purpose, 

performance of current models need to be evaluated and improvements should be made toward a 

competent probabilistic description of the turbulence field to be used in such applications.  

 

1.2. Objectives and scope 
 

1.2.1. Objectives of the research 
 

This doctoral study aims to assess the performance of state-of-the-art methodology and the degree of 

uncertainty involved in wind-resistant design and analytical prediction of wind-induced dynamic 

response of cable-supported bridges in complex terrain, by using long-term monitoring data of wind 

velocities and accelerations from the Hardanger Bridge (HB) as a case study.  To that extent, the 

following research objectives can be listed: 

  

 Present one-point and two-point turbulence characteristics at the bridge site 

The terrain at the HB site is quite particular and representative of the conditions at the future bridge 

sites in Norway. It is important to have an extensive database on one-point and two-point turbulence 

statistics from such terrain and extra-tropical wind conditions, which are not commonly encountered in 

the literature. It is also aimed that the data are used not only to present the averaged wind characteristics, 

but also the variability of turbulence statistics at the site.  
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 Study the variability in dynamic response of the HB using statistical and analytical tools 

The wind-induced dynamic response of the HB deck shows significant variability. The causes of this 

with reference to the turbulence characteristics at the site shall be investigated by utilizing both 

statistical and analytical tools. 

 

 Assess the performance of state-of-the-art methods in predicting the wind-induced dynamic 

response of the HB 

The studies comparing buffeting response predictions with full-scale measurements in literature are 

rather scarce, so here it is aimed to assess the accuracy of analytical predictions through such 

comparisons and investigate the degree of uncertainty involved.  

 

 Investigate the possibility of using probabilistic turbulence models in design and response 

analysis 

A deterministic description of the turbulence field along a cable-supported bridge deck, which is the 

current practice, is an oversimplification that neglects the inherent variability of the wind field at the 

site. The uncertainty caused by this is expected to be more severe in complex terrain. Here, instead of 

a deterministic model, the possibility of using probabilistic models in describing the atmospheric 

turbulence in buffeting response predictions shall be assessed.  

 

1.2.2. Scope 
 

The results obtained in the course of this thesis are representative for the specific case of the HB; 

however, generalization of the results for other sites and structures is not possible without further 

investigation.  

 

In the wind characterization study, the traditional stationary Gaussian turbulence model is used. 

Nonstationary & non-Gaussian models and methods of analyses are considered out of scope of this 

thesis. 

 

Only buffeting response of the HB deck is considered in the study. Traffic-induced vibrations, cable 

and hanger vibrations or vibration of the concrete pylons are not studied. As for the vibrations of the 

deck, vortex-induced vibrations, flutter and other instability phenomena are also considered out of scope 

of this thesis and will not be addressed here. 

 

In buffeting response analyses, state-of-the-art methodology is used to predict the dynamic response 

[44]. The aerodynamic properties of the bridge section are taken from the tests results of Siedziako et 
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al. [62]. Wind tunnel testing, identification of aerodynamic parameters and assessment of adequacy of 

motion-induced load models are not addressed in this thesis, as these are subjects of another doctoral 

study being conducted at the department [62].    

 

Aerodynamic admittance functions are taken as unity and the spatial correlation of the buffeting forces 

are assumed to be the same as the incoming turbulence throughout the study, due to lack of experimental 

data on those matters. 

 

Buffeting loads on bridge cables and towers are not included in the analyses, since measurements on 

the turbulence characteristics at these locations were not available and since the main goal of the thesis 

is to investigate the effects of turbulence modeling. Necessary discussions on the implications of these 

matters are included in the appended papers. 

 

Modal properties of the bridge are obtained from a finite element model of the bridge supplied by the 

NPRA, which shows reasonable agreement with the operational modal analysis results of [116]. Further 

investigation of the modal properties are therefore considered out of scope. 

 

Lastly, the probabilistic approach presented here is based on a large amount of data. Although physically 

consistent models are used to represent the turbulence, a purely statistical approach is adopted in its 

derivation. The physical interpretation of the results are not addressed in this study.  

 

1.3. Structure of the thesis 
 

The next chapter (Chapter 2) explains in detail the Hardanger Bridge monitoring project, which has 

been going on for about 4 years. The workings of the monitoring system and data handling are addressed 

in more detail than it was done in the appended papers. It is then followed by Chapter 3, which gives a 

summary of the investigations and main findings of the appended papers. Chapter 4 and 5 presents the 

conclusions of the thesis and suggestions for future work, respectively. The final chapter, Chapter 6 

contains three published journal papers, a conference paper and a manuscript that is submitted for 

journal publication. According to their subjects, the papers may further be divided into the following 

subtopics: 

 Relationship between variable turbulence characteristics and dynamic response (Papers 1 & 2) 

 Comparison of measured and predicted response (Papers 3 & 4) 

 Probabilistic modeling of the turbulence field (Paper 5) 
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2. Hardanger Bridge Monitoring Project 

 

2.1. The Hardanger Bridge and its surroundings 
 

The Hardanger Bridge (Fig.  3) is currently the longest suspension bridge in Norway with its single 

span of 1308 meters. It crosses the Hardangerfjord in the western coast of Norway and connects the two 

small towns: Vallavik in the north and Bu in the south and it is an important part of the highway from 

Bergen to Oslo. It is located in a region known for its unique topography, where narrow and deep fjords 

with tall mountains are common. A map showing the local topography surrounding the Hardanger 

Bridge is given in Fig.  4. On the map, steep mountain sides to the north and the south ends of the bridge 

are noticed, as well as the mountains reaching up to 1100 meters in the east and 1600 meters in the west.  

 

 

Fig.  3 Panorama view of the Hardanger Bridge. In the background, the tall mountains to the west can 

be observed. Mount Oksen stands on the right side i.e. the north end of the bridge, reaching up to 

1000-1100 meters. (Photography by Aksel Fenerci/NTNU) 

 

Hardanger Bridge supports two traffic lanes, one in each direction and a bicycle lane on its girder; 

therefore, it is exceptionally slender compared to other bridges of similar scale (Fig.  5). The bridge 

deck section is an aerodynamically designed streamlined box section, which is 3.2 meters high and 18.3 

meters wide. The deck is curved with a radius of curvature of 20,000 meters (Fig.  6) A technical 

drawing of the section is provided in Fig.  7. As seen in the drawings, the deck section is equipped with 

guide vanes which were installed underneath the girder. These were designed to mitigate vortex-induced 

vibrations detected during the wind tunnel tests prior to the construction of the bridge. The girder is 

composed of 60 meters long sections, which were individually lifted to place and attached to the hangers 

of the bridge. In total, the bridge girder is supported by 2 main cables through 130 straight hangers, 

where the shortest one is 2 meters and the longest one is 128 meters long. The massive pylons on either 

side sit on rock foundations and reach around 200 meters.  
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Fig.  4 Local topography surrounding the Hardanger Bridge (contour lines show 100 m elevation 

difference) (map data from ®Kartverket, Norwegian Mapping Authority) 

 

 

 
 

Fig.  5 The Hardanger Bridge girder: the girder supports two traffic lanes and a bicycle lane. The 

streamlined box girder and the guide vanes underneath it are shown (Illustration courtesy of NPRA)  
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Fig.  6 On the deck of Hardanger Bridge: the curvature of the deck is visible  

 

 
 

Fig.  7 Technical drawing of the Hardanger Bridge deck cross-section, all units in mm (courtesy of 

NPRA) 

 

2.2.  Project overview 
 

Hardanger Bridge was opened to traffic on August 2013 after a 3.5 year construction period. Shortly 

after its opening, a research project has been initiated by the structural dynamics group at the Norwegian 

University of Science and Technology (NTNU) aiming to conduct long-term monitoring of wind 

velocities and deck accelerations along the bridge span. In context with the Ferry-Free Coastal Highway 

E39, the aim of the project and the measurement campaign was to provide data on wind characteristics 

and dynamic response of a long-span suspension bridge in Norwegian Fjords. This would aid in 

validation and applicability of the state-of-the-art methodology for the unique terrain where the future 

bridges are planned to be built, as well as quantitative and qualitative evaluation of the uncertainty 

imposed into dynamic response prediction.  

 

The monitoring system, consisting of wind and acceleration sensors was designed to serve the needs of 

the research project, not as a structural health monitoring system, which is the common practice. The 
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monitoring system was installed by a team from NTNU. An overview of the monitoring system is shown 

in Fig.  8. The coordinates of the sensors are given in Table 1, where the origin of the coordinate system 

is taken at the midspan of the bridge and positive x-axis is toward the Bu side. As indicated in the figure, 

eight of the anemometers are distributed along the girder, attached to the hangers of the bridge at a 

height of 8 meters above the deck (Fig.  9) to avoid disturbance of the wind flow due to the deck itself 

or the overflowing traffic. The remaining anemometer is located at the top of the Vallavik (north) tower. 

The deck anemometers are located on the side of the bridge facing the east because of the ease of access 

provided by the pedestrian lane, except for the anemometer A6, which is attached to a light pole around 

midspan on the west side. The anemometers are WindMaster Pro 3D ultrasonic type from Gill 

Instruments. The sensors measure in 0-65 m/s range with 0.001 m/s resolution with a maximum 

sampling rate of 32 Hz.  Among 20 accelerometers, 16 of them are installed inside the girder at the 

bulkheads. Among which, 14 of the sensors are located on either side of the cross-section with 

approximately 13 meters apart from each other (Fig.  10), where the remaining two were installed 

without pairs. The remaining four is at the tower tops, two at each tower and one on each side. The 

sensors are of type CUSP-3D series triaxial strong motion accelerographs from Canterbury Seismic 

Instruments. They can measure in ±4g range with a maximum sampling rate of 200 Hz.  

 

 

Fig.  8 Overview of the Hardanger Bridge monitoring system: the system consists of 9 wind sensors 

(anemometers), 20 accelerometers, 10 wi-fi antennas, 10 GPS sensors and 11 dataloggers.  
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Table 3 Sensor names and coordinates: the origin of the coordinate system is the midspan of the 

bridge and positive x-direction points to the south (Bu) end of the bridge 

Wind sensors Accelerometers 

Name x (m) y (m) z (m) Name x (m) y (m) z (m) 

A1 460 7.25 0.3 H1E/H1W 480 6.33/-6.64 -8.38 

A2 280 7.25 3.2 H2W 360 -6.64 -6.41 

A3 240 7.25 3.9 H3E/H3W 240 6.33/-6.64 -4.45 

A4 200 7.25 4.6 H4E/H4W 120 6.33/-6.64 -2.48 

A5 180 7.25 4.9 H5E/H5W -7 6.33/-6.64 -0.4 

A6 -10 -7.25 8 H6E/H6W -120 6.33/-6.64 -2.25 

A7 -180 7.25 5.2 H7E/H7W -240 6.33/-6.64 -4.22 

A8 -420 7.25 1.2 H8E -360 6.33 -6.18 

A9 -655 4.5 140 H9E/H9W -480 6.33/-6.64 -8.15 

    T1E/T1W 655 4.5/-4.5 120.5 

    T2E/T2W -655 4.5/-4.5 120.5 

 

 

 

Fig.  9 Triaxial sonic anemometers installed on the Hardanger Bridge: the anemometers extend one 

meter to the side of the hangers by a steel bar to avoid disturbance of the wind flow. On the right, 

anemometer A6 is shown. It is attached to a light pole around midspan.  
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Fig.  10 Triaxial accelerometers inside the Hardanger Bridge deck. The sensors are attached to the 

bulkheads with a wood block in between to provide better traction.  

 

The wind and acceleration sensors are connected by wire to the local datalogger units placed in close 

vicinity of the sensors inside the bridge deck (Fig.  11). These loggers are of CUSP-Ms type from 

Canterbury Seismic Instruments. A main datalogger (CUSP-Me) is situated at the top of the Vallavik 

Tower (Fig.  11). There, all the data is collected from the local loggers by wireless communication. This 

is achieved by wi-fi antennas connected to each local logger unit (Fig.  12). The time synchronization 

of the data between loggers is achieved using GPS sensors at each logger unit (Fig.  12). 

 

 
Fig.  11 Dataloggers at the Hardanger Bridge: on the left, two logger units at the Vallavik Tower are 

shown. The other loggers are placed inside the girder, close to sensors.  

 

 
Fig.  12 Other instruments of the monitoring system: wi-fi antennas and GPS sensors are attached to 

hangers and connected to each logger unit. In both pictures, the antennas are on the left and the GPS 

sensors are on the right.  
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2.3.  Operation, maintenance and data acquisition 
 

The monitoring system is operational at all times, unless there is a technical problem. Although the 

sensors measure data continuously, the dataloggers do not always record data. The system is set in such 

a way that the dataloggers are triggered to record data only in case of strong winds. When the mean 

wind velocity in any of the sensors exceeds a trigger value of 15 m/s averaged over 1 minute, all of the 

dataloggers record data from all of the sensors in the system for a duration of 30 minutes. The sensors 

are set to measure with their highest possible sampling rates, which are 32 Hz for the anemometers and 

200 Hz for the accelerometers. By means of the wi-fi antennas, the data from each of the local loggers 

then get transformed to the main datalogger at the tower. Here the datalogger is connected to an ADSL 

router and the data is automatically uploaded to and stored securely in servers located at NTNU with 

the UTC timestamp.  

 

Regular maintenance checks of the measurement system were conducted only once a year, prior to the 

storm season, which usually starts in December for Norway. These regular checks included inspection 

of the physical health of the sensors and connections, as well as the data acquisition system. Remote 

access to the system settings is provided by a web interface through the internet connection. This allows 

changing the settings, remote manual triggering of the system, rebooting of individual loggers or 

rebooting of all loggers. The conncetion is checked regularly by pinging the IP numbers of the wireless 

sensors inside the local network. In case of a connection failure, the project members are notified via e-

mail and the issue is due further inspection. In the event of a sensor or connection failure which cannot 

be handled remotely, additional maintenance trips had to be performed to the site. During the 4 year 

monitoring period, accelerometers did not experience any failure. The wifi-antennas and anemometers, 

on the other hand, were more vulnerable; since they are located out in the open and exposed to 

environmental effects such as wind, ice snow, rain, bird impact, etc. Although not frequent, failure of 

the wind sensors, wi-fi antennas and malfunction of the dataloggers and the ADSL router were 

experienced during the course of the 4 year measurement campaign. Any malfunction of the dataloggers 

were usually possible to be fixed with a remote reboot; however, a hard reboot in the box was sometimes 

necessary. Two of the anemometers and one wi-fi antenna had to be replaced by new ones, due to 

permanent sensor failures. One of the anemometers was physically broken, possibly due to fatigue, 

induced by high frequency vortex-induced vibration of the hanger [117]. In the case of a router or 

wireless sensor failure, no data is lost. The data cannot be transferred but still locally recorded and can 

be retrieved later. Unavoidably, in case of sensor failures or failure of local loggers, the data from local 

sensors are lost. In the case of failure of the main logger, all data is still logged in the local units. If the 

router does not work, the data cannot be transferred from the main logger, but still recorded there until 

its capacity (50 gigabytes) is full.  
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Fig.  13 Anemometer failure. The picture on the left shows the broken sensor. The head of the sensor 

is completely detached from its body; however, it is hanging on to the bottom plate by pure luck. The 

failure is believed to have happened due to fatigue caused by wild vortex-induced vibrations of the 

hanger. On the right: PhD candidates Øyvind Wiig Petersen and Tor Martin Lystad are working hard 

to replace the broken sensor. 

 

2.4.  Database for bridge monitoring projects 
 

The comprehensive monitoring system has a dense sensor network and as mentioned earlier, high 

sampling rates were imposed, which inevitably results into large amount of data accumulation, 

especially in the long term. A 30-minute long recording outputs approximately 600 MB of data in the 

comma-separated-values (.csv) file format, which is the default format in the system for the raw and 

uncompressed data. The large amount of data makes storage, organization, sharing and processing of 

the data rather challenging. Therefore, it is required that the data is handled in a systematic but practical 

way.  

 

In parallel to the Hardanger Bridge, two other bridges in Norway, namely the Gjemnessund Bridge, a 

suspension bridge (623 m main span, 1257 m in total) and the Bergsøysund Bridge [118], an end-

supported pontoon bridge (930 m) are being monitored by the structural dynamics group at NTNU. 

Therefore, it was desired to have a common database for all bridge monitoring data acquired during 

these campaigns. To that end, it was decided to collect the data into Matlab data structures [119] with 

“.mat” extension in a predefined structure common for all projects. The file format was chosen due to 

its ease of use and well integration into commonly used computation and analysis software such as 

Matlab [119] or Python [120]. It was also preferred that the 30-minute recordings kept in separate files, 

to avoid excessive file sizes that require sizeable memory allocation.  

 

A computer program was written in Matlab in collaboration with PhD candidate Knut Andreas Kvåle 

to automate the collection of the data into the desired format, as the monitoring project continues. This 
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way, a new recording is automatically detected by a workstation dedicated to this particular job and the 

data is stored in mat-files after preliminary signal processing. The resulting files contain general 

information about the recording (such as the coordinate system, sensor locations, duration of the 

recording, etc.), raw data, adjusted data (after signal processing) and some basic statistics. The 

organization of a single mat-file is given in Fig.  14. A mat-file for a 30 minutes long recording takes 

around 300 MB of space. It is possible to further compress this [119]; however, the loading time for the 

compressed file would be longer.  

 

 

Fig.  14 Organization of the data structure for a single 30-minute recording: the file contains general 

information on the recordings and sensors, raw and adjusted data and simple sensor-specific statistics.  

 

The workflow in creating a mat-file following a recording at the bridge site is illustrated in Fig.  15. 

Along with the “.csv” output from the system, the program requires other input files in the “.xml” file 

format. Among which, the “system setup” file incorporates information about the sensor setup and 

sampling frequencies, valid measurement ranges, etc. and shall be left unchanged unless there is a 

change in the configuration of the system.  The “sensor info” file contains information on the sensor 

types such as accelerometers and wind sensors. This file requires updating if there is an addition of new 

sensor types to the system. The remaining “metadata” is supplied by the monitoring system as a bi-
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product and contains information about the recording and system settings. Having the necessary input, 

the program compiles all information into a single file with the raw data and the so-called “adjusted 

data”. The latter consists of data that are downsampled and cleaned from error values (the sensors 

commonly output large values as errors) of values outside valid limits and necessary transformations 

made.  An example recording is presented in Fig.  16 to highlight differences between raw and adjusted 

data.  

 

Fig.  15 Workflow of the data import package  

 

(a)  

(b)  

 

Fig.  16 Raw vs. adjusted data for a 30-minute long recording: (a) Magnitude of the velocity vector in 

the horizontal plane (sensor A6) and (b) vertical acceleration signal (sensor H8E). The gray lines 

show the raw data, where blue is for the adjusted data. The large error values in (a) was removed by 

preliminary signal processing. The data is also resampled to 20 Hz. 
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It is also beneficial that the data structure contains simple statistics from the recording, which shall be 

quickly accessed. These are the mean, standard deviation and higher order moments for the 

accelerometers and the turbulence statistics for the anemometers. Since, anemometers sample data in 

polar coordinates, a coordinate transformation had to be performed to obtain the mean wind velocity 

and the turbulence components.  Given the outputs V(t) the magnitude of the wind velocity on the 

horizontal plane, ϕ(t) the wind direction and W(t) the vertical wind velocity, the transformation reads 
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( ) ( ) , ( ) ( )sin ( ) ( ) , ( ) ( ) ( )

U V t V t V t t t

u t V t U v t V t t t w t W t W t

 



 

 

  

     
  (17) 

where the bar denotes time averaging, U the mean wind speed and u(t), v(t) and w(t) the along-wind, 

cross-wind and vertical turbulence components, respectively. Using these turbulence components, 

statistics such as the mean wind speed and direction, turbulence intensity and covariance of turbulence 

components are obtained and appended to the data structures. 

 

 

Fig.  17 Organization of the statistical information file 

           

After appending the statistics, the file is complete; therefore, it is saved to the database and the project 

members are notified with an e-mail. However, it is of practical advantage if the statistics from each 

recording can be accessed easily without having to load the entire database to the computer memory. 

This was achieved by creating a separate file called the “statistical info” file, where the statistics from 

all recordings are collected without the data itself. The organization chart for this file is given in Fig.  

17. The file is updated after each recording and it contains essentially the same statistical information 

as the individual recording files. The database is formed by a combination of the individual recording 
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files and the statistics file. Together, they provide practical means for assessing data and searching 

through the large database.  
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3. Summary of appended papers 

 

3.1. Declaration of authorship 
 

First of all, it is deemed important to state that PhD candidate Aksel Fenerci did not take part in the 

planning and installation of the monitoring system. The system was designed mainly by Dr. Ole Øiseth 

and the installation was done in 2013 by contribution of several PhD candidates, master students and 

technicians from the Department of Structural Engineering at NTNU. Therefore, the system was already 

operational when the doctoral study started. The PhD candidate had the primary role in maintenance, 

control and data handling during the project, together with PhD candidates Knut Andreas Kvåle and 

Øyvind Wiig Petersen.  

 

PhD candidate Aksel Fenerci is the first author of all the appended papers. In Paper 1, Aksel Fenerci 

and Ole Øiseth did the planning, where Aksel Fenerci conducted the numerical study and wrote the 

manuscript with frequent discussion with Ole Øiseth. Both Anders Rønnquist and Ole Øiseth 

contributed with proof-reading and general suggestions.  

 

In Paper 2, Aksel Fenerci and Ole Øiseth established the framework. Aksel Fenerci conducted the 

numerical study based on a buffeting response routine written by Ole Øiseth. Aksel Fenerci wrote the 

manuscript, where Ole Øiseth contributed with suggestions, which improved the overall scientific 

quality of the paper. 

 

In Papers 3, 4 and 5, Aksel Fenerci did most of the planning, implemented the necessary computational 

tools and wrote the manuscripts, with close communication with Ole Øiseth, who did the proof-reading 

and suggested corrections and improvements that lead to better manuscripts.   

 

3.2. Paper 1 [121] 
 

Fenerci A, Øiseth O, Rønnquist A. Long-term monitoring of wind field characteristics and dynamic 

response of a long-span suspension bridge in complex terrain. Engineering Structures 2017;147:269–

84.  

 

The first paper presents long-term data of wind characteristics at the bridge site and dynamic response 

of the bridge deck. The results showed large scatter in both. The relationship of the two are then studied 

using response surface methodology. Simple wind related parameters such as the mean wind speed, the 

yaw-angle, turbulence intensities and length scales are used to describe the wind turbulence field. It is 

seen that the variability observed in the dynamic response is attributable to the variability present in the 
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wind field to a significant extent. The mean wind speed and the three turbulence parameters are found 

critically important in describing the wind-induced dynamic response, from the statistical point of view. 

 

3.3. Paper 2 [122] 
 

Fenerci A, Øiseth O. Measured Buffeting Response of a Long-Span Suspension Bridge Compared 

with Numerical Predictions Based on Design Wind Spectra. Journal of Structural Engineering 

(United States) 2017;143. 

 

Having reached the conclusion that the dynamic response of the HB shows significant variability caused 

by the variable turbulence filed, it is desired to test how this is reflected into the current design practice, 

where the turbulence parameters are usually treated in a deterministic manner. Using the N400 [123] 

(Norwegian guidelines for bridge design) and the basis wind characteristics at the HB site used in design 

[124], the dynamic response of the HB deck is calculated using multimode buffeting theory in frequency 

domain. When compared with full-scale measurements, the analytical predictions gave design curves 

approximately in the middle of the scatter. This means that the design approach is successful in 

capturing and average of the measured response. However, the scatter in the dynamic response is 

neglected by the design method due to deterministic treatment of the turbulence characteristics. That 

way, the design curves get exceeded frequently by measurements. As a conservative and illustrative 

approach, the analyses are repeated using 95th percentiles of turbulence characteristics. The analyses 

resulted into more satisfactory design curves, encompassing most of the measurement data. Therefore, 

it is shown that the effect of variability in turbulence parameters can and should be accounted for in the 

analytical predictions.  

 

3.4. Paper 3 [125] 
 

Fenerci A, Øiseth O. Evaluation of wind-induced response predictions of a long-span suspension 

bridge using full-scale measurements. 7th Eur. African Conf. Wind Eng. (EACWE 2017), Liege, 

Belgium, 2017. 

 

In the global analyses of papers 1 & 2, it was found that the variability in the turbulence characteristics 

of HB site should be taken into account for reliable design and buffeting response analysis. However, 

it is also important to investigate how well the analytical predictions correspond with the measured 

response. This short paper presents a straight-forward comparison of measured and predicted responses 

for a 1 hour recording that was taken at the HB site. Intentionally, an exceptionally stationary 1-hour 

long recording with 14.3 m/s wind speed and steady perpendicular (to the bridge longitudinal axis) wind 

direction was selected from the database. Comparison of the buffeting response in terms of root-mean-

square accelerations along the girder and the corresponding response spectra pointed out significant 

discrepancies. The vertical response was under-predicted by the analysis, where the torsional response 
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was highly overestimated. Although the exact reason of the discrepancy could not be pin-pointed, the 

study shows that the uncertainty is quite high, even when the turbulence field is modeled with maximum 

possible accuracy and the wind is stationary and perpendicular to the bridge.  

 

3.5. Paper 4 [126] 
 

Fenerci A, Øiseth O. Strong wind characteristics and dynamic response of a long-span suspension 

bridge during a storm. Journal of Wind Engineering and Industrial Aerodynamics 2018:116–38. 

 

In this paper, the investigations of the third paper is extended for an entire storm event with a duration 

of 13.5 hours. Here, it was found that an averaging interval of 1-hour was not appropriate, since 

nonstationary features were present in wind signals. Using 10-minute averaging intervals, an extensive 

wind characteristics study is conducted and the measurement results are used to model the turbulence 

field. The predicted buffeting response is compared with measurements in terms of root-mean-square 

acceleration and displacement responses. Span-wise non-uniformity of the wind field is also modeled 

in the analyses. Reasonable predictions for the lateral and the torsional responses were achieved, where 

the vertical response was again under-predicted. The discrepancies found in papers 3 & 4 indicate that 

there is also considerable uncertainty in the buffeting response estimates, resulting from sources other 

than the turbulence modeling. This suggests that improvements on the current methodology or use of 

more sophisticated methods are needed for more accurate estimations.  

 

3.6. Paper 5 
 

Fenerci A, Øiseth O. Site-specific data-driven probabilistic wind field modeling for wind-induced 

response prediction of cable-supported bridges. Submitted for journal publication. 

 

In light of the findings of paper 1 & 2, it is made clear that the variability in the wind field should be 

taken into account in design and buffeting response predictions carried out for such complex terrain. 

This implies that a probabilistic turbulence model have to be used instead of the common practice, 

where the turbulence field is described through deterministic parameters obtained by either averaging 

the measurements or directly from code recommendations. In this paper, using long-term data from the 

HB site, the wind turbulence field is modeled using six parameters, which are treated as correlated 

random variables. The probability distributions and correlation structures of the parameters are 

established conditional to the mean wind speed and direction. Simulations of the turbulence field are 

conducted using random number generators and compared with the measurement data through auto-

spectra and normalized co-spectra of turbulence. It is founded that the turbulence field at the HB can be 

modeled probabilistically with the use of six log-normally distributed correlated random variables. Such 
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a model is suitable to be used in reliability analyses or long term extreme response estimation of the 

HB against turbulent wind loading.  
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4. Conclusions 

Analysis of extensive amount of data on wind field characteristics and bridge accelerations collected 

from a measurement system installed in the HB showed significant scatter, conflicting the current 

design approach. The most prominent contribution of this thesis is perhaps the elaborate presentation 

of this variability, investigation of the effects of turbulence parameters on it and suggestions toward 

probabilistic modeling of the turbulence field for long-span cable-supported bridges located in complex 

terrain. In further detail, following conclusions are reached in light of the presented study: 

 

Wind field characteristics in complex terrain 

 The wind filed at the HB site exhibits variable turbulence characteristics. In general, the wind 

is not strictly stationary and not homogenous along the bridge. The turbulence components 

show reasonably Gaussian behavior, except for the cross-wind component, which is of minor 

importance in case of a horizontal line-like structure.  

 Integral length scale estimates show severe scatter. The estimations are very sensitive to 

nonstationary features and the estimation method adopted. Therefore, it is recommended that 

the use of deterministic length scales as design parameters should be avoided when possible.  

 For the case of the HB site, a Kaimal-type of formula for the auto-spectra of turbulence 

components and Davenport’s expression for the normalized co-spectra are found satisfactory 

in modeling the turbulence field. For super long-span bridges, it is likely that Davenport’s 

formula is no more suitable, due to its weakness in modeling low-frequency behavior. In that 

case, more advanced models, or multiple-parameter expressions have to be used. 

 

Response surface analysis 

 Response surface methodology is used to estimate the relationship between wind characteristics 

at the site and the wind-induced dynamic response of the bridge in a statistical framework. It is 

found that most of the variability observed in dynamic response roots from the variable 

turbulence characteristics.  

 Response surface analyses allow further elaboration of the underlying relationships between 

individual turbulence parameters and dynamic response components, and also their interactions 

with each other.  

 The statistical tool is found useful in understanding such complex physical phenomena. 

However, it should be handled carefully since there is no integral physical model in the analysis. 

If successfully applied, valuable information about overall uncertainty of the process and 

sensitivity to different parameters can be extracted. It might also be possible to integrate the 
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framework in structural health monitoring applications, where identification of unexpected 

behavior is the ultimate goal.  

 

Buffeting analysis of the HB deck 

 Throughout the thesis, buffeting response of the HB deck was calculated several times using 

the multimode buffeting theory applied in frequency domain. The results indicate considerable 

discrepancies between measured and predicted responses.  

 The aim of the analyses was to apply and test the performance of the common practice; 

therefore, a study toward improvement of these predictions were not conducted. Calculations 

and discussions are provided for the buffeting loads on bridge cables and span-wise non-

uniform winds are given in the papers.  

 The discrepancy is not likely to be due to parameter and model uncertainties in the turbulence 

model. Large discrepancies are also not expected due to presence of skew winds or 

nonstationary trends. Since the considered wind speed range is far from flutter conditions, the 

self-excited forces are thought to be modeled with reasonable accuracy. The investigations of 

paper 3 also imply that the vertical angle-of-attack cannot explain these discrepancies. 

 For better evaluation of the performance of methods and predictions, it is recommended that 

the effect of nonlinear buffeting forces is established, which requires a time-domain analysis. 

Better estimations for aerodynamic admittance functions and span-wine correlation of buffeting 

loads are also needed, which require further wind tunnel testing. Lastly, better estimations of 

the in-wind modal properties, especially damping, would be useful. 

 

Probabilistic modeling of the turbulence field 

 The turbulence field along the HB deck is successfully modeled by a set of log-normally 

distributed and correlated turbulence parameters. 

 The site-specific model represents the wind field with good accuracy in the measurement range.  

 If a frequency domain approach is adopted, such a model is fast, easy to use and suitable for 

use in reliability analyses, performance-based design or long term extreme response analysis. 
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5. Suggestions for future work 

 

 Nonstationary features are captured in some of the wind recordings. Although the strong winds 

in extra-tropical conditions are rather stationary, the built-up parts of storms seem to 

accommodate trends in the mean wind speed. Terrain-induced effects are also possible. 

Therefore, nonstationary analyses should be conducted to test the validity of the stationarity 

assumption.  

 Fast Fourier Transform (FFT) based spectral estimation methods result into large variance in 

the estimates, which might increase possible signal processing and modeling errors. Parametric 

spectral estimation methods [127] might offer a practical alternative.  

 For a more elaborate study on the buffeting response, more sophisticated analysis techniques 

may be sought. Inclusion of the effect of skew-winds, vertical angle-of-attack and correct 

aerodynamic admittance and span-wise correlation of buffeting forces all require extensive 

wind tunnel testing. 

 The effect of the nonlinear buffeting forces can be investigated using time-domain simulations. 

 The in-wind modal properties of the bridge should be studied further to better simulate the 

modal behavior. Especially, accurate modeling of damping is prominent for more satisfactory 

predictions. If these factors are found to be of critical importance in prediction of the buffeting 

response, the methods should be standardized to be used in design. 

 The probabilistic model derived for the HB site should be tested in frameworks such as 

reliability analysis and long-term extreme response analysis. Work is also needed toward 

incorporating these techniques into the design phase, given that the analyses provide 

satisfactory results. 

  



36 

 

  



37 

 

6. References 

 

[1] Xu Y-L. Wind Effects on Cable-Supported Bridges. John Wiley & Sons; 2013. 

[2] Diana G, Fiammenghi G, Belloli M, Rocchi D. Wind tunnel tests and numerical approach for 

long span bridges: The Messina bridge. J Wind Eng Ind Aerodyn 2013;122:38–49. 

doi:10.1016/j.jweia.2013.07.012. 

[3] Lin TY, Chow P. Gibraltar strait crossing-a challenge to bridge and structural engineers. Struct 

Eng Int 1991;1:53–8. 

[4] Larsen A, Larose GL. Dynamic wind effects on suspension and cable-stayed bridges. J Sound 

Vib 2015;334:2–28. doi:10.1016/j.jsv.2014.06.009. 

[5] Miyata T. Historical view of long-span bridge aerodynamics. J Wind Eng Ind Aerodyn 

2003;91:1393–410. doi:10.1016/j.jweia.2003.09.033. 

[6] Brownjohn JMW. Structural health monitoring of civil infrastructure. Philos Trans R Soc 

London, Ser A, Math Phys Sci 2007;365:589–622. doi:10.1098/rsta.2006.1925. 

[7] Carder D. Observed vibrations of bridges. Bul Seismol Soc Am 1937;27:267–303. 

[8] Worden K, Farrar CR, Manson G, Park G. The fundamental axioms of structural health 

monitoring. Proc R Soc A Math Phys Eng Sci 2007;463:1639–64. doi:10.1098/rspa.2007.1834. 

[9] Cunha A, Caetano E, Magalhães F, Moutinho C. Recent perspectives in dynamic testing and 

monitoring of bridges. Struct Control Heal Monit 2013;20:853–77. doi:10.1002/stc.1516. 

[10] Wong K-Y. Instrumentation and health monitoring of cable-supported bridges. Struct Control 

Heal Monit 2004;11:91–124. doi:10.1002/stc.33. 

[11] Brownjohn JMW, Magalhaes F, Caetano E, Cunha A. Ambient vibration re-testing and 

operational modal analysis of the Humber Bridge. Eng Struct 2010;32:2003–18. 

doi:10.1016/j.engstruct.2010.02.034. 

[12] Carney C, Scullion A, Faulkner P, Carr J. Structural Health Monitoring System installation and 

use on the Queensferry Crossing. 9th Int. Cable Support. Bridg. Oper. Conf. June 19-22, Halifax, 

Nov. Scotia, Canada, 2016. 

[13] Tanaka H, Davenport AG. Wind‐Induced Response of Golden Gate Bridge. J Eng Mech 

1983;109:296–312. doi:10.1061/(ASCE)0733-9399(1983)109:1(296). 

[14] Abdel-Ghaffar AM, Scanlan RH. Ambient Vibration Studies of Golden Gate Bridge: I. 

Suspended Structure. J Eng Mech 1985;111(4). 

[15] Owen JS, Meng X. Field Monitoring of the Forth Road Bridge. 7th Eur. African Conf. Wind 

Eng. (EACWE 2017), Liege, Belgium, 2016. 

[16] Bas S, Apaydin NM, Ilki A, Catbas FN. Structural health monitoring system of the long-span 

bridges in Turkey. Struct Infrastruct Eng 2017:1–20. doi:10.1080/15732479.2017.1360365. 

[17] Brownjohn JMW, Dumanoglu AA, Severn RT, Blakeborough A. Ambient vibration survey of 



38 

 

the bosporus suspension bridge. Earthq Eng Struct Dyn 1989;18:263–83. 

doi:10.1002/eqe.4290180210. 

[18] Brownjohn JMW, Bocciolone M, Curami A, Falco M, Zasso A. Humber bridge full-scale 

measurement campaigns 1990-1991. J Wind Eng Ind Aerodyn 1994;52:185–218. 

doi:10.1016/0167-6105(94)90047-7. 

[19] Brownjohn JMW, Dumanoglu AA, Severn RT. Ambient vibration survey of the fatih sultan 

mehmet (second Bosporus) suspension bridge. Earthq Eng Struct Dyn 1992;21:907–24. 

doi:10.1002/eqe.4290211005. 

[20] Miyata T, Yamada H, Katsuchi H, Kitagawa M. Full-scale measurement of Akashi-Kaikyo 

Bridge during typhoon. J Wind Eng Ind Aerodyn 2002;90:1517–27. doi:10.1016/S0167-

6105(02)00267-2. 

[21] Sumitoro S, Matsui Y, Kono M, Okamoto T, Fujii K. Long span bridge health monitoring system 

in Japan. 6th Annu Int Symp NDE Heal Monit Diagnostics 2001;4337:517–24. 

doi:10.1117/12.435628. 

[22] Macdonald JHG, Dagless EL, Thomas BT. Dynamic measurements of the Second Severn 

Crossing. Proc Instn Civ Engrs, Transp 1997;123:241–8. 

[23] Xu YL, Zhu LD, Wong KY, Chan KWY. Field measurement results of Tsing Ma suspension 

bridge during typhoon Victor. Struct Eng Mech 2001;10:545–59. 

[24] Larsen A, Esdahl S., Jacob Anderson, Vejrum T. Storebælt Suspension Bridge-Vortex Shedding 

Excitation and Mitigation by Guide Vanes. J Wind Eng Ind Aerodyn 2000;88:283–96. 

[25] Zhou HF, Ni YQ, Ko JM. Structural health monitoring of the Jiangyin Bridge: system upgrade 

and data analysis. Smart Struct Syst 2013;11:637–62. doi:10.12989/sss.2013.11.6.637. 

[26] Wang H, Li A, Guo T, Tao T. Establishment and Application of the Wind and Structural Health 

Monitoring System for the Runyang Yangtze River Bridge. Shock Vib 2014;2014:1–15. 

doi:10.1155/2014/421038. 

[27] Wang H, Li A, Guo T, Xie J. Field measurement on wind characteristic and buffeting response 

of the Runyang Suspension Bridge during typhoon Matsa 2009;52:1354–62. 

doi:10.1007/s11431-008-0238-y. 

[28] Wang H, Wu T, Tao T, Li A, Kareem A. Measurements and analysis of non-stationary wind 

characteristics at Sutong Bridge in Typhoon Damrey. J Wind Eng Ind Aerodyn 2016;151:100–

6. doi:10.1016/j.jweia.2016.02.001. 

[29] Hui MCH, Larsen A, Xiang HF. Wind turbulence characteristics study at the Stonecutters Bridge 

site: Part I-Mean wind and turbulence intensities. J Wind Eng Ind Aerodyn 2009;97:22–36. 

doi:10.1016/j.jweia.2008.11.002. 

[30] Hui MCH, Larsen A, Xiang HF. Wind turbulence characteristics study at the Stonecutters Bridge 

site: Part II: Wind power spectra, integral length scales and coherences. J Wind Eng Ind Aerodyn 

2009;97:48–59. doi:10.1016/j.jweia.2008.11.003. 



39 

 

[31] Liu M, Liao H, Li M, Ma C, Yu M. Long-term field measurement and analysis of the natural 

wind characteristics at the site of Xi-hou-men Bridge. J Zhejiang Univ Sci A 2012;13:197–207. 

doi:10.1631/jzus.A1100178. 

[32] Syrkov A V., Krutikov O V. Lifecycle optimization for Vladivostok-Russky isle bridge by 

means of risk analysis and monitoring. Autom Remote Control 2014;75:2217–24. 

doi:10.1134/S000511791412011X. 

[33] Fenerci A, Øiseth O, Rønnquist A. Long-term monitoring of wind field characteristics and 

dynamic response of a long-span suspension bridge in complex terrain. Eng Struct 

2017;147:269–84. doi:10.1016/j.engstruct.2017.05.070. 

[34] Davenport AG. Buffeting of a suspension bridge by storm winds. J Struct Div 1962;88:233–68. 

doi:10.4319/lo.2013.58.2.0489. 

[35] Davenport AG. The application of statistical concepts to the wind loading of structures. Proc 

Inst Civ Eng Struct Build 1961;19:449–72. 

[36] Davenport AG. Response of Slender Line Like Structures to a Gusty Wind. Inst Civ Engrs, Proc 

1963;23:389–408. 

[37] Wirsching PH, Paez TL, Ortiz K. Random Vibrations: Theory and Practice. Dover Publications; 

2006. 

[38] Scanlan RH, Tomko JJ. Airfoil and Bridges Deck Flutter Derivatives. J Eng Mech Div 

1971;97:1717–37. 

[39] Scanlan RH. The action of flexible bridges under wind, II: Buffeting theory. J Sound Vib 

1978;60:187–99. doi:10.1016/S0022-460X(78)80029-7. 

[40] Lin YK, Yang JN. Multimode Bridge Response to Wind Excitations. J Eng Mech 

1983;109:586–603. doi:10.1061/(ASCE)0733-9399(1983)109:2(586). 

[41] Chen X. Analysis of multimode coupled buffeting response of long-span bridges to 

nonstationary winds with force parameters from stationary wind. J Struct Eng (United States) 

2015;141:1–14. doi:10.1061/(ASCE)ST.1943-541X.0001078. 

[42] Chen X, Kareem A, Matsumoto M. Multimode coupled flutter and buffeting analysis of long 

span bridges. J Wind Eng Ind Aerodyn 2001;89:649–64. doi:10.1016/S0167-6105(01)00064-2. 

[43] Jain A, Jones NP, Scanlan RH. Coupled Flutter and Buffeting Analysis of Long-Span Bridges. 

J Struct Eng 1996;122:716–25. doi:10.1061/(ASCE)0733-9445(1996)122:7(716). 

[44] Katsuchi H, Jones NP, Scanlan RH, Akiyama H. Multi-mode flutter and buffeting analysis of 

the Akashi-Kaikyo bridge. J Wind Eng Ind Aerodyn 1998;77–78:431–41. doi:10.1016/S0167-

6105(98)00162-7. 

[45] Øiseth O, Rönnquist A, Sigbjørnsson R. Simplified prediction of wind-induced response and 

stability limit of slender long-span suspension bridges, based on modified quasi-steady theory: 

A case study. J Wind Eng Ind Aerodyn 2010;98:730–41. doi:10.1016/j.jweia.2010.06.009. 

[46] Costa C, Borri C, Flamand O, Grillaud G. Time-domain buffeting simulations for wind-bridge 



40 

 

interaction. J Wind Eng Ind Aerodyn 2007;95:991–1006. doi:10.1016/j.jweia.2007.01.026. 

[47] Caracoglia L, Jones NP. Time domain vs. frequency domain characterization of aeroelastic 

forces for bridge deck sections. J Wind Eng Ind Aerodyn 2003;91:371–402. doi:10.1016/S0167-

6105(02)00399-9. 

[48] Øiseth O, Rönnquist A, Sigbjörnsson R. Time domain modeling of self-excited aerodynamic 

forces for cable-supported bridges: A comparative study. Comput Struct 2011;89:1306–22. 

doi:10.1016/j.compstruc.2011.03.017. 

[49] Petrini F, Giuliano F, Bontempi F. Comparison of time domain techniques for the evaluation of 

the response and the stability in long span suspension bridges. Comput Struct 2007;85:1032–48. 

doi:http://dx.doi.org/10.1016/j.compstruc.2006.11.015. 

[50] Chen X, Matsumoto M, Kareem A. Time Domain Flutter and Buffeting Response Analysis of 

Bridges. J Eng Mech 2000;126:7–16. doi:10.1061/(ASCE)0733-9399(2000)126:1(7). 

[51] Zhu LD, Xu YL. Buffeting response of long-span cable-supported bridges under skew winds . 

Part 1 : theory. J Sound Vib 2005;281:647–73. doi:10.1016/j.jsv.2004.01.026. 

[52] Xu YL, Zhu LD, Xiang HF. Buffeting response of long suspension bridges to skew winds. Wind 

Struct An Int J 2003;6:179–96. doi:10.1296/WAS2003.06.03.01. 

[53] Xu YL, Zhu LD. Buffeting response of long-span cable-supported bridges under skew winds. 

Part 2: case study. J Sound Vib 2005;281:675–97. doi:10.1016/j.jsv.2004.01.025. 

[54] Xu YL, Sun DK, Ko JM, Lin JH. Buffeting analysis of long span bridges: a new algorithm. 

Comput Struct 1998;68:303–13. doi:10.1016/S0045-7949(98)00072-8. 

[55] Zhu L. Buffeting response of long span cable-supported bridges under skew winds: field 

measurement and analysis 2002. 

[56] Li Y, Hu P, Xu X, Qiu J. Wind characteristics at bridge site in a deep-cutting gorge by wind 

tunnel test. J Wind Eng Ind Aerodyn 2017;160:30–46. doi:10.1016/j.jweia.2016.11.002. 

[57] Hu L, Xu Y-L, Zhu Q, Guo A, Kareem A. Tropical Storm–Induced Buffeting Response of Long-

Span Bridges: Enhanced Nonstationary Buffeting Force Model. J Struct Eng 2017. 

doi:http://dx.doi.org/10.1061/(ASCE)ST.1943-541X.0001745#sthash.NxH6qIhi.dpuf. 

[58] Fenerci A, Øiseth O. Strong wind characteristics and dynamic response of a long-span 

suspension bridge during a storm. J Wind Eng Ind Aerodyn 2018:116–38. 

doi:10.1016/j.jweia.2017.10.030. 

[59] Zhang X. Influence of some factors on the aerodynamic behavior of long-span suspension 

bridges. J Wind Eng Ind Aerodyn 2007;95:149–64. doi:10.1016/j.jweia.2006.08.003. 

[60] Hu L, Xu Y-L. Extreme value of typhoon-induced non-stationary buffeting response of long-

span bridges. Probabilistic Eng Mech 2014;36:19–27. doi:10.1016/j.probengmech.2014.02.002. 

[61] Hu L, Xu Y-L, Huang W-F. Typhoon-induced non-stationary buffeting response of long-span 

bridges in complex terrain. Eng Struct 2013;57:406–15. 

doi:http://dx.doi.org/10.1016/j.engstruct.2013.09.044. 



41 

 

[62] Siedziako B, Øiseth O, Rønnquist A. An enhanced forced vibration rig for wind tunnel testing 

of bridge deck section models in arbitrary motion. J Wind Eng Ind Aerodyn 2017;164:152–63. 

doi:10.1016/j.jweia.2017.02.011. 

[63] Larose GL, Mann J. Gust loading on streamlined bridge decks. J Fluids Struct 1998;12:511–36. 

[64] ESDU 086010. Characteristics of atmospheric turbulence near the ground Part 3: variations in 

space and time for strong winds (neutral atmosphere). 2008th ed. London: ESDU International 

plc; 2001. 

[65] Panofsky HA, McCormick RA. The spectrum of vertical velocity near the surface. Q J R 

Meteorol Soc 1960;86:495–503. doi:10.1002/qj.49708637006. 

[66] Davenport AG. The spectrum of horizontal gustiness near the ground in high winds. Q J R 

Meteorol Soc 1961;87:194–211. doi:10.1002/qj.49708737208. 

[67] von Karman T. Progress in the statistical theory of turbulence. Proc Natl Acad Sci U S A 

1948;34:530–9. doi:10.1073/pnas.34.11.530. 

[68] Busch NE, Panofsky HA. Recent spectra of atmospheric turbulence. Q J R Meteorol Soc 

1968;94:132–48. doi:10.1002/qj.49709440003. 

[69] Panofsky HA, Tennekes H, Lenschow DH, Wyngaard JC. The characteristics of turbulent 

velocity components in the surface layer under convective conditions. Boundary-Layer Meteorol 

1977;11:355–61. doi:10.1007/BF02186086. 

[70] Teunissen HW. Structure of mean winds and turbulence in the planetary boundary layer over 

rural terrain. Boundary-Layer Meteorol 1980;19:187–221. doi:10.1007/BF00117220. 

[71] Panofsky HA, Larko D, Lipschutz R, Stone G, Bradley EF, Bowen AJ, et al. Spectra of velocity 

components over complex terrain. Q J R Meteorol Soc 1982;108:215–30. 

doi:10.1002/qj.49710845513. 

[72] Simiu E, Scanlan RH. Winds Effects on Structures: Fundamentals and Applications to Design. 

3rd ed. Wiley; 1996. 

[73] Tieleman HW. Universality of velocity spectra. J Wind Eng Ind Aerodyn 1995;56:55–69. 

doi:10.1016/0167-6105(94)00011-2. 

[74] Tieleman HW. Wind characteristics in the surface layer over heterogeneous terrain. J Wind Eng 

Ind Aerodyn 1992;41:329–40. doi:10.1016/0167-6105(92)90427-C. 

[75] Mann J. The spatial structure of neutral atmospheric surface-layer turbulence. J Fluid Mech 

1994;273:141. doi:10.1017/S0022112094001886. 

[76] Olesen HR, Larsen SE, Højstrup J. Modelling velocity spectra in the lower part of the planetary 

boundary layer. Boundary-Layer Meteorol 1984;29:285–312. doi:10.1007/BF00119794. 

[77] Naito G. Spatial structure of surface wind over the ocean. J Wind Eng Ind Aerodyn 1983;13:67–

76. doi:10.1016/0167-6105(83)90129-0. 

[78] Kristensen L, Jensen NO. Lateral coherence in isotropic turbulence and in the natural wind. 

Boundary-Layer Meteorol 1979;17:353–73. doi:10.1007/BF00117924. 



42 

 

[79] Kristensen L, Panofsky HA, Smith SD. Lateral coherence of longitudinal wind components in 

strong winds. Boundary-Layer Meteorol 1981;21:199–205. doi:10.1007/BF02033937. 

[80] Krenk S. Wind Field Coherence And Dynamic Wind Forces. In: Naess A, Krenk S, editors. 

IUTAM Symp. Adv. Nonlinear Stoch. Mech. Proc. IUTAM Symp. held Trondheim, Norway, 

3--7 July 1995, Dordrecht: Springer Netherlands; 1996, p. 269–78. doi:10.1007/978-94-009-

0321-0_25. 

[81] Mann J. The spectral velocity tensor in moderately complex terrain. J Wind Eng Ind Aerodyn 

2000;88:153–69. doi:https://doi.org/10.1016/S0167-6105(00)00046-5. 

[82] Solari G. Turbulence Modeling for Gust Loading. J Struct Eng 1987;113:1550–69. 

doi:10.1061/(ASCE)0733-9445(1987)113:7(1550). 

[83] Solari G, Piccardo G. Probabilistic 3-D turbulence modeling for gust buffeting of structures. 

Probabilistic Eng Mech 2001;16:73–86. doi:10.1016/S0266-8920(00)00010-2. 

[84] ESDU 85020. Characteristics of atmospheric turbulence near groud Part 2: signle point data for 

strong winds (neutral atmosphere). London: ESDU International plc; 2001. 

[85] Davenport AG. The Spectrum of Horizontal Gustiness Near the Ground in High Winds. J R 

Meteorol Soc 1961;87:194–211. 

[86] Tennekes H, Lumley JL. A First Course in Turbulence. Cambridge: The MIT Press; 1999. 

[87] Kristensen L, Jensen NO. Lateral coherence in isotropic turbulence and in the natural wind. 

Boundary-Layer Meteorol 1979;17:353–73. doi:10.1007/BF00117924. 

[88] Cheynet E, Jakobsen JB, Snæbjørnsson J. Buffeting response of a suspension bridge in complex 

terrain. Eng Struct 2016;128:474–87. doi:10.1016/j.engstruct.2016.09.060. 

[89] Chen J, Hui MCH, Xu YL. A comparative study of stationary and non-stationary wind models 

using field measurements. Boundary-Layer Meteorol 2007;122:105–21. doi:10.1007/s10546-

006-9085-1. 

[90] Hui MCH, Larsen A, Xiang HF. Wind turbulence characteristics study at the Stonecutters Bridge 

site: Part II: Wind power spectra, integral length scales and coherences. J Wind Eng Ind Aerodyn 

2009;97:48–59. doi:10.1016/j.jweia.2008.11.003. 

[91] Hui MCH, Larsen A, Xiang HF. Wind turbulence characteristics study at the Stonecutters Bridge 

site: Part I-Mean wind and turbulence intensities. J Wind Eng Ind Aerodyn 2009;97:22–36. 

doi:10.1016/j.jweia.2008.11.002. 

[92] Wang H, Li A, Niu J, Zong Z, Li J. Long-term monitoring of wind characteristics at Sutong 

Bridge site. J Wind Eng Ind Aerodyn 2013;115:39–47. doi:10.1016/j.jweia.2013.01.006. 

[93] Tao T, Asce SM, Wang H, Asce M, Wu T, Asce AM. Comparative Study of the Wind 

Characteristics of a Strong Wind Event Based on Stationary and Nonstationary Models. J Struct 

Eng 2015:1–16. doi:10.1061/(ASCE)ST.1943-541X.0001725. 

[94] Wang H, Guo T, Tao T-Y, Li A-Q. Study on Wind Characteristics of Runyang Suspension 

Bridge Based on Long-Term Monitored Data. Int J Struct Stab Dyn 2015;16:1640019. 



43 

 

doi:10.1142/S0219455416400198. 

[95] Yang D-H, Yi T-H, Li H-N, Zhang Y-F. Monitoring-based analysis of the static and dynamic 

characteristic of wind actions for long-span cable-stayed bridge. J Civ Struct Heal Monit 

2017:1–11. doi:10.1007/s13349-017-0257-0. 

[96] Ye XW, Xi PS, Su YH. Analysis of non-stationary wind characteristics at an arch bridge using 

structural health monitoring data. J Civ Struct Heal Monit 2017;7:573–87. doi:10.1007/s13349-

017-0244-5. 

[97] He X, Qin H, Tao T, Liu W, Wang H. Measurement of Non-Stationary Characteristics of a 

Landfall Typhoon at the Jiangyin Bridge Site. Sensors 2017;17:2186. doi:10.3390/s17102186. 

[98] Davenport AG. The relationship of reliability to wind loading. J Wind Eng Ind Aerodyn 

1983;13:3–27. doi:https://doi.org/10.1016/0167-6105(83)90125-3. 

[99] Zhang L, Li J, Peng Y. Dynamic response and reliability analysis of tall buildings subject to 

wind loading. J Wind Eng Ind Aerodyn 2008;96:25–40. 

doi:https://doi.org/10.1016/j.jweia.2007.03.001. 

[100] Davenport AG. On the assessment of the reliability of wind loading on low buildings. J Wind 

Eng Ind Aerodyn 1983;11:21–37. doi:10.1016/0167-6105(83)90088-0. 

[101] Pagnini L. Reliability analysis of wind-excited structures. J Wind Eng Ind Aerodyn 2010;98:1–

9. doi:https://doi.org/10.1016/j.jweia.2009.08.010. 

[102] Su C, Chen X, Luor J. Buffeting reliability of bridges with structural uncertainties 2014:30–42. 

doi:10.1680/bren.12.00024. 

[103] Pourzeynali S, Datta TK. Reliability Analysis of Suspension Bridges against Fatigue Failure 

from the Gusting of Wind. J Bridg Eng 2005;10:262–71. doi:10.1061/(ASCE)1084-

0702(2005)10:3(262). 

[104] Minciarelli F, Gioffrè M, Grigoriu M, Simiu E. Estimates of extreme wind effects and wind load 

factors: influence of knowledge uncertainties. Probabilistic Eng Mech 2001;16:331–40. 

doi:https://doi.org/10.1016/S0266-8920(01)00024-8. 

[105] Solari G. Wind-excited response of structures with uncertain parameters. Probabilistic Eng 

Mech 1997;12:75–87. doi:10.1016/S0266-8920(96)00027-6. 

[106] Caracoglia L. Influence of uncertainty in selected aerodynamic and structural parameters on the 

buffeting response of long-span bridges. J Wind Eng Ind Aerodyn 2008;96:327–44. 

doi:10.1016/j.jweia.2007.08.001. 

[107] Mannini C, Bartoli G. Aerodynamic uncertainty propagation in bridge flutter analysis. Struct 

Saf 2015;52:29–39. doi:10.1016/j.strusafe.2014.07.005. 

[108] Kareem A. Aerodynamic response of structures with parametric uncertainties. Struct Saf 

1988;5:205–25. doi:10.1016/0167-4730(88)90010-0. 

[109] Spence SMJ, Kareem A. Performance-based design and optimization of uncertain wind-excited 

dynamic building systems. Eng Struct 2014;78:133–44. 



44 

 

doi:https://doi.org/10.1016/j.engstruct.2014.07.026. 

[110] Ciampoli M, Petrini F, Augusti G. Performance-Based Wind Engineering: Towards a general 

procedure. Struct Saf 2011;33:367–78. doi:https://doi.org/10.1016/j.strusafe.2011.07.001. 

[111] Smith MA, Caracoglia L. A Monte Carlo based method for the dynamic “fragility analysis” of 

tall buildings under turbulent wind loading. Eng Struct 2011;33:410–20. 

doi:10.1016/j.engstruct.2010.10.024. 

[112] Li Y, Ellingwood BR. Hurricane damage to residential construction in the US: Importance of 

uncertainty modeling in risk assessment. Eng Struct 2006;28:1009–18. 

doi:10.1016/j.engstruct.2005.11.005. 

[113] Seo DW, Caracoglia L. Statistical buffeting response of flexible bridges influenced by errors in 

aeroelastic loading estimation. J Wind Eng Ind Aerodyn 2012;104–106:129–40. 

doi:10.1016/j.jweia.2012.03.036. 

[114] Giske F-IG, Leira BJ, Øiseth O. Full long-term extreme response analysis of marine structures 

using inverse FORM. Probabilistic Eng Mech 2017;50:1–8. 

doi:https://doi.org/10.1016/j.probengmech.2017.10.007. 

[115] Xu Y, Øiseth O, Naess A, Moan T. Prediction of long-term extreme load effects due to wind for 

cable-supported bridges using time-domain simulations. Eng Struct 2017;148:239–53. 

doi:10.1016/j.engstruct.2017.06.051. 

[116] Petersen ØW, Øiseth O. Finite element model updating of a long span suspension bridge. Int. 

Conf. Earthq. Eng. Struct. Dyn. Reykjavik, Icel., 2017. 

[117] Cantero D, Øiseth O, Rønnquist A. Indirect monitoring of vortex-induced vibration of 

suspension bridge hangers. Struct Heal Monit 2017:1475921717721873. 

doi:10.1177/1475921717721873. 

[118] Kvåle KA, Øiseth O. Structural monitoring of an end-supported pontoon bridge. Mar Struct 

2017;52:188–207. doi:https://doi.org/10.1016/j.marstruc.2016.12.004. 

[119] The Mathworks Inc. MATLAB (R2015a). MathWorks Inc 2015. doi:10.1007/s10766-008-

0082-5. 

[120] Python Software Foundation. Python Language Reference, version 2.7. Python Softw Found 

2013. doi:https://www.python.org/. 

[121] Fenerci A, Øiseth O, Rønnquist A. Long-term monitoring of wind field characteristics and 

dynamic response of a long-span suspension bridge in complex terrain. Eng Struct 2017;147. 

doi:10.1016/j.engstruct.2017.05.070. 

[122] Fenerci A, Øiseth O. Measured Buffeting Response of a Long-Span Suspension Bridge 

Compared with Numerical Predictions Based on Design Wind Spectra. J Struct Eng (United 

States) 2017;143. doi:10.1061/(ASCE)ST.1943-541X.0001873. 

[123] Statens-Vegvesen. N400 Handbook for bridge design. 2009. 

[124] Statens-Vegvesen. The Hardanger Bridge design basis - wind characteristics. 2006. 



45 

 

[125] Fenerci A, Øiseth O. Strong wind characteristics and dynamic response of a long-span 

suspension bridge during a storm. J Wind Eng Ind Aerodyn 2018;172:116–38. 

[126] Fenerci A, Øiseth O. Evaluation of wind-induced response predictions of a long-span suspension 

bridge using full-scale measurements. 7th Eur. African Conf. Wind Eng. (EACWE 2017), Liege, 

Belgium, 2017. 

[127] Kay SM. Modern Spectral Estimation: Theory and Application. Michigan, USA: PTR Prentice 

Hall; 1988. 

 

 



 



Aksel Fenerci, Ole Øiseth, Anders Rønnquist 

Long-term monitoring of wind field characteristics and dynamic 

response of a long-span suspension bridge in complex terrain 

Engineering Structures 2017;147:269–84 

Paper I 



 



Long-term monitoring of wind field characteristics and dynamic
response of a long-span suspension bridge in complex terrain

Aksel Fenerci ⇑, Ole Øiseth, Anders Rønnquist
Department of Structural Engineering, Norwegian University of Science and Technology, Trondheim, Norway

a r t i c l e i n f o

Article history:
Received 18 August 2016
Revised 4 May 2017
Accepted 8 May 2017

Keywords:
Suspension bridge
Bridge monitoring
Field measurement
Wind characteristics
Response surface methodology
Complex terrain
Bridge dynamic response

a b s t r a c t

Long-term monitoring data of wind velocities and accelerations on the Hardanger Bridge are used to
investigate the relationship between the wind-loading and response processes. The extensive measure-
ment system consisting of 20 accelerometers and 9 anemometers is described as well as the local topog-
raphy of the site. The wind and response characteristics are presented using scatter plots and wind rose
diagrams. The considerable variability observed in the bridge dynamic response is investigated by utiliz-
ing response surface methodology. Simple parameters of the wind field are selected as the predictor vari-
ables in the analyses. The variability in response is attributed to the variable wind field, and the effects of
the significant parameters on the response are presented in a statistical framework. The agreement of the
findings with previous considerations and the implications on the design of long-span suspension bridges
are discussed.

� 2017 Elsevier Ltd. All rights reserved.

1. Introduction

The Norwegian Public Roads Administration (NPRA) is currently
seeking solutions to replace several ferry connections along Nor-
way’s coastal highway E39 with road transportation. The extraor-
dinary terrain typical of the west coast of Norway, famous for its
fjords and tall mountains, requires crossing straits up to 5 km long
and 2 km deep, which manifests a challenging task for bridge engi-
neers. The growing demand for longer suspension bridges around
the world calls for relatively lighter and slenderer bridge struc-
tures, which will be prone to excessive wind excitation. To this
day, many bridges exhibited unexpected behavior due to different
wind-related phenomena, such as flutter [1], vortex shedding [2]
and excessive cable vibrations [1,3], which revealed gaps in the
knowledge of loading mechanisms on such structures. To diagnose
and minimize these unexpected effects, monitoring of existing
structures and analysis of field data are deemed essential [4].

Accurate prediction of wind-induced response of suspension
bridges is vitally important for reliable design and assessment of
such structures. Predicting the dynamic response, however,
accommodates uncertainties due to many sources, including the
modeling of gust loading. Following the work of Davenport [5],
the dynamic load effects caused by atmospheric turbulence are tra-

ditionally described using power spectral densities (PSDs) and
coherences of turbulence [6–9]. Consequently, several expressions
have been suggested for the spectral densities over the years
[6,10,11], which in general depend on basic parameters of the wind
field. The results of the recent bridge monitoring efforts [12–16]
reveal that the wind field characteristics exhibit variability from
site to site. Therefore, the spectral expressions need to be adjusted
for the site in question using field measurements [13,17]. The site-
specific spectra are generally deduced from single events such as
typhoons or averaged over a number of recordings. However, nei-
ther approach seems to reflect the actual variability of the wind
field present at the particular site, making it difficult to establish
design spectra, even for a specific site. Solari and Piccardo [18] pre-
sented a collection of wind field statistics taken from field mea-
surement results in the literature. The variability of the results
presented by [18], as well as the random and site-dependent nat-
ure of wind loading on suspension bridges, encourage a probabilis-
tic description of the wind field [19–21].

The field measurement results of wind statistics and structural
responses were reported by several researchers as the outcomes of
large measurement campaigns to investigate the effect of wind
loading on bridge response and modal properties [4,14,22–24] or
to verify numerical simulations [17,25–27]. The studies showed
that reasonable predictions of dynamic response can be achieved
using the measured turbulence spectra. Other works showed that
the spectra can accommodate significant uncertainty and that
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the selection can significantly influence the response estimations
[9,28].

In complex terrain, the wind field is expected to be variable and
not homogenous. However, modeling the wind field using state-of-
the-art methods will not reflect this variability in the dynamic
response predictions. Consequently, safety concerns may arise
when designing very long suspension bridges. The present study
aims to put forth the actual relationship between wind and the
response parameters of a long-span suspension bridge located in
complex terrain using long-term field data. The thorough analysis
of wind field parameters and their effects on the dynamic response
will provide insight into the uncertainties involved in wind field
modeling and response prediction. For this purpose, field measure-
ment results are presented from an extensive monitoring system
installed on the Hardanger Bridge in Norway. The wind and
response characteristics for the measurement period are pre-
sented. The influence of the wind field on the dynamic response
is studied in a statistical framework, using response surface
methodology (RSM) with basic wind-related parameters from
measurements. The significance of the parameters is assessed
using hypothesis testing techniques. Finally, the effects of the sig-
nificant wind field parameters are presented in the form of two-
dimensional surface plots.

2. The Hardanger Bridge and its surroundings

The Hardanger Bridge (Fig. 1) crosses the Hardangerfjord in
Hordaland county of Norway, connecting the small towns of Bu

and Vallavik (Fig. 2). Since its completion in 2013, it remains the
longest suspension bridge in Norway with its slender main span
of 1310 m. The bridge deck has a well-streamlined box shape
and guide vanes were installed underneath the deck to mitigate
vortex-induced vibrations. The bridge girder is 18.5 meters wide
and 3.2 meters high, supporting two traffic lanes and a bicycle lane,
making the bridge exceptionally slender compared to existing
structures with similar scales. The bridge direction deviates
approximately 25� from the north-south direction, towards the
west, perpendicular to the fjord. The bridge is surrounded by steep
mountains (1000–1500 m high) to the north and the south. The
view of the surrounding fjords and mountains is shown Fig. 3.

The dynamic characteristics of the Hardanger Bridge, namely its
natural frequencies and mode shapes are extracted from a finite ele-
ment (FE) model of the bridge through eigenvalue analysis. The FE
model was provided by NPRA. According to the analysis, the first lat-
eral symmetric mode occurs at 0.05 Hz, followed by an antisymmet-
ric lateral mode at 0.098 Hz. The first vertical asymmetric and
symmetric frequencies of the structure were calculated as 0.11 Hz
and 0.14 Hz, respectively. The first torsional vibration frequency
was 0.36 Hz. The fundamental frequencies of the structure under
16 m/s wind were also identified by [29], using Operational Modal
Analysis (OMA). The results were similar to the FE analysis.

3. The measurement system

The Hardanger Bridge was instrumented with an extensive
monitoring system after its completion to measure the wind veloc-

Fig. 1. The Hardanger Bridge.

Fig. 2. Location and local topography (map images from Kartverket�).
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ities and dynamic excitation at several locations on the bridge gir-
der and the bridge towers. The monitoring system is shown in
Fig. 4 on a scale drawing of the Hardanger Bridge. The sensor net-
work consists of 9 sonic anemometers and 20 triaxial accelerome-
ters. WindMaster Pro 3D anemometers were used to measure the
wind speeds; these are robust triaxial ultrasonic anemometers
capable of measuring wind gusts up to 65 m/s. CUSP-3D series
strong motion accelerometers with a ±4 g measurement range
were used for the acceleration measurements. The names and
coordinates of all the sensors are listed in Table 1; the midspan
of the bridge was selected as the origin of the coordinate system.
16 of the accelerometers are located inside the bridge girder,
attached on bulkheads on both sides of the girder to capture the
torsional motion, while the remaining 4 are located inside the
bridge towers. Anemometers A1-8 are attached to bridge hangers

at a height of 8 meters above the girder, except for one anemome-
ter (A6) that is attached to a light pole at the midspan. As shown by
the sensor layout presented in Fig. 4, the accelerometers were dis-
tributed uniformly along the bridge girder, whereas the anemome-
ters were unevenly distributed. This layout was intentionally
selected to extract more information about the spatial structure
of the wind field at the site. The final anemometer (A9) is located
at the top of the Vallavik (North) Tower.

Each sensor is connected to a datalogger unit, where the data
are recorded locally, then the data are transferred to a main data-
logger located at the top of the Vallavik Tower (Fig. 4) by wireless
communication. A CUSP-Me series recorder was used for the main
datalogger, while the other dataloggers were of type CUSP-Ms.
Both types are suitable for working with a variety of different sen-
sors. The time synchronization of the data was ensured by using

Fig. 3. View from the Hardanger Bridge (a) towards the east and (b) towards the west.

Fig. 4. The measurement system.
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GPS time. The data collected at the main logger unit are then trans-
ferred to servers at the Norwegian University of Science and Tech-
nology (NTNU) via an internet connection and are stored there.
Pictures of sensors are shown in Fig. 5.

The wind velocities and accelerations at the Hardanger Bridge
site were recorded starting from December 2013, and the monitor-
ing campaign is still ongoing. This study considers recordings from
December 2013 to March 2016, corresponding to a total of
28 months. During this period, the sensors were operational; how-
ever, the data were only stored after a triggering wind speed of
15 m/s was exceeded in any of the wind sensors. After the system
was triggered, the accelerations and wind velocities were recorded
for a duration of 30 min. The system was also triggered manually
several times in a random manner during this period, to include
recordings with lower wind speeds in the dataset. The dataset
which will be used throughout the rest of the paper consists of
9590 10-min long recordings. A histogram showing the distribu-
tion of recordings according to the mean wind velocity is given
in Fig. 6.

4. Wind characteristics

4.1. Data handling

The wind velocities at the Hardanger Bridge site were recorded
in polar coordinates with a sampling frequency of 32 Hz using the
nine anemometers mentioned above. The wind data were then
resampled to 20 Hz and decomposed into static (mean wind veloc-
ity, U) and dynamic (wind velocity fluctuations) components con-
sidering a 10-min averaging interval, where the wind process was
assumed to be stationary [6,8]. The three wind velocity fluctua-
tions are referred as the along-wind (u), cross-wind (v) and vertical
(w) turbulence components. All the one-point statistics used to

characterize the wind field are calculated using the wind measure-
ments at the midspan (sensor A6).

Sample time series of the turbulence components and wind
direction are given in Fig. 7 for a 10-min interval, which was
recorded on January 12, 2015, starting at 17.43 local time. The tur-
bulence spectra of the along-wind and the vertical components are
estimated using the same 10-min recording. Welch spectral esti-
mation method is used with 8 data segments with 50% overlap.
A Hamming window is applied to each segment prior to averaging.
The respective von Karman spectra [11] are also calculated and
both spectra are given in Fig. 8 to present the diversity of the spec-
tral shapes. It is observed that the von Karman spectra represents
the along-wind turbulence reasonably well, where some discrep-
ancies are present for the vertical turbulence. The measured verti-
cal turbulence is rather flat in the 0.1–1 Hz frequency range, which
is observed commonly in the rest of the database; however, the
slope of the two spectra agrees for higher frequencies. To avoid
any disturbance of the wind flow due to the presence of the bridge
deck and the vehicles on travelling on it, the anemometers were
installed 8 meters above the deck. It is also important to ensure
that the wind speed measurements are not affected by the struc-
tural vibrations of the bridge deck. Any such effect would be
detectable as peaks on the wind spectra at the locations of the nat-
ural frequencies of the bridge. Looking at the measured wind spec-
tra (Fig. 8), no such peaks were observed, even for high response
levels. Furthermore, the maximum instantaneous velocity of the
girder was calculated approximately as 0.5 m/s by integrating the
accelerometer signals for the highest measured response.

A running mean is also plotted on the time series to highlight
any non-stationary behavior. It is observed that the along-wind
turbulence component exhibits non-stationary behavior, which is
frequently observed also in the rest of the data. Although non-
stationary models can also be used to study the wind characteris-
tics [30–32], the traditional stationary wind model is preferred

Table 1
Sensor names and coordinates.

Wind sensors Accelerometers

Name x (m) y (m) z (m) Name x (m) y (m) z (m)

A1 460 7.25 0.3 H1E/H1W 480 6.33/�6.64 �8.38
A2 280 7.25 3.2 H2W 360 �6.64 �6.41
A3 240 7.25 3.9 H3E/H3W 240 6.33/�6.64 �4.45
A4 200 7.25 4.6 H4E/H4W 120 6.33/�6.64 �2.48
A5 180 7.25 4.9 H5E/H5W �7 6.33/�6.64 �0.4
A6 �10 �7.25 8 H6E/H6W �120 6.33/�6.64 �2.25
A7 �180 7.25 5.2 H7E/H7W �240 6.33/�6.64 �4.22
A8 �420 7.25 1.2 H8E �360 6.33 �6.18
A9 �655 4.5 140 H9E/H9W �480 6.33/�6.64 �8.15

T1E/T1 W 655 4.5/�4.5 120.5
T2E/T2 W �655 4.5/�4.5 120.5

Fig. 5. Instruments on the bridge: (a) triaxial accelerometer inside the bridge deck
and (b) anemometer attached to the hanger.
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here due to its common use in practice. Recent case studies based
on typhoon winds [30,32] also show that if there is no sudden
change in the wind direction or no rapid increase or decrease is
present in the wind speed (such as in the build-up phase of a
storm), the difference between stationary and non-stationary wind
characteristics is not significant. For the strong winds recorded at
the Hardanger Bridge, 10 min duration is sufficient to exclude such
variations in the wind speed and the wind direction is usually
steady.

4.2. Mean wind speed and direction

The mean wind velocities (U) were calculated for 10-min inter-
vals for all recordings using the sensor at the midspan (A6) and are
presented in the wind rose plot shown in Fig. 9, using a threshold
wind speed of 3 m/s. The wind rose was plotted on top of the topo-
graphical map of the bridge site to show the influence of local
topography on the wind conditions. The 0� direction shown in
Fig. 9 is the bridge direction. The results suggest that the wind
was approaching from either the east or the west and was mainly
perpendicular to the bridge girder. The easterly winds approached
the bridge from a wider directional range compared to the westerly
winds. The directions of the easterly winds were bounded by the
surrounding mountains; the highest mean speeds from this direc-
tion were approximately 18 m/s, and no significant directional
dependence was observed. The westerly winds, on the other hand,
had higher mean speeds of up to 30 m/s with mean directions
almost perpendicular to the bridge direction.

4.3. Turbulence intensity

The turbulence intensity is a simple indicator of the intensity of
the atmospheric turbulence. For the three turbulence components
(u, v, w), the turbulence intensity is defined as

Iu ¼ ru

U
; Iv ¼ rv

U
; Iw ¼ rw

U
ð1Þ

where ru, rv and rw denote the standard deviations of the turbu-
lence components. The turbulence intensity factors for each of the
three turbulence components were calculated for the 10-min inter-
vals, and wind rose plots were generated as shown in Fig. 10. The
plots reveal that for the lower speed winds, the results are rather
arbitrary, and the turbulence intensities are scattered randomly.
This is due to the fact that the lower wind speeds accommodate
more non-stationary behavior due to sudden changes in the wind
direction and mean wind speed. In addition, since the wind speed
fluctuations are divided by the mean wind speed in calculation of
the turbulence intensity, similar variations in wind fluctuations
result into larger scatter in case of low wind speeds. However, when
strong winds are considered, the scatter is much smaller, and more
dependence on the wind direction is observed. The along-wind tur-
bulence intensity (Iu) ranges between 10% and 35% for strong winds
(U > 12 m/s) from either direction. The cross-wind (Iv) and vertical
(Iw) turbulence intensities exhibited much smaller values, ranging
between 0 and 15% for the strong winds. The vertical turbulence
intensity is more dependent on the wind direction than the
along-wind turbulence (Fig. 10c). For the easterly winds, the 60�–
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90� range, where the wind flow had passed over a hill, generated
the most turbulent flows. For the westerly winds, the winds blow-
ing along the fjord, which were believed to be disturbed previously
by the foothills of Mountain Oksen, had more vertical turbulence
intensity (Fig. 2).

The covariance of the u and w turbulence components were
plotted similar to the turbulence intensities (Fig. 11). Covariance
of the turbulence components were calculated using

covðu;wÞ ¼ 1
N � 1

XN
i¼1

ðui � luÞ � ðwi � lwÞ ð2Þ

where N denotes the number of observations, lu,w denote the mean
of turbulence components and ⁄ denotes the complex conjugate
operation. The wind rose diagrams were separated into positive
and negative correlations; most of the data indicated positive corre-
lation of the two components, contradicting previous theoretical
considerations [10,33]. However, similar observations have been
reported previously [34,35]. For the westerly winds, the covariance
term was positive for the winds blowing along the fjord (240–270�)
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Fig. 8. Spectral density estimates of turbulence components for a 10-min recording
on 12/1/2015: (a) along-wind turbulence and (b) vertical turbulence.

Fig. 9. Wind Rose plot of 10-min mean wind velocity (m/s).
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and negative for the winds from the mountain direction (270–300�),
demonstrating good separation. Smaller values were generally
obtained from the easterly winds, for which no directional depen-
dence was observed.

4.4. Turbulence length scale

The turbulence length scale or the integral length scale (Lu,v,w)
represents the spectral content of the turbulence and can therefore
be interpreted as the average eddy size of the turbulence. Theoret-
ically, nine different length scales, three for each of the turbulence
components, can be defined for the three-dimensional atmospheric
turbulence. The length scale for the u-component in the along-
wind direction can be written as [6]

Lu ¼ 1
r2

u

Z 1

0
RuuðxÞdx ð3Þ

where Ruu(x) is the spatial cross-covariance function of the u-
component. The same definition applies to the other turbulence
components. Due to their physical interpretation, the length scales
are essential parameters for describing atmospheric turbulence. In
practice, the length scales cannot be calculated using Eq. (3), so they
have to be estimated using approximate techniques [6]. However,
estimating length scales from field data appears to be troublesome;
the length scale estimates reported by previous studies show enor-
mous variability in magnitude. After studying many field estimates
of length scales in near-neutral atmospheric conditions, Solari [18]
reported that the variability was not solely due to the terrain of

interest, but also due to the estimation approach adopted. To exam-
ine the variability of estimates for the site in question, two practical
estimation methods were adopted in this study. The first method
(method 1) calculates the length scale by aligning the peak of the
measured turbulence spectrum with the von Karman spectrum
[11], which was given as

fSuðf Þ
r2

u
¼ 4 Luf

U

1þ 70:8 Luf
U

� �2� �5=6 ; f :Swðf Þ
r2

w
¼

4 Lwf
U 1þ 755 Lwf

U

� �2� �

1þ 283 Lwf
U

� �2� �11=6 ð4Þ

for the along-wind and vertical turbulence components. The second
method (method 2) integrates the auto-covariance function of the
turbulence component up to the first zero crossing, assuming that
Taylor’s hypothesis is valid [6]. The relation for the longitudinal
length scale then becomes

Lu ¼ U
r2

u

Z 1

0
RuuðsÞds; RuuðsÞ ¼ lim

T!1
1
T

Z T=2

�T=2
uðtÞuðt þ sÞds ð5Þ

where Ruu(s) is the cross-covariance function of the turbulence
component in time. Fig. 12 shows the wind rose plots of the longi-
tudinal length scales for 10-min intervals obtained using both
methods, and the vertical length scale estimates are given in
Fig. 13. Although estimating the length scales is fundamentally
important for describing the atmospheric turbulence, the results
indicate significant discrepancy in terms of magnitudes. The esti-
mates of method 2 are systematically larger than those of method
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1. The patterns in Fig. 12a and b, on the other hand, are in reason-
able agreement with only minor differences. The general trends in
Fig. 13a and b are also reasonably similar. The estimations of
method 1 were clearly larger for the winds travelling along the
fjord, where the winds were bounded by the mountains, while
method 2 gave relatively more scattered results. Considering the
values obtained using method 2, the longitudinal length scale of
the strongest winds varies between 200 and 700 m, and the vertical
length scale varies between 100 and 250 m. The length scale mag-
nitudes obtained using method 2 show better agreement with the
previously reported values [6]. In general, the longitudinal length
scale was approximately 2–2.5 times the vertical length scale for
both methods, which was in agreement with the observations of
[8]. The wide range of the calculated length scale values, even for
similar wind speeds and directions, implies that the spectral con-
tent of the turbulence varied randomly and therefore cannot be rep-
resented by a deterministic length scale value.

4.5. Angle of attack

The vertical angle of attack (b) is the angle between the mean
wind velocity vector and the horizontal plane. Since the vertical
inclination of the wind can influence the structural response, a
brief description of the conditions at the site is useful. The angle
of attack was calculated for each 10-min interval, and a wind rose
plot was generated to present the results (Fig. 14). Negligible num-
ber of recordings exhibited negative angles with small amplitudes;
therefore, only positive angles (mean wind velocity pointing

upwards) are included in the figure. The results show that the
mean wind velocity vector was generally inclined slightly upwards
with angles of 1–5� for the strong winds.

5. Response characteristics

5.1. Data handling

The accelerations of the bridge girder were measured with a
200 Hz sampling frequency at 16 locations along the girder, as
highlighted in Fig. 4. The acceleration data were then downsam-
pled to 20 Hz, after applying a low-pass filter to avoid aliasing.
The accelerometer pair located approximately at the midspan,
namely H5E and H5W (Table 1), were selected to study the
wind-induced dynamic response of the bridge girder. The vertical
and lateral accelerations of the bridge girder were obtained by
averaging the measurements from the two sensors, and the tor-
sional response was obtained by dividing the difference of the
two signals by the distance between the sensors. 10-min long
recordings, same as for the wind records, were used to calculate
the RMS values of the acceleration components.

To effectively study the wind-induced response, other sources
of vibration, such as traffic-induced vibrations, should be excluded
from the analysis. Because the wind-induced response of a suspen-
sion bridge is typically in the 0–1 Hz frequency range [14,17,32],
the vertical high frequency vibrations are expected to increase
when there is traffic loading on the bridge [14]. Examining the
acceleration data indicated that the dynamic response was domi-
nated by low-frequency vibrations (below 1 Hz) when the wind
speed was above 8 m/s. The recordings with low wind speed
(U < 8 m/s) and high frequency content were removed from the
dataset, assuming that the vibrations were induced by other
sources such as the overflowing traffic and are therefore outside
of the scope of our analyses. Although the traffic density on Har-
danger Bridge is typically low and the dynamic response is mainly
due to wind (when wind speed is reasonably high), the effects of
traffic loading could not be completely removed from the data.
Therefore, other sources of vibration may still contribute to the
overall variability in the results; however, this impact is expected
to be negligible.

Spectral density estimations are given in Fig. 15 for the three
response components for a 10-min recording recorded on
12/1/2015, for which the wind time series were already given in
Fig. 7. The spectra are estimated using Welch [36] spectral estima-
tion method. Spectral estimates of 8 data segments with 50% over-

Fig. 13. Wind roses of the vertical length scale (Lw) estimates (in meters): (a)
method 1 and (b) method 2.
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lap are computed using Fast Fourier Transform (FFT) and averaged
after applying a Hamming window to each segment. It is seen that
the responses are dominated by the fundamental modes, with
some contribution from the higher modes. The lateral response
spectra exhibits similar results for the rest of the database, with
a typical large peak at the first symmetric lateral frequency
(0.05 Hz) of the structure. On the other hand, significant contribu-
tions from several modes are commonly observed in case of the
vertical and torsional responses.

5.2. Dynamic response due to wind

The measured root mean square (RMS) values for the lateral,
vertical and torsional accelerations are presented in Fig. 16 in the
form of wind rose diagrams. The easterly winds showed consistent
patterns for the three response components. The dynamic response
was usually higher for higher mean wind speeds and the perpen-
dicular wind direction. Westerly winds, on the other hand, showed
peculiar response characteristics. The lateral and vertical accelera-
tion responses induced by the westerly winds were generally smal-
ler than the vibrations measured for the easterly winds, where the
torsional response was high but severely scattered. The largest
measured torsional vibrations were caused by moderate winds
(12 < U < 18 m/s) from the east. The most critical wind direction
was apparently the range of 60�–90�, where the winds passed over
a hill approximately 500–600 meters high (Fig. 2). The winds
approaching from this range typically had high vertical turbulence
(Fig. 10c) and small length scales (Fig. 12), likely due to the inter-
action with the terrain. This observation indicates the effect of
the relatively high surface roughness along the 60�–90� directional
range on the response. However, the easterly winds travelling
along the fjord with higher length scales did not cause large
vibrations.

The three response components were then plotted against
mean wind velocity to demonstrate the general trend and the vari-
ability in the measurements (Fig. 17). The results indicate vast vari-

ability in the wind-induced dynamic response. The vertical
response shows the least scatter and was greatly affected by the
vertical turbulence intensity (Fig. 17a). More severe scatter is
observed in the lateral response, which cannot be attributed to
the variability in the along-wind turbulence alone (Fig. 17b). The
torsional response shows the largest scatter of all (Fig. 17c), espe-
cially for winds with mean wind speeds exceeding 10 m/s In the
moderate wind speed range (12–18 m/s), large torsional vibrations
were observed. It is also seen that for high wind speeds, the
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torsional accelerations are separated. Higher torsional accelera-
tions were recorded when the vertical turbulence was high, which
was mostly the case for the easterly winds, especially the wind
approaching from the 60�–100� range, where the wind flow is dis-
turbed by the mountains. The three response components are plot-
ted in Fig. 18 again with color-coding for the easterly and westerly
winds. Distinctive torsional behavior was observed for the two differ-
ent wind directions, whereas the lateral and vertical responses were
essentially similar for the easterly and westerly winds. The difference
between the torsional responses for the easterly and westerly direc-
tions is mainly attributed to the terrain effects. High turbulence levels
generated by the upwind terrain in the east resulted into larger tor-
sional vibrations of the Hardanger Bridge deck.

6. Influential factors for the dynamic response

The scatter plots given in Fig. 17 indicate severe variability in
the wind-induced vibrations of the Hardanger Bridge. Since

dynamic wind effects are crucially important in the design of slen-
der cable-supported bridges, this variability should be further
investigated. Identifying the sources of variability observed in the
field measurements provide insight for evaluating the previously
presented theoretical considerations. For this purpose, Response
Surface Methodology (RSM), a well-known statistical tool [37],
was utilized to study the relationship between the wind field
parameters and the dynamic response.

Within the framework of RSM, the physical phenomenon of
wind-induced bridge response can be treated as an empirical
model where the response function, its functional form and the
variables involved are unknown. Because wind effects are the pri-
mary focus in this study, several parameters related to the wind
field characteristics (most of which are introduced in Section 2)
were selected as the variables potentially influencing the dynamic
response and were included in the analysis. These are listed as:

Fig. 17. RMS acceleration response plotted against mean wind velocity: (a) RMS
vertical acceleration, (b) RMS lateral acceleration and (c) RMS torsional
acceleration. Fig. 18. RMS acceleration response vs. mean wind velocity for easterly and westerly

winds: (a) RMS vertical acceleration, (b) RMS lateral acceleration and (c) RMS
torsional acceleration.
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� the mean wind speed (U, averaged over 10 min)
� the wind yaw angle (ayaw)
� the standard deviations of the turbulence components (ru, rv,
rw)

� the covariance of the u and w components of turbulence (ruw)
� the along-wind and the vertical turbulence length scales (Lu, Lw)
� the vertical angle of attack (b)
� the standard deviation of the mean wind speed values mea-
sured at eight locations along the bridge (rms)

� Decay coefficients of coherence of turbulence components (Cu,
Cw)

The decay coefficients are calculated by fitting Davenport’s [38]
coherence formula to the field data in least-squares sense. The
coherence formula can be written as:

Cohu;wðf ;DxÞ ¼ exp �Cu;w
f :Dx
U

� �
ð6Þ

where f is frequency, Cu,w are the decay coefficients and Dx is the
spanwise separation. The length scale parameters (Lu, Lw) used in
the analyses were calculated using method 2 described in Sec-
tion 4.4, due to its more common use in the practice. The final vari-
able in the list was included to provide a crude representation of the
inhomogeneity of the wind field. These variables are referred to as
the predictor variables, adapting the terminology of RSM. Several
sources of variability that were observed in the response measure-
ment were not included in the analysis: the traffic loading, the spa-
tial distribution of the wind turbulence effects, non-stationarity of
the wind time series and cable vibrations. When standard stationar-
ity tests such as the run test [39,40] are conducted on the entire
data, it is found that very few recordings can be classified as station-
ary. Non-stationary winds can cause higher or lower bridge
response compared to stationary winds with similar statistics,
depending on the nature of the non-stationarity. This naturally
imposes additional variability when assessing the wind and
response relationship. However, analytical studies on non-
stationary buffeting response of different bridge structures [41,42]
show that the variations induced by non-stationary wind records
are much smaller than the variability observed in the response of
the Hardanger Bridge, which is mainly due to terrain effects. The
wind rose plots of Fig. 16 show that the response was highly depen-
dent on the mean wind direction, which was presumably a topo-
graphic influence on the wind field. Because this relationship
between the mean wind direction and the response parameters
could not be modeled using a quadratic response surface, the angle
between the mean wind and the perpendicular bridge directions
(yaw angle, ayaw) was used in the analysis to represent the direc-
tional effects. Although the effects of topography could not be fully
represented by the yaw angle, they were partly represented by
other parameters, such as the standard deviations of the turbulence
and length scales, which are already dependent on the wind direc-
tion. The anemometer A6 and the accelerometer pair H5 were
selected to study the wind field – bridge response relationship using
response surface analysis, which are both located approximately at
the midspan. However, when the analysis is repeated with another
accelerometer pair, say at the quarter-span (H3 pair) considering
that the first vertical mode is antisymmetric, very similar results
were obtained.

A quadratic response surface including interaction terms was
then fitted to the field data. The functional form of the model can
be written as

y ¼ b0 þ
Xn
i¼1

bixi þ
Xn
j¼iþ1

bijxixj þ biix
2
i

 !
ð7Þ

where n is the number of predictor variables and b represents the
coefficients to be determined by a least-squares fit to the measured
response. The regression is still linear because the model is linear in
the coefficients [33]. The unnecessary terms should be eliminated
to obtain more significant and computationally efficient response
surfaces. For this purpose, after an initial fit, the predictor variables,
which had negligible effect on the regression, were determined
through hypothesis tests on the regression coefficients. The null
hypothesis of H0: b = 0 (the term has no effect on the model) was
tested for each parameter used in the model by a t-test, and the cor-
responding term was deleted from the model if the null hypothesis
was not rejected at a 95% significance level.

The resulting response surfaces were then used to calculate the
predicted response using the field data. A summary of the regres-
sion analyses results is given in Table 2. The results of the response
surface prediction are given in Fig. 19 and are plotted against the
mean wind velocity. The plots indicate that most of the variability
observed in the measurement data (Fig. 17) can be explained by
the variability in the wind field itself. The R2 values of the regres-
sion were 0.95, 0.9 and 0.82 for the vertical, lateral and torsional
acceleration responses, respectively, which supports the previous
statement. Furthermore, the significance of the regression was
assessed using an F-test with the null hypothesis of H0: b1 = b2 = -
. . . = bn = 0. The null hypothesis states that there is no linear rela-
tionship between the response variable and any subset of the
predictor variables. The F-statistics resulting from the tests on
the vertical, lateral and torsional response surface fits were well
above the test value corresponding to the 99% significance level,
implying that the regressions were very significant.

It is also beneficial to elaborate on the factors that influence the
response as well as their influence and interactions. Therefore, the
significance of each term used in the final models was assessed,
using an analysis of variance (ANOVA) procedure. The p-value
approach is used to present the results instead of directly using
the F-statistic due to its ease of interpretation. If the resulting p-
value is less than the significance level (a), then the null hypothesis
will be rejected, meaning that the term is significant at that level.
The p-values calculated for the terms in the three response sur-
faces are given in Table 3.

6.1. Mean wind velocity

The tests on parameter significance showed that the mean wind
velocity was the most influential factor on the dynamic response,
as expected. The response surface analyses indicate a quadratic
relationship between the mean wind velocity and the response,
as shown in the scatter plots of Fig. 17. However, considering the
R2 values, the mean speed alone can only explain 84%, 78% and
63% of the variability in the vertical, lateral and torsional accelera-
tion response, respectively. Accordingly, including other variables
in the analyses is necessary for better describing the dynamic
response.

6.2. Turbulence

The effect of the turbulence components on the dynamic
response was incorporated into the response surface analyses

Table 2
Summary of regression analyses.

Number of
observations

R2 value F-statistic for
model significance

Vertical acceleration 9590 0.95 7.38 � 103

Lateral acceleration 9590 0.9 2.89 � 103

Torsional acceleration 9590 0.82 1.55 � 103
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using the standard deviations of the three turbulence components
(ru, rv, rw) along with the covariance of the along-wind and ver-
tical turbulences (ruw). A quick inspection of the p-values shows
that the vertical turbulence component had an important influence
on all response components. The cross-wind turbulence appeared
to be important only for the torsional response, whereas the
along-wind turbulence was significant for both the lateral and ver-
tical responses. The covariance term (ruw) was significant for the
vertical and torsional responses but not for the lateral response.

After establishing the important terms, the effect of the four
turbulence terms on the dynamic response can be investigated fur-
ther. The dynamic response was predicted using the previously
obtained response surfaces for a range of turbulence values. The
results shown in Fig. 20 were obtained by changing only one vari-
able while the other parameters in the model were taken as their
mean values, except for the mean wind velocity, which was taken
as 15 m/s and the wind yaw angle, which was taken as zero (per-
pendicular to the bridge). The confidence intervals (95%) for the
predictions are also shown using dashed lines. The acceleration

results were normalized with the maximum observed response
during the field measurements. Although the actual behavior of
the multivariate response surface model is more complex due to
the interaction of several variables, certain inferences are possible
using Fig. 20. The vertical turbulence clearly had the most pro-
found impact on the response, while the cross-wind turbulence
was equally important for the torsional response. Other turbulence
components also showed a linear relationship with the response;
however, their effects were much smaller in comparison. The
covariance term also had a slight influence on the response. For
the sake of discussion, the spectral densities of lateral, vertical
and torsional forcing actions on the Hardanger Bridge section can
be written using the buffeting theory [5,6] after inserting the
bridge dimensions and the force coefficient terms previously
obtained from wind tunnel tests [34,35] as

Syy ¼ ðqUBÞ2 0:014Suu þ 0:03Suw þ 0:016Sww½ �
Szz ¼ ðqUBÞ2 0:064Suu � 0:61Suw þ 1:62Sww½ �
Shh ¼ ðqUB2Þ2 0:0001Suu þ 0:077Suw þ 0:143Sww½ �

ð8Þ

In the equation, q denotes the air density, Suu and Sww denote
the auto-spectral densities of the along-wind and vertical turbu-
lences and Suw denotes the cross-spectral density of the u and w
components and B is the width of the girder (18.3 m). The expres-
sions for the buffeting actions suggest that the cross-wind turbu-
lence does not contribute to loading; this conclusion was
supported by the response surface predictions except for the tor-
sional response. The cross-spectrum Suw is said to be much smaller
in comparison and is usually neglected, which was also in agree-
ment with the findings. Moreover, the expressions show that the
vertical turbulence is the most influential parameter, which was
also observed in the findings. The effect of the along-wind turbu-
lence on the lateral response was small in the response surface pre-
dictions, whereas the expressions indicated that it would be more
significant. It should also be noted that in addition to the one-point
statistics, the spanwise correlation of the wind loads will also
effect the dynamic response, which is included in the analysis with
parameters Cu and Cw. Moreover, due to the considerably long span
of the bridge and the surrounding complex topography, wind loads

Fig. 19. Measured vs. predicted responses using the response surface models: (a)
vertical response, (b) lateral response and (c) torsional response.

Table 3
Significance of terms in response surface analyses.

Vertical acceleration Lateral acceleration Torsional acceleration

Term p-value Term p-value Term p-value

U.rw 0 U.rw 7.24E�206 U.rv 2.35E�164
U^2 2.26E�155 ayaw.ru 6.97E�65 U2 4.25E�82
rw.ayaw 8.59E�73 rw.Lu 2.89E�33 U 1.18E�79
U.Cw 1.46E�56 U.Cu 8.65E�33 Lu.rv 8.92E�70
ruw

2 7.42E�40 U2 7.50E�25 ruw
2 5.58E�63

U 1.97E�35 rw.rms 7.87E�24 U.Cw 7.02E�58
rw.rms 4.62E�23 ruw

2 4.35E�22 U.rw 1.92E�52
rw.rv 6.92E�23 rw.ru 1.66E�21 U.ayaw 1.02E�49
ayaw.Lw 1.13E�16 rw.Lw 2.01E�18 ru.ruw 2.13E�37
Lw2 3.61E�16 U.b 1.30E�17 Lw.rv 1.18E�27
rw.Lu 3.87E�16 ayaw.rv 2.28E�17 U.Lw 8.04E�22
rw.Lw 6.09E�14 ru.ruw 4.15E�12 Cu 1.95E�13
rv.rms 6.97E�13 Cw 1.28E�10 Cu

2 1.67E�12
Cw
2 5.59E�12 Lw2 4.64E�10 Lu.Lw 6.77E�12

ru.ruw 9.86E�11 ayaw.Lw 5.07E�10 ayaw
2 2.44E�10

Lw 3.27E�09 Cw
2 7.91E�10 ayaw.Lu 1.64E�09

U.Lw 1.18E�05 Cu
2 1.82E�08 ayaw 3.40E�09

ruw 3.38E�05 Lw 2.06E�08 rw
2 6.41E�09

ru.b 1.56E�07 Lw2 2.11E�08
ayaw.Lu 1.76E�07 Cw

2 2.70E�06
ruw.Cw 7.37E�07 rw.ru 3.34E�06
U 1.07E�06 Lu.Cw 1.01E�05
ruw 9.97E�06
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may vary along the span, due to nonhomogeneous wind condi-
tions. This effect was attempted to be investigated using the
parameter rms.

In many cases, the turbulence terms seem to interact with each
other and with other terms in the response surfaces (Table 3).
Some of the important interactions are presented in Fig. 21 using
three-dimensional surfaces. This time, the values of two variables
were altered while all others remained fixed to obtain the results.

The surfaces given in the plots were obtained by using the fitted
response surfaces for a range of mean speed and turbulence values.
The correlation between wind and response parameters were
aimed to be presented using quadratic surfaces, therefore any mar-
ginal relationship or local effects may not be captured. Because the
mean wind speed was the most significant variable in the model,
the interactions of the turbulence terms with the wind speed are
of particular interest. The surface plots support the relationships
given in Fig. 21 for a wide range of mean speed values. All findings
indicate that the wind velocity fluctuations had a crucial role in the
dynamic excitation of the Hardanger Bridge.

6.3. Wind yaw angle

The strong winds attacked the Hardanger Bridge was not essen-
tially perpendicular to the bridge axis. The mean wind directions
averaged over 10-min intervals exhibited deviations from the per-
pendicular direction of up to 60� (Fig. 9). Traditionally, these skew-
winds are treated as less critical events than the perpendicular
winds [9,17]. This assumption relies on the decomposition of the
mean wind vector to its components, which are parallel and per-
pendicular to the bridge axis. The effect of the parallel component
to the bridge response is usually neglected where the perpendicu-
lar component is always smaller than the mean wind speed.

Instead of the traditional approach, the mean wind speed was
included in the response surface analyses without any decomposi-
tion. The yaw angle (ayaw) is the angle between the mean wind
direction and the axis perpendicular to the bridge direction and
was therefore included in the analyses. However, recent studies
indicated that similar response levels can be obtained under
skew-winds and perpendicular winds with the same wind speeds
[9]. The response surface predictions also showed similar response
levels under skew-winds and perpendicular winds.

6.4. Other factors

The remaining factors, which have not been mentioned in the
previous sections, are discussed here. The angle of attack almost
completely disappeared from the response surface models after
the parameter significance tests; therefore, no significant correla-
tion could be extracted. The length scales, on the other hand,
appeared in several model terms. The effect of the length scales
on the response, however, was not profound, with the exception
of the effect of the vertical length scale on the torsional response
(Fig. 22). The models generally predicted higher responses for
lower length scales, but the effect was minor. The last parameter
considered in the analyses was the standard deviation of the mean
wind speeds along the bridge. The effect of this parameter on the
dynamic response was found to be negligible.

It is also seen that the spanwise correlation of the turbulence
components, represented here by the decay coefficients, had influ-
ence on the measured responses (Fig. 23). An increase in the
parameters Cu and Cw (smaller spanwise correlation of turbulence)
are associated with lower lateral and vertical responses, respec-
tively. A significant correlation between the torsional response
component and the Cw parameter is also observed (Fig. 23); how-
ever, with the opposite effect. When the recordings with both high
Cw values and high torsional response are inspected further, it is
seen that the torsional responses in such events were not domi-
nated by the fundamental symmetric torsional mode, but had sig-
nificant contributions from multiple structural modes, especially
the higher modes. Nevertheless, it should be noted that correlation
does not necessarily imply causation in regression analysis.

Fig. 20. Effects of turbulence on the dynamic response (the dashed lines represent
95% confidence intervals): (a) vertical response, (b) lateral response, (c) torsional
response and (d) covariance of u and w components.
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7. Conclusions

The wind and dynamic response characteristics of the Hardan-
ger Bridge as well as their relationship were studied using field
measurement data. The following conclusions were deduced from
the results:

� The wind field showed large variability in the mean wind speed,
mean wind direction, turbulence intensities and length scales.

� The dynamic response of the Hardanger Bridge was governed by
the low-frequency vibrations induced by the wind effects when
the mean wind speed was higher than 8 m/s. In case of lower
wind speeds, the vibrations induced by traffic and other sources
were relatively more significant.

� The measurement data and the complementary analyses
showed that high response levels were reached also under
skew-wind conditions. Such wind effects should be more care-
fully handled in the design stage, especially when complex
topographical conditions are present.

� Response surface analyses showed that most of the variability
observed in response was due to variability in the wind field
itself. In general, the mean wind speed and the turbulence
intensities are found critical to describe the response; however,
other wind-related parameters also aided in explaining the
variability.

� High mean wind speed and turbulent fluctuations were associ-
ated with higher bridge response. Spanwise correlation of tur-
bulence were also found to be correlated with the bridge
dynamic response, except for the torsional response, where an
inverse correlation was observed.

� Although there is significant agreement between the findings
here and the prediction methods used in practice, selection of
the mean wind speed as the sole design parameter fails to cap-
ture the actual variability in the wind field. Therefore, the

Fig. 21. Interaction effects of the turbulence components on the dynamic response: (a) vertical response, (b) lateral response and (c) torsional response.

Fig. 22. Effect of the vertical length scale on the torsional response.
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uncertainty in the description of the wind field is suggested to
be considered when designing new bridges to achieve more
reliable bridge designs.

� The present investigation provides insight into prediction dis-
crepancies using Hardanger Bridge data as an example. Further
research is needed to develop methods that incorporate uncer-
tainty in both short- and long-term response estimation
methods.
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A B S T R A C T

As Storm Tor struck the western coast of Norway, wind speeds and bridge deck accelerations along the Hardanger
Bridge girder were recorded by the monitoring system installed on the bridge. Using 13.5 h of data, mean wind
speed, turbulence intensities, gust factor, turbulence length scales, angle-of-attack, and one-point and two-point
turbulence spectra are studied using 10-minute stationary averaging intervals. Using the measured turbulence
statistics as inputs, the buffeting response of the bridge deck is calculated in the frequency domain. The calculated
response is compared with the measured response in terms of the root-mean-square (RMS) of acceleration and
displacement components and the power spectral density of the acceleration response. Significant discrepancies
are found in the case of the vertical response. Predicting the spectral response is found to be more difficult than
predicting the RMS response, in particular for high-frequency responses. Considering the spanwise non-uniformity
of turbulence statistics did not affect the predictions significantly.

1. Introduction

In Norway, Coastal Highway E39 lies along the western coast and
connects Trondheim to Kristiansand in southern Norway, eventually
reaching Aalborg in Denmark. Today, a drive on the 1100 km highway
from Trondheim to Kristiansand is interrupted by seven ferries, which
results in a travel time of approximately 21 h. The western coast is the
most economically active region of Norway, where the majority of export
goods are transported along the E39 route. Therefore, it is desirable to
decrease travel time by replacing the ferry connections with bridges or
subsea tunnels. This would involve crossing seven fjords ranging between
1500 and 5000 meters wide and between 600 and 1500 meters deep; for
this purpose, bridges of unmatched scale would have to be built. Feasi-
bility studies concerning such large scale bridge projects are being con-
ducted by the Norwegian Public Roads Administration (NPRA) (Ellevset
and Skorpa, 2011). The focus is mainly given to the largest crossings
(Sognefjørden 3.7 km, Bjørnafjørden 5 km). Different bridge concepts
such as super long-span suspension bridges, multi-span suspension
bridges with floating towers and pontoon bridges are being considered
for the crossings. As the global demand for longer span cable-supported
bridges grows, design of such structures against wind effects becomes
increasingly important.

Field measurements of mean wind speed and turbulence are

indispensable in characterization of the wind turbulence field for design
of long-span bridges against gusty wind action. Owing to the increasing
number of measurement campaigns (Brownjohn et al., 1994; Cao et al.,
2009; Cheynet et al., 2016; Choi, 1978; Cross et al., 2013; Hui et al.,
2009a,b; Macdonald, 2003; Miyata et al., 2002; Wang et al., 2017) and
structural health monitoring projects with wind measurements (Wang
et al., 2009, 2011, 2013, 2014; Xu, 2013) around the world, more and
more data on wind turbulence characteristics have been presented by
researchers (Harstveit, 1996; He et al., 2013; Hu and Ou, 2013; Li et al.,
2015; Peng et al., 2013). Such works provide valuable information on the
general characteristics of the wind field (stationarity, homogeneity, and
one-point and two-point statistics) at specific sites. Information regarding
site-specific features, terrain effects and variability of the wind field are
also beneficial in understanding the nature of gust loading on such
structures (Pagnini and Solari, 2002; Solari and Piccardo, 2001). How-
ever, most of the listed studies concentrate on the Asia and Pacific with a
focus on typhoon winds. Therefore, more data on the strong wind char-
acteristics of European windstorms from relevant sites, such as Norwe-
gian fjords, are required.

Stochastic dynamic analysis of wind-induced vibrations of cable-
supported bridges was first introduced by Davenport (1962) and then
improved by Scanlan (1978) with the introduction of flutter derivatives
in the description of self-excited forces (Scanlan and Tomko, 1971).
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Today, a multimode coupled approach (Chen et al., 2001; Jain et al.,
1996; Katsuchi et al., 1998; Øiseth et al., 2010; Xu et al., 2000) is
commonly used, where analysis may be conducted in either the fre-
quency or time domain. Analyses considering skew-winds (Kimura and
Tanaka, 1992; Wang et al., 2011; Xie et al., 1991; Xu et al., 2003; Xu and
Zhu, 2005a; Zhu and Xu, 2005), full-bridge models (Xu et al., 2000) and
spanwise non-uniform winds (Hu et al., 2017) were conducted by re-
searchers. In recent years, non-stationary wind models have also been
adopted by many (Chen et al., 2007; Chen, 2015; Hu et al., 2013, 2017;
McCullough et al., 2014; Tao et al., 2017; Wang et al., 2016; Xu and
Chen, 2004). Despite analytical efforts, few attempts have been made
toward validation of these methods using full-scale measurements (Bietry
et al., 1995; Cheynet et al., 2016; Macdonald, 2003; Park et al., 2012;
Wang et al., 2011, 2013; Xu and Zhu, 2005b). Although satisfactory
predictions were obtained by some, significant discrepancies were also
observed, especially in the case of complex terrain, where the wind is
variable, nonstationary and not homogenous. Moreover, the amount of
data used for comparison is in general limited, especially under strong
winds. Clearly, more comparisons, preferably from strong wind re-
cordings, are needed for a better understanding of the limits of such
analyses and the uncertainty involved, as well as the sources of
uncertainty.

This paper concentrates on the strong wind characteristics and dy-
namic response of the Hardanger Bridge during a storm event. General
information on wind conditions at the site and the bridge response were
addressed in Fenerci et al. (2017), Fenerci and Øiseth (2017) and Fenerci
and Øiseth (2016a,b). The wind speeds and accelerations at several lo-
cations along the bridge deck were measured by a dense sensor network.
The wind turbulence statistics during the storm are presented using 10-
sminute averaging intervals. Using the measured turbulence statistics,
the wind field along the bridge is modeled separately for each interval,
and the dynamic response is calculated accordingly. The measured and
calculated dynamic responses are then compared, and the results
are discussed.

2. Hardanger Bridge and the monitoring system

The Hardanger Bridge (HB) is currently the longest suspension bridge
in Norway with a single span of 1308 meters (Fig. 1). It is located in
mountainous terrain in Norwegian fjords and is subjected to strong Eu-
ropean windstorms. The unique wind exposure of the site and the slender
deck of the bridge make it an attractive case study when investigating the
wind-induced dynamic response of long-span suspension bridges in such
complex terrain. For this reason, shortly after the bridge was opened to
the public in 2013, it was instrumented by a state-of-the-art monitoring
system tomeasure wind velocities and accelerations along the girder. The
system is comprised of 20 accelerations and 9 anemometers, where the
data is transferred on the bridge by Wi-Fi and synced by GPS time. The
sensor layout is shown in Fig. 2, and the coordinates of each sensor are
listed in Table 1, where the origin of the coordinate system was taken as
the midspan of the bridge. Detailed information on the HB and the
workings of the monitoring system can be found in Fenerci and
Øiseth (2017).

Fig. 1. Panoramic view of the Hardanger Bridge toward the west (photograph by Aksel Fenerci/NTNU).

Fig. 2. The sensor layout.

Table 1
Sensor names and coordinates.

Wind sensors Accelerometers

Name x (m) y (m) z (m) Name x (m) y (m) z (m)

A1 460 7.25 0.3 H1E/H1W 480 6.33/-6.64 �8.38
A2 280 7.25 3.2 H2W 360 �6.64 �6.41
A3 240 7.25 3.9 H3E/H3W 240 6.33/-6.64 �4.45
A4 200 7.25 4.6 H4E/H4W 120 6.33/-6.64 �2.48
A5 180 7.25 4.9 H5E/H5W �7 6.33/-6.64 �0.4
A6 �10 �7.25 8 H6E/H6W �120 6.33/-6.64 �2.25
A7 �180 7.25 5.2 H7E/H7W �240 6.33/-6.64 �4.22
A8 �420 7.25 1.2 H8E �360 6.33 �6.18
A9 �655 4.5 140 H9E/H9W �480 6.33/-6.64 �8.15

T1E/T1W 655 4.5/-4.5 120.5
T2E/T2W �655 4.5/-4.5 120.5
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3. Storm Tor

On 29-30th January 2016, a European windstorm struck the coastline
of Norway, Scotland and northern parts of Ireland and England. The
extratropical cyclone was named and referred to as “Storm Tor” by the
Norwegian Meteorological Institute, “Storm Gertrude” by the UK Met
Office andMetEirannof Irelandand “StormMarita”by theFreeUniversity
of Berlin in Germany. It will be referred to as “Storm Tor” here, adopting
the Norwegian name. This severe storm affected several regions along the
Norwegian coast, such as Sør-Trondelag, Møre og Romsdal, Sogn og
Fjordane and also Hordaland, where the HB is located. The highest mean
wind speed recorded during the storm was 48.9 m/s in a 10-minute
averaging interval, and the highest measured gust was 61.7 m/s, both of
which were recorded at a height of 75 m above ground at the Kråkenes
Lighthouse inMøre ogRomsdal. Thiswas the highestwind speed officially
recorded in Norway (Kristiansen et al., 2016). A public report by the
Norwegian Meteoroligical Institute (2016) reported significant property
damage (� 450 million NOK). Many regions were without power during
the storm. The passage of the storm through the HB site has been suc-
cessfully recorded by the HBmonitoring system. The bridge was closed to
traffic during most of the storm. Mean wind speeds of up to 30 m/s and
wind gusts of up to 37 m/s were measured by the anemometers on the
bridge, which were the highest recorded, during the first four-year period
of the measurement campaign. Strong winds were recorded on both the
29th and 30th of January. However, in the rest of the paper, a continuous
13.5 h period will be considered from 29th January at 12:00 (UTC time)
until 30th January 1.30, where the highest wind speeds were recorded.

4. Wind turbulence characteristics

4.1. General

The wind velocity data acquired through eight anemometers (A1-A8)

located at the HB deck were used to study the wind characteristics of
Storm Tor. All anemometers are attached to the hangers of the bridge at a
height of 8 meters from the bridge girder to avoid the disturbance of the
wind flow due to the bridge deck. It should be noted that the z-co-
ordinates of the anemometers are not the same due to the curvature of
the bridge. The wind data were initially sampled at 32 Hz in polar co-
ordinates and then downsampled to 20 Hz to have a common sampling
rate with the acceleration data. When studying wind turbulence char-
acteristics relevant to the dynamic response of land-based structures, it is
customary to decompose the wind speed to its mean and fluctuating
components, considering a certain averaging interval. Depending on the
region and nature of the wind, an averaging interval between 1 min and
1 h is generally adopted, where the wind flow is considered sufficiently
stationary. Defining a new coordinate system aligned in the direction of
the mean wind speed (U), three orthogonal fluctuating wind compo-
nents, namely, the along-wind (u), cross-wind (v) and vertical (w) tur-
bulences are defined. The three turbulence components are then assumed
as zero-mean stationary Gaussian random processes.

It is important that these assumptions be reasonably valid since the
classical methods of wind induced response analysis of structures rely on
these assumptions. Methods such as the run test or the reverse arrange-
ment test (Bendat and Piersol, 2000) were previously used on wind re-
cords to assess their stationarity (Cao et al., 2009, 2015; Tao et al., 2017).
However, suchmethods provide an evaluation of randomness rather than
stationarity and can be effective in highlighting underlying trends in
wind records. A run test, following the work of Cao et al. (2015), was
employed to assess the stationarity of 10-minute wind time series (U
(t) þ u (t)) obtained from the eight anemometers along the HB span, and
the results are shown in Fig. 3. The majority of the recordings failed the
test at a 5% significance level using 30 segments per signal, and no
reasonable pattern of nonstationarity could be extracted. It is also
observed that the test is highly dependent on the segment size and does
not provide objective means for evaluation of stationarity. Recent studies

Fig. 3. Stationarity test on 10-minute recordings.

Fig. 4. Probability distributions of turbulence components for a 10-minute recording recoded on 29/01/2016 between 18:40 and 18:50: (a) along-wind, (b) cross-wind and (c) verti-
cal components.
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(Chen et al., 2007; Tao et al., 2017; Wang et al., 2016) also showed that
when there is no abrupt change in the wind direction or speed in the
considered averaging interval, the wind statistics obtained with station-
ary and nonstationary models do not vary significantly. It has been re-
ported that the discrepancy is high in length scales and very
low-frequency part of the along-wind turbulence spectra because these
are sensitive to the slowly varying mean speed. It should be noted that
such discrepancies are not important for the wind field model adopted
here. Also, experience suggests that a 10-min averaging interval is
appropriate to minimize such slowly varying components. Therefore,
owing to its extensive use in practice and wind-resistant design codes, the
traditional stationary wind model will be used in this study. Quantifi-
cation of the uncertainty introduced by the nonstationarity of the wind
time series on the wind statistics and response prediction requires a
nonstationary analysis, which is considered out of scope for this paper,
where the aim is to evaluate the performance of state-of-the-art methods.

Probability distributions of turbulence components for a 10-minute
recording are plotted along with a normal distribution fit to demonstrate

the normality of the data (Fig. 4). It is seen that the distributions of u and
w components agree reasonably well with the Gaussian distribution,
where the v component does not, presumably due to the effect of the
mountains on either side of the bridge.

4.2. Mean wind speed and direction

The 10-minute mean wind speed during the storm is plotted in Fig. 5
using the data from the midspan sensor (A6). As is easily observed from
the plot, the wind speed rapidly increased in the beginning of the storm
and reached 20 m/s around 13.00. The strong winds were sustained until
23.00, where the wind speed decreased to approximately 10 m/s sud-
denly. In this ten-hour period, the wind speed was generally in the
20–25 m/s range, except for the one hour period between 18.00 and
19.00, where it reached its peak of approximately 30 m/s. Including the
built-up phase and the end of the storm, a total of 13.5 h of well-acquired
data are considered to study the storm. The mean wind speed data are
also plotted in Fig. 6 in a wind rose on the topographical map of the

Fig. 5. Mean wind speed at the midspan (sensor A6).

Fig. 6. Wind rose plot of 10-minute mean wind speed at the midspan (m/s) (base map courtesy of ©Kartverket, www.kartverket.no).

Fig. 7. Contour plot of mean wind speed.
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region to show the direction of the wind and the upwind topographical
conditions. As shown in the figure, the storm winds were nearly
perpendicular to the bridge longitudinal axis, where the wind direction
was sustained during the storm. A contour plot was also generated using
the data from all sensors to show the variation of the wind speed along
the bridge span (Fig. 7). The data points are highlighted in the plot,
where the contour was obtained using linear interpolation between
points. In general, higher mean wind speeds were measured toward the
south end of the bridge during the storm. Finally, the time histories of

wind directions shown in Fig. 8 are plotted for three anemometers: one at
the midspan (A6) and two at either end of the bridge span (A1& A8). It is
seen that the wind direction measured at A1 and A8 were very close to
each other, where slightly more skewed winds were measured at the
midspan sensor.

4.3. Gust wind speed and gust factor

The gust wind speed is obtained by averaging the wind speed in a

Fig. 8. Mean wind direction from anemometers A1, A6 and A8.

Fig. 9. Gust wind speed with 10-minute moving mean wind speed at the midspan (sensor A6).

Fig. 10. Gust factor (a) at the midspan and (b) contour plot.
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much shorter interval than the mean wind speed and is used to represent
sudden changes in wind speed (gusts), which are more closely related to
the dynamic response of structures (Cao et al., 2015; Holmes, 2007;
Krayer and Marshall, 1992; Kwon and Kareem, 2014; Shu et al., 2015).
Typically, a gust averaging interval of 2–3 s is adopted to estimate the
highest instantaneous wind speed. A gust factor is also commonly used to
convert mean wind speed to gust wind speed, especially in the design of
structures subjected to gusty winds. It can be written as

Gu ¼ jutjmax

UT
(1)

where ut is the gust speed averaged over gust interval t and UT is the
mean wind speed with averaging interval T. The gust wind speed and the
gust factor for the 10-minute recordings of Storm Tor were calculated
using a 3-second gust averaging interval and presented in Fig. 9. In the

figure, a running 10-minute mean wind speed is also plotted on top of the
gust speed to show the evolution of the 10-min mean wind speed. The
maximum gust speed was around 37 m/s. The gust factor at the midspan
is given in Fig. 10a. The gust factor seems sensitive to the stationarity of
the signal. Typically, high gust factors were obtained when the wind
speed or direction was changing rapidly; i.e., there is a profound trend in
the time series. Discarding those, the gust factor was around 1.3–1.5
during the storm. A contour plot of the gust factor is also presented in
Fig. 10b. The gust factor was in general larger at the north end of
the bridge.

4.4. Turbulence intensity

Turbulence intensity is the ratio of the standard deviation of the
turbulence components (σu, σv, σw) to the mean wind velocity (U), and it

Fig. 11. Turbulence intensity (a) at the midspan and contour plots: (b) Iu (c) Iv (d) Iw.
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is of vital importance in predicting the dynamic response since it is a
direct measure of the energy content of turbulence. Turbulence in-
tensities for the three turbulence components (Iu, Iv, Iw) are given in
Fig. 11a for the midspan and Fig. 11b–d for all sensors using contour
plots. Similar to the gust factor, high turbulence intensities were asso-
ciated with the non-stationary signals. During the sustained part of the
storm, along-wind turbulence intensity (Iu) varied between 10 and 20%,
and vertical turbulence intensity (Iw) varied between 4 and 6%. Cross-
wind turbulence intensity (Iv) was around 2%. The contour plots of tur-
bulence intensities show a similar pattern to the gust factor (Fig. 10),
with higher values toward the north. The ratio Iu:Iv:Iw between the tur-
bulence intensities is calculated as 1:0.14:0.4 using the mean values
(0.125:0.018:0.051). Only recordings above 15 m/s were considered not
to include the severely non-stationary recordings. The relation between
turbulence intensity and gust factor is given in Fig. 12 along with two
empirical models (Choi, 1983; Ishizaki, 1983). The correlation between
two statistical parameters are apparent, and the model by Ishizaki (1983)
gives a good approximation of the data for this particular storm.

4.5. Cross-correlation of u-w turbulence

The one-point correlation of the u and w turbulence components is
assessed through the cross correlation coefficient, given as

γuw ¼ σuwffiffiffiffiffiffiffiffiffiffi
σuσw

p ; σuw ¼ 1
N � 1

XN
i¼1

ðui � μuÞ*ðwi � μwÞ (2)

where σuwdenotes the cross-covariance of the turbulence components
and σu; σware the standard deviations. The cross-correlation coefficient
will then assume a value between �1 and 1, and it relates to the vertical
shear or energy loss of turbulence due to ground roughness. The cross-

correlation coefficient of u and w components were calculated for all
recordings, and they are presented in Fig. 13. It is observed that the
correlation between the u and w components was in general positive,
contradicting the theoretical consideration in flat homogenous terrain
and the neutral boundary layer. The average cross-correlation coefficient
was 0.067, where the corresponding cross-covariance was 0.17.

4.6. Turbulence length scale

The length scales of turbulence are the average length of turbulent
eddies and hence give valuable information on the spectral content of the
turbulence components. In the along-wind direction, three turbulence
length scales (Lu, Lv, Lw) can be defined. If Taylor's hypothesis of frozen
turbulence is assumed valid, the length scales in the along-wind direction
can be estimated using the time auto-correlation of the turbulence
components. The three length scales were calculated for the 10-minute
recordings using the midspan sensor, and they are presented in Fig. 14
with recommendations of ESDU (2001a,b) and N400 (Norwegian bridge
design handbook, Statens-Vegvesen, 2009). The estimated length scales
show immense variability between 10-min recordings of the same storm,
especially for the along-wind component, and the recommended values
both by N400 (178:44:15 m) and ESDU (240:20:20 m) were in general
much smaller compared to the calculated values. In this case, it should
also be noted that since low frequency components in the turbulence
recordings are of utmost importance in the calculation of the length
scales, results are very sensitive to the signal stationarity and trends in
the data. Since none of the recorded signals is strictly stationary, gener-
ally high values are obtained from measurements, with significant vari-
ability. This was also observed in the work of Tao et al. (2017), where a
nonstationary analysis was carried out. Using average values, the
Lu:Lv:Lw ratio was around 1:0.3:0.2 (539:168:104 meters). Consequently,
for the terrain in consideration, the use of length scales with the sta-
tionary wind model should be avoided when possible due to the
randomness in field data and its sensitivity to signal stationarity.

Since a one-hour averaging interval is also commonly used in the
calculation of length scales, one-hour length scales were also calculated
for the sake of comparison. Considering only the strong wind part of the
storm, length scales of 1900 meters and 138 meters were obtained in
average for the along-wind and vertical turbulences, respectively. It is
seen that the vertical length scales were more or less the same, but the
along-wind length scales increased even more, where the variability in
results persisted. This is due to the sensitivity of the auto-correlation
function to the low-frequency components in the signals. Consequently,
if there are slowly varying trends in the mean wind speed; it appears as a
low-frequency correlation in the auto-correlation function, resulting into
high estimates of the along-wind integral length scale. The difference can
easily be observed in Fig. 15, where the autocorrelation function estimate
for a 1-hour recording is compared with the average of estimates for 10-
minute segments. It is apparent that the auto-correlation function is much
higher for the longer recording, due to nonstationary components in the
signal and this is consistent throughout the storm.

Fig. 12. Gust factor vs. along-wind turbulence intensity at the midspan.

Fig. 13. Cross-correlation coefficient of u and w turbulence components at the midspan.
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4.7. Angle-of-attack

The angle-of-attack is defined here as the angle between the mean
wind velocity vector and the horizontal plane. For the 10-minute re-
cordings, the angle-of-attack was calculated using the midspan
anemometer data, and the results are presented in Fig. 16. It is seen that
the wind velocity vector was consistently inclined around 2.5� upwards

on average during the whole storm.

4.8. One-point spectra of turbulence

In wind-induced dynamic response prediction of long-span cable-
supported bridges, the buffeting load on the structure is generally
described by a cross-spectral density matrix, including one-point and

Fig. 14. Turbulence length scales: (a) along-wind (b) cross-wind and (c) vertical components.

Fig. 15. The effect of averaging interval on the auto-correlation functions: (a) along-wind and (b) vertical turbulence.
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two-point statistics of the along-wind and vertical turbulence compo-
nents. Therefore, a good representation of spectral characteristics of
turbulence is crucial for accurate response prediction. The one-point auto
and cross spectra of the u and w components at the midspan were
calculated for all recordings above a mean wind speed of 15 m/s using
Welch's (1967) averaged periodogram method with eight segments and
50% overlap. The spectra are shown in Fig. 17. The scatter in the data can
immediately be observed despite the averaging of the periodogram es-
timates. The average spectra of all recordings are also shown in Fig. 17,
along with several analytical spectra given by Kaimal et al. (1972), von
Karman (1948), ESDU (2001a,b) and N400 (Statens-Vegvesen, 2009). It
is seen that in the average sense, the analytical spectra were not suc-

The turbulence spectra were also estimated using a one-hour averaging
interval. In this case, six segments with 75% overlap was used to average
the periodogram estimates. This resulted in an increased frequency res-
olution of 0.0003052 Hz. In return, the estimates have larger variance
due to lower number of averaged segments. The estimates are shown in
Fig. 18. It is seen that the vertical turbulence spectra remained almost
unchanged, where the peak of the along-wind turbulence spectra was
moved to lower frequencies. This also roots from the fact that the signals
are nonstationary and accommodate slowly varying trends. Nevertheless,
it should be stressed again that the wind field model used here will not be
affected greatly from such trends since it is not strongly dependent on the
length scale estimates or the very low-frequency part of the turbu-
lence spectra.

Fig. 16. The angle-of-attack.

Fig. 17. One-point spectra of turbulence at the midspan: (a) auto-spectra of along-wind turbulence, (b) auto-spectra of vertical turbulence and (c) cross-spectra of along-wind and vertical
turbulences.
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The measurement data also accommodate significant variability,
making it difficult to deduce a single spectral expression for the entire
storm. Therefore, a Kaimal-type expression (Kaimal et al., 1972; Solari
and Piccardo, 2001) was fitted in the least-squares sense to the estimated
10-min spectra. The parametric spectral formula is written as

Su;wf
σ2u;w

¼ Au;wfz�
1þ 1:5Au;wfz

�5=3; fz ¼ fz
U

(3)

where Au,w are the parameters to be fitted. In the expression, Su,w denote
the auto-spectral densities, f denotes frequency in Hz and z denotes the
height above ground (68 m for the midspan). An example fit is demon-
strated in Fig. 19 with its 99% confidence intervals for a 10-min
recording with 29 m/s mean wind velocity. The root-mean-square error
(RMSE) values giving the standard error of the fit are also indicated in the
figure. From visual observations and RMSE values, it can be stated that
the fitted curves give a reasonable approximation of the measured

Fig. 18. One-point spectra of turbulence at the midspan using a one-hour averaging interval: (a) auto-spectra of along-wind turbulence, (b) auto-spectra of vertical turbulence and (c) cross-
spectra of along-wind and vertical turbulences.

Fig. 19. Fitting of the one-point spectra using Eqn. (3) using a 10-minute recording recoded on 29/01/2016 between 18:40 and 18:50. (Au ¼ 32.3, Aw ¼ 2.42, RMSE ¼ root-mean-squared-
error, CI ¼ confidence interval) (a) auto-spectra of along-wind turbulence, (b) auto-spectra of vertical turbulence.
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spectra. It should be noted that the fit is made only for the part of the
spectra up to 1 Hz, which is considered the important frequency range for
dynamic response calculations; however, reasonable agreement with the
data is observed also in the higher frequency range.

The spectral parameters Au,w were then calculated for all 10-minute
recordings. The results are presented for the midspan sensor in Fig. 20
and as contour plots in Fig. 21. 99% confidence intervals for the pa-
rameters are also shown in the figures using error bars. It is seen that the
parameters showed variation between 10-minute recordings during the
storm. The average values, which are also shown on the plots, were quite

similar to the values of the Kaimal spectra. The parameter Aw was rela-
tively more stable compared to Au during the storm. The Au was in
general higher toward the south side, where Aw was consistently higher
at the midspan of the bridge.

The parameters Au,w were then plotted against the previously ob-
tained integral length scales for the recordings with mean speed higher
than 15 m/s (Fig. 22). An apparent correlation is observed in the case of
the along-wind component, where the measurements show random
scatter for the vertical component.

Fig. 20. Spectral parameters at the midspan: (a) Au and (b) Aw (error bars show the 99% confidence intervals).

Fig. 21. Contour plots of spectral parameters: (a) Au and (b) Aw.
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4.9. Normalized cross-spectra of turbulence

In addition to the one-point statistics of turbulence, its spanwise
correlation structure should be well defined for accurate prediction of the

bridge dynamic response (Cheynet et al. 2016; Kristensen and Jensen
1979; Mann 2006; Toriumi et al. 2000). In the frequency domain, this is
usually achieved with the help of a normalized cross-spectrum, which is
essentially a frequency dependent cross-correlation coefficient. For two

Fig. 22. Spectral parameter vs. length scale: (a) along-wind turbulence and (b) vertical turbulence.

Fig. 23. Normalized cross-spectra of along-wind turbulence for several separation distances: (a) Δx ¼ 20 m, (b) Δx ¼ 40 m, (c) Δx ¼ 40 m, (d) Δx ¼ 60 m, (e) Δx ¼ 80 m, (f) Δx ¼ 100 m,
(g) Δx ¼ 170 m and (h) Δx ¼ 180 m.
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points along the bridge separated by a distance Δx, the normalized cross-
spectral density is defined as

Cmnðf ;ΔxÞ ¼ Smnðf Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Smðf ÞSnðf Þ

p ; n 2 fu;wg; m 2 fu;wg (4)

where Smn is the cross-spectral density of turbulence at two points
separated by Δx. Consequently, the normalized cross-spectral density can
attain both negative and positive values and has real and imaginary parts.
Its imaginary part includes the phase information and is usually neglec-
ted for separations normal to the wind direction (ESDU 2001a,b; Simiu

and Scanlan 1996).
Owing to the dense wind sensor network along the bridge span, the

normalized cross-spectra of turbulence can be calculated for many sep-
aration distances. Using eight different sensor pair combinations, the
normalized cross-spectra were calculated for the 10-minute recordings
during the strong wind part of the storm (U > 15 m/s). The estimates for
different sensor pairs are plotted against a non-dimensional frequency (f
Δx/U) and shown in Figs. 23–25. In the calculations, separation distances
were taken as the distances between sensors, since wind direction was
mostly perpendicular to the bridge longitudinal axis. Spectral estimations
were carried out using Welch's method, as described in the previous

Fig. 24. Normalized cross-spectra of vertical turbulence for several separation distances: (a) Δx ¼ 20 m, (b) Δx ¼ 40 m, (c) Δx ¼ 40 m, (d) Δx ¼ 60 m, (e) Δx ¼ 80 m, (f) Δx ¼ 100 m, (g)
Δx ¼ 170 m and (h) Δx ¼ 180 m.

Fig. 25. Normalized cross-spectra of along-wind and vertical turbulence: (a) Δx ¼ 20 m, (b) Δx ¼ 40 m.
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section, which inevitably results in high variance in the estimates.
Relying on the assumption that the process is ergodic, variance can be
reduced by averaging estimates from different recordings. The average
curves are also shown in the figures. The variance can also be reduced by
fitting a parametric function to the scattered data. Visual inspection of
the data suggests that a simple exponentially decaying function, such as
the one used by Davenport (1961), would be appropriate. The expression
is written as

Cuu;ww ¼ exp
�
� Ku;w

fΔx
U

�
(5)

where K is commonly referred to as the decay coefficient. The curves
were fitted to the scatter data in the least-squares sense, and they are
shown along with the data. The resulting decay coefficients are also
indicated in the figures. Finally, only for the u-component, a theoretical
expression by Krenk (1996) is also plotted on the measurement data for
the sake of comparison. In case of the along-wind turbulence component,
both the fitted exponential curves and the theoretical curve by Krenk
show good agreement with the averaged normalized cross-spectra for
small separations. However, as the distance between the sensors in-
creases, deviations are apparent in the low reduced frequency range.
Davenport's expression assumes full correlation at zero frequency, which
is a known drawback of the simple function. Krenk's formula, on the
other hand, gave lower correlation in the low frequency range compared
to the averaged data. The discrepancy between the fitted exponential

curves and measurement data is more profound in the case of vertical
turbulence. The normalized cross-spectrum of u and w components were
essentially zero, even for small separations.

Although the use of a dimensionless frequency in the x-axis is very
useful here, it makes the interpretation of the results rather difficult since
engineers are more interested in the corresponding frequencies. There-
fore, the same data are also plotted in Fig. 26 in the form of contour plots
by linearly interpolating the average normalized cross-spectra. The
decrease in correlation with increasing frequency and distance is
immediately observed. Fitted normalized cross-spectra with Davenport's
formula are also given in the same form in Fig. 27. Here, it is easily
observed that the discrepancy is restricted to the low-frequency range,
i.e., frequencies lower than the lowest natural frequency of HB (0.05 Hz).
Moreover, to overcome this drawback of Davenport's formula, a surface
fit was made to the data given in Fig. 28 using the following two-
parameter expression, which was also used in the design basis of the
HB in the form of Krenk's formula:

Cuu;wwðf ;ΔxÞ ¼
�
1� 1

2
κΔx

�
expð � κΔxÞ; κ

¼ bu;w

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
2πf
U

�2

þ
�

1
cu;wLu

�2
s

(6)

where bu,w and cu,w are parameters to be fitted. The resulting contour plot
is shown in Fig. 28. A very good agreement with the measurement data is

Fig. 26. Normalized cross-spectra of turbulence estimated from data (a) Cuu and (b) Cww.

Fig. 27. Normalized cross-spectra of turbulence fitted to Davenport's formula in Eqn. (5): (a) Cuu and (b) Cww.

Fig. 28. Normalized cross-spectra of turbulence fitted to Krenk-type formula in Eqn. (6): (a) Cuu and (b) Cww (bu ¼ 0.79, cu ¼ 1.44, bw ¼ 0.72, cw ¼ 0.27).
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achieved using Eqn. (6).
Finally, the decay coefficients in Eqn. (5) were calculated for the 10-

minute recordings separately using only the closely spaced sensor pairs.

The results are presented in Fig. 29 with the 95% confidence intervals of
the parameter estimates, where the mean value (for U > 15 m/s) and the
N400 recommendation are also indicated. It is seen that the decay

Fig. 29. Decay coefficients given in Eqn. (a) along-wind turbulence and (b) vertical turbulence.

Fig. 30. Acceleration records at the quarter-span (using accelerometer pair H3) (a) lateral, (b) vertical and (c) torsional acceleration.
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coefficients show random variation between 10-min recordings of the
storm. The margin of uncertainty was higher for the larger decay co-
efficients (smaller correlation) for both components. In case of highly
non-stationary recordings, the confidence intervals were usually larger.

5. Buffeting response of the bridge deck

The dynamic response of the HB deck was measured using seven
accelerometer pairs located along the bridge span (Table 1). The lateral
and vertical accelerations were taken as the average of the signals from
two sensors at either side of the girder, and torsional acceleration was
obtained by dividing the difference of the two signals by the distance
between them (13 meters). The acceleration signals were then low-pass
filtered with a cut-off of 1 Hz to remove the high-frequency response,
which is considered not important when the wind-induced vibrations are
concerned. The continuous acceleration measurements from the sensor
pair H3 (120 meters from the midspan) during the entire storm are given
in Fig. 30. It is seen that in the beginning of the storm, when the mean
wind speed was around 5 m/s, the acceleration response was very low.
With the increase in wind speed around 12:30, the amplitude of vibra-
tions rapidly increased. For all the response components, the highest
sustained vibrations seem to have occurred between 17:00–19:30, where
the wind was the strongest (Fig. 9). Two distinct, rather sudden peaks
were also observed in all components, one around 14:50 and another
around 16:50, which correspond to two strong gusts (Fig. 9). For a 10-
minute recording, the probability distributions of accelerations are

shown in Fig. 31. It is observed that all components follow a Gaussian
distribution; therefore, the assumption of a zero-mean Gaussian response
process seems fair.

In order to have a more elaborate look at the frequency content of the
signals, short time Fourier transforms of the signals were carried out
using 10-minute windows with 80% overlap between them, and the
resulting spectrograms are presented in Fig. 32 for the three response
components. Several frequency contributions, which were consistent
throughout the storm, are apparent in the plots. The continuous hori-
zontal lines in the plots for lateral (0.05 Hz, 0.1 Hz, 0.18 Hz), vertical
(0.14 Hz, 0.21 Hz, 0.27 Hz, 0.33 Hz) and torsional (0.37 Hz, 0.42 Hz,
0.55 Hz) yield similar frequencies as the natural vibration frequencies of
the bridge extracted through finite element analysis (Table 2). No sig-
nificant change in vibration frequencies during the storm can be detec-
ted. The regions where the wind speed increases and decreases are
distinguishable from the plots. Two vertical lines are also recognized,
coinciding with the locations of the jumps in acceleration sig-
nals (Fig. 30).

Moreover, the root-mean-squares (RMSs) of the three response com-
ponents were calculated for 10-minute recordings at each sensor pair
location. The results are used to obtain contour plots of RMS acceleration
and displacement responses, which are given in Fig. 33 and Fig. 34,
respectively. Measurement locations are indicated on the plots as dots.
According to the contour plots, the largest lateral response occurred
around 16:30–16:50. Although this was not the interval with the highest
wind speed, the windwas quite gusty, which can be seen from the plots of

Fig. 31. Probability distributions of acceleration components at the midspan for a 10-minute recording recoded on 29/01/2016 between 18:40 and 18:50: (a) lateral, (b) vertical and (c)
torsional components.

Fig. 32. Spectrogram of acceleration records at the quarter-span (using accelerometer pair H3): (a) lateral, (b) vertical and (c) torsional acceleration.
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gust factor (Fig. 10) or turbulence intensity (Fig. 11). It can also be seen
that higher modes are more important for the acceleration response,
where displacement response is usually dominated by a few lower
modes. For the lateral and torsional modes, first modes of vibration,
which are symmetrical modes, dominated the responses, resulting in
maximum displacements at the midspan. However, the vertical
displacement response was maximum around the quarter-span rather
than the midspan. This is because the first vertical mode is antisymmetric
and more vibration modes contribute to the vertical response.

It is also interesting to compare the results from this study on an
extratropical cyclone to the results obtained from previous tropical
cyclone measurements. Xu et al. (2001) studied the wind field charac-
teristics and the dynamic response of the Tsing Ma Suspension Bridge in
Hong Kong during the passage of typhoon Victor. The main span of the
bridge is 1377 meters long, which is very similar to HB; however, the

bridge girder is much wider (41 meters) and the bridge accommodates
train passage. The topography surrounding the bridge is also complex,
including sea, islands and mountains reaching up to 500 meters. From
the wind measurements at the girder level, the typhoon was character-
ized with mean speeds up to 20 m/s and highly variable turbulence in-
tensity. Along-wind length scales of 200–300 meters were reported,
which are much lower than what was measured at the HB. Other dif-
ferences include presence of skew-winds, high cross-wind turbulence,
changing wind direction (due to passage of the eye of the typhoon) and
variable angle-of-attack (�6� to þ6�). The turbulence spectra could not
be modeled well with von Karman or Kaimal spectra. The results suggest
that it can be more challenging to model tropical storm winds. The
maximum RMS accelerations of the bridge girder, on the other hand,
were in general smaller than the case of HB under similar wind speeds,
presumably due to its stiffer girder.

Table 2
Mode shapes and natural frequencies from FEM.

Lateral Vertical Torsional

mode no freq. (Hz) description mode no freq. (Hz) description mode no freq. (Hz) description

1 0.05 1st symm. 3 0.11 1st asymm. 15 0.36 1st symm.
2 0.098 1st asymm. 4 0.14 1st symm. 26 0.52 1st asymm.
5 0.169 2nd symm. 6 0.197 2nd symm.
10 0.233 2nd asymm. 7 0.21 2nd asymm.
11 0.244 3rd symm. 12 0.272 3rd symm.
13 0.293 3rd asymm. 14 0.33 3rd asymm.

Fig. 33. RMS acceleration response during the storm (a) lateral (m/s2), (b) vertical (m/s2) and (c) torsional acceleration (rad/s2).
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6. Comparison with analytical predictions

The buffeting response of the HB during Storm Tor was also evaluated
analytically using a multimode approach. The fully coupled system of
equations of motion including the aeroelastic terms were solved in the
frequency domain using the procedure given in Øiseth et al. (2010),
where the bridge displacements are written in terms of generalized co-
ordinates of the still-air vibration modes. Detailed formulation of the
procedure can be found elsewhere (Katsuchi et al., 1998; Øiseth et al.,
2010) and, therefore, will not be repeated here. The first 80 still-air vi-
bration modes of the bridge (0.05 Hz – 1.3 Hz), which were obtained via
finite element analysis, were included in the analysis, excluding the
tower and cable modes. Petersen and Øiseth (2017) conducted
sensitivity-based finite element model updating of the HB using moni-
toring data. It was seen that the discrepancy between identified and
analytical natural frequencies were in an acceptable range for the ap-
plications in the current study. It should also be noted that the RMS
response is more sensitive to damping, rather than minor shifts in the
response frequencies. Information regarding the first few still-air modes

is given in Table 2. A structural damping of 0.5% was assigned to all
modes. The so-called self-excited forces, which are induced by themotion
of the bridge deck, were modeled using aerodynamic derivatives (ADs).
The ADs of the HB deck section were obtained by Siedziako et al. (2017)
through forced vibration tests in the wind tunnel. The resulting ADs
exhibited exceptionally low scatter, increasing confidence on the
modeling of the self-excited forces. The ADs for the entire reduced ve-
locity range were obtained by fitting rational functions to the experi-
mental data by nonlinear least squares approximation. The identified
ADs and the corresponding fits were presented in Figs. 17 and 18 in
Fenerci and Øiseth (2017). The steady-state force coefficients were also
obtained using the tests by Siedziako et al. (2017) in the wind tunnel
(Table 3). The cross-sectional aerodynamic admittance functions were
set to unity due to lack of experimental data, and the spanwise correla-
tion of the buffeting forces was assumed the same as those of the
incoming turbulence.

Neglecting the cross terms, the cross-spectral density matrix of tur-
bulence used in the analysis can be written as

SturbðΔx; f Þ ¼
�
SuuðΔx; f Þ 0

0 SwwðΔx; f Þ
�
; Suu;wwðΔx; f Þ

¼ Su;wðf ÞCuu;wwðf ;ΔxÞ (7)

where Su;wðf Þare given in Eqn. (3) and Cuu;wwðf ;ΔxÞin Eqn. (5). The values
of the spectral parameter Au,w and the decay coefficient Ku,w in the
equations were taken from Figs. 20 and 29, respectively, for each 10-
minute recording. It should be noted that this formulation assumes

Fig. 34. RMS displacement response during the storm (a) lateral (m), (b) vertical (m) and (c) torsional displacement (rad).

Table 3
Steady-state force coefficients for the Hardanger Bridge section (Siedziako et al., 2017).

CD� C'D CL� C'L CM� C'M

1.05 0 �0.363 2.22 �0.017 0.786

*D ¼ drag, L ¼ lift, M ¼ moment (bar denotes mean value and apostrophe denotes
derivative).
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spanwise uniform turbulence characteristics, which is not the case for the
HB. The spanwise non-uniformity of the mean wind speed, turbulence
intensities and spectral parameters can be implemented by modifying the
cross-spectral density matrix in Eqn. (7) as follows:

~Sturbðx1; x2; f Þ ¼
�
Suuðx1; x2; f Þ 0

0 Swwðx1; x2; f Þ
�
;

Suu;wwðx1; x2; f Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Su;wðx1; f ÞSu;wðx2; f Þ

q
Cuu;wwðf ;ΔxÞ

(8)

where Su;wðx1; f Þand Su;wðx2; f Þare the auto-spectral densities of turbu-
lence components at two points x1 and x2, separated by Δx. The buffeting
response of the HB was calculated using both spanwise uniform and non-
uniform wind profiles. In the non-uniform case, the mean wind speed,

turbulence intensities and spectral parameters Au,w were interpolated
between sensor locations to obtain the profiles, where the normalized
cross-spectra of turbulence was kept constant.

The comparisons of measured and predicted responses are given in
Fig. 35 and Fig. 36 for the RMS acceleration response and Fig. 37 and
Fig. 38 for the RMS displacement response at the midspan. It should be
noted that for a fair comparison between RMS responses, the analytical
response spectra was integrated up to a frequency of 1 Hz. The com-
parisons yield similar results for the RMS acceleration and displacement
responses; therefore, a common discussion is possible. The lateral and
torsional RMS responses were predicted with reasonable accuracy,
although the variability in the lateral response was not fully captured
with the analytical method. This can be attributed to the lack of wind

Fig. 35. RMS acceleration response comparison (a) lateral, (b) vertical and (c) torsional acceleration.

Fig. 36. RMS acceleration vs. mean wind speed comparison (a) lateral, (b) vertical and (c) torsional acceleration.
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forces on bridge cables and towers in the analysis. This issue was also
addressed in Fenerci and Øiseth (2017). The vertical response, on the
other hand, was severely underestimated by the analysis for the whole
storm. The source of this discrepancy cannot be easily identified since
many sources of uncertainty are present in the analysis. However, the
analysis seems to capture the variability in response reasonably well
(Figs. 36 and 38). Considering this and given that the turbulence field
was modeled with maximum possible accuracy, it is unlikely that the
discrepancy is due to uncertainties in the wind field model. The differ-
ence between uniform and non-uniform analyses were negligible, espe-
cially compared to the overall uncertainty involved in the predictions.

The total modal damping ratios utilized in the analysis are presented
in Fig. 39. Petersen and Øiseth (2017) developed an operational modal
analysis (OMA) framework to identify the natural frequencies of HB
based on covariance-driven stochastic subspace identification (SSI)

method (Peeters and De Roeck, 2001). Applying the same framework
here, total modal damping ratios during two one-hour segments of the
storm were identified. The comparison of identified damping ratios and
damping ratios utilized in the analysis are given in Table 4. To distinguish
between structural and aerodynamic damping, SSI was performed on a
low wind speed (�3 m/s) recording (recorded on 20/12/2015
01.30–2.30) and identified damping ratios were assumed as structural
damping. Looking at the comparison, it is seen that the horizontal and
torsional damping were modeled with reasonable accuracy, where the
damping in vertical modes were underestimated in the analysis. This
implies even higher discrepancy between measured and calculated ver-
tical response, which is contradictory and indicates further problems in
prediction of the vertical response.

When the analyses were repeated to take into account the angle-of-
attack shown in Fig. 16 using steady-state force coefficients for an

Fig. 37. RMS displacement response comparison (a) lateral, (b) vertical and (c) torsional displacement.

Fig. 38. RMS displacement vs. mean wind speed comparison (a) lateral, (b) vertical and (c) torsional displacement.
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inclined section of 3� (Table 5), no significant change was observed in the
lateral and torsional responses. The vertical response, however, was
found to be even smaller, resulting into an even larger discrepancy when
compared with the measurements. Unfortunately, the section of Sied-
ziako et al. (2017) were not tested to obtain ADs for an angle-of-attack.
However, ADs corresponding to a 3� angle-of-attack was obtained
through free vibration tests of Hansen et al. (2006) on the HB section in a
different wind tunnel prior to the design of the bridge. The analyses were
repeated using the ADs of Hansen et al. (2006) for the cases of 0� and 3�

angle-of-attack. Again, the change in the predicted responses between
the two cases were not significant.

Although the RMS response at the midspan is a good indicator of the
accuracy of the predictions from a global point of view, it is also of interest
to see how the spectral densities and responses at different locations along
the bridge correspond between measurement data and analytical results.
Therefore, a 10-minute recording with high wind speed and response was
selected, and its acceleration response spectra at the span and spanwise
RMS acceleration responsewere compared to the analytical predictions in
Fig. 40 and Fig. 41, respectively. It is seen that the discrepancy in the
vertical RMS response mainly arises from the underestimation of both
magnitude and bandwidth of the first mode spectral response. It is also

Fig. 39. Modal total damping ratio utilized in the analysis (%).

Table 4
Identified vs. analytical modal damping ratios.

16.00–17.00 18.00–19.00

ζstr* (%) ζaero* (%) ζtot* (%) ζstr (%) ζaero (%) ζtot (%)

Mode ANA* SSI* ANA SSI ANA SSI ANA SSI ANA SSI ANA SSI
H1* 0.50 0.88 1.01 0.27 1.51 1.15 0.50 0.88 1.25 0.53 1.75 1.41
H2 0.50 0.79 0.64 0.37 1.14 1.16 0.50 0.79 0.75 0.49 1.25 1.28
V1* 0.50 1.70 3.59 3.48 4.09 5.18 0.50 1.70 4.67 5.07 5.17 6.77
V2 0.50 0.16 2.57 4.19 3.07 4.35 0.50 0.16 3.42 6.24 3.92 6.40
H3 0.50 0.47 0.39 0.08 0.89 0.55 0.50 0.47 0.46 0.68 0.96 1.15
V3 0.50 0.14 1.51 3.00 2.01 3.14 0.50 0.14 2.05 3.80 2.55 3.94
V4 0.50 0.33 1.34 1.99 1.84 2.32 0.50 0.33 1.82 3.03 2.32 3.36
V5 0.50 0.19 0.90 1.67 1.40 1.86 0.50 0.19 1.21 1.96 1.71 2.15
H4 0.50 0.22 0.24 0.38 0.74 0.60 0.50 0.22 0.28 0.53 0.78 0.75
V6 0.50 0.22 0.67 1.28 1.17 1.50 0.50 0.22 0.90 1.38 1.40 1.60
T1* 0.50 0.25 0.08 0.85 0.58 1.10 0.50 0.25 0.11 0.58 0.61 0.83
T2 0.50 0.76 0.05 0.74 0.55 1.50 0.50 0.76 0.06 0.89 0.56 1.65

*H: Horizontal mode, V: vertical mode, T: torsional mode, ζstr: structural modal damping ratio, ζaero: aerodynamic modal damping ratio, ζtot: total modal damping ratio, ANA: analysis, SSI:
stochastic subspace identification.

Table 5
Steady-state force coefficients for the Hardanger Bridge section for an angle-of-attack of 3�

(Siedziako et al., 2017).

CD� C'D CL� C'L CM� C'M

1.082 0.94 �0.267 1.302 0.021 0.698

*D ¼ drag, L ¼ lift, M ¼ moment (bar denotes mean value and apostrophe denotes
derivative).

Fig. 40. Comparison of spectral density of the acceleration response at the midspan for a
10-minute recording recoded on 29/01/2016 between 18:40 and 18:50: (a) lateral, (b)
vertical and (c) torsional acceleration.

A. Fenerci, O. Øiseth Journal of Wind Engineering & Industrial Aerodynamics 172 (2018) 116–138

136



observed that even though the RMS responses of lateral and torsional re-
sponses were predicted with reasonable accuracy, significant discrep-
ancies were present in the high frequency range of the two spectra.
Furthermore, the peaks of the response spectrawere also notmatchedwell
by the analysis, especially beyond 0.5 Hz. Thus, the prediction of higher
frequency response (>0.5 Hz) appears to be more challenging in the
absence of aerodynamic admittance information and a more accurate
description of the modal properties corresponding to such modes.

7. Conclusions

Strong wind characteristics and dynamic response of a long-span
suspension bridge located in mountainous terrain were studied in this
paper using full-scale monitoring data acquired during a storm. The dy-
namic response of the bridge deck was predicted analytically and
compared with the measured response. The following conclusions were
reached for this specific case:

� The wind recordings showed non-stationary features, especially in the
beginning and the end of the strong wind part of the storm. The along-
wind and vertical turbulence components exhibited a nearly Gaussian
distribution, where the cross-wind turbulence did not.

� Length scale estimations using Taylor's hypothesis showed significant
variability and did not agree with the code recommendations. The use
of length scales as deterministic design parameters should be avoided
when possible, especially in complex terrain and non-stationary wind.

� It was shown that the one-point spectra of the turbulence could be
represented reasonably well by a Kaimal-type of spectral formula.
Despite its well-known weaknesses, Davenport's formula was found
satisfactory in representing the normalized cross-spectra of turbu-
lence in the important reduced frequency range.

� Comparisons between measured and predicted responses yielded
significant discrepancies in case of the vertical response component.
Reasonable agreement was achieved in case of lateral and torsional
response predictions. Moreover, it was found more challenging to
match the spectral response compared to the RMS response.

� The use of spanwise non-uniform profiles for the turbulence statistics
did not improve the results significantly, considering the overall un-
certainty in the predictions.
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Abstract 

In this study, full-scale wind velocity measurements are conducted at eight locations on the Hardanger Bridge 

girder to investigate the possibility of a probabilistic representation of the turbulence field along the bridge span. 

Using appropriate assumptions, the two-dimensional turbulence field along the structure is reduced to six 

turbulence parameters, which are considered as correlated lognormally distributed random variables. The 

directionality and wind speed dependence of the parameters are demonstrated by means of wind roses and scatter 

diagrams. Depending on the wind speed and direction, simulations of the turbulence field were carried out using 

random number generators. The performance of simulated wind fields in capturing the variability and correlation 

structures of an actual wind field at a site is tested by detailed comparisons with the measurement data. For the 

sake of illustration, simulations were also performed for the design wind speed of the Hardanger Bridge using the 

current model and another model from the literature. The resulting probabilistic model is suitable for 

implementation in reliability-based frameworks and long-term extreme response analysis. 

Introduction 

There is an increasing global demand for long-span cable-supported bridges around the world, as the world 

population and urbanization grow rapidly. Although the nearly 20-year-old Akashi-Kaikyo suspension bridge 

still holds the world record for the longest span, during the last two decades a large number of long-span bridge 

projects were realized. The possibility of building super long-span suspension bridges (greater than 3000 m spans) 

has also been considered for long and deep straits such as the Gibraltar Strait or the Messina Strait. Recently, a 

similar effort was initiated by the Norwegian government (Dunham, 2016; Ellevset and Skorpa, 2011). As the 

span lengths of cable-supported bridges increase, wind-induced effects become of primary importance. In 

addition to potentially destructive phenomena such as flutter, the buffeting response of such structures is also 

critical and may govern design, especially for the serviceability and fatigue limit states (Xu, 2013). The buffeting 

response of cable-supported bridges have been analyzed using a stochastic dynamics framework (Davenport, 

1962; Jain et al., 1996; Scanlan, 1978), which relies on an accurate description of the turbulent wind loads acting 

on the structure. This description is commonly achieved using the cross-spectral densities of the turbulence 

components, which are assumed to be zero-mean stationary Gaussian stochastic processes. Over the years, many 

spectral formulae have been suggested by researchers in this regard (Busch and Panofsky, 1968; Davenport, 1961; 

ESDU 086010, 2001; ESDU 85020, 2001; Kaimal et al., 1972; Krenk, 1996; Kristensen and Jensen, 1979; Mann, 

2006; Simiu and Scanlan, 1996; Solari, 1987; Tieleman, 1995; Toriumi et al., 2000; von Karman, 1948). Most of 

the formulae are restricted to flat homogenous terrain and neutral atmospheric conditions. Several attempts have 

also been made for spectra in complex terrain (ESDU 85020, 2001; Mann, 2000; Nielsen et al., 2007; Panofsky 

et al., 1982; Tieleman, 1992).  
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In bridge design, such spectral formulae are commonly used. Regardless of the spectral form adopted, the spectral 

parameters are deterministic where the mean wind speed remains as the only design parameter. This approach 

ignores any uncertainty in turbulence parameters, which might arise due to the intrinsic variable nature of the 

wind. However, Solari and Piccardo showed that the parameters of the turbulence spectra exhibited vast 

variability between measurements at different sites (Solari and Piccardo, 2001). A large variability was also 

reported in field measurement results at specific bridge sites identified with complex terrain (Fenerci et al., 2017; 

Hui et al., 2009a, 2009b). Moreover, it was also reported that this variability has implications on the buffeting 

response analysis of long-span cable-supported bridges and should not be ignored during the design (Fenerci et 

al., 2017; Fenerci and Øiseth, 2017).  

Modern approaches to structural design and assessment suggest consideration of uncertainties in the structural 

and aerodynamic properties of structures, as well as in the environmental loading. The effect of these uncertainties 

on the dynamic response can be taken into account in previously established frameworks such as probabilistic 

response analysis (Kareem, 1988; Minciarelli et al., 2001; Solari, 1997), reliability analysis (Davenport, 1983a, 

1983b; Kareem, 1987; Pagnini, 2010; Xu, 2013; Zhang et al., 2008) or performance-based design (Ciampoli et 

al., 2011; Spence and Kareem, 2014). In such analyses, a probabilistic turbulence model is often needed to 

propagate the parametric uncertainties due to the inherent variability of the wind turbulence field into the response 

estimates. A probabilistic model of this sort is also useful for the estimation of a long-term extreme response, 

when a full long-term approach is adopted (Giske et al., 2017; Xu et al., 2017). In an estimation of the long-term 

extreme response in this manner, a joint probability distribution of all parameters governing the turbulence field, 

such as turbulence intensities, integral length scales or parameters defining one-point and two point correlation 

structures of the turbulence, has to be defined (Naess and Moan, 2012; Xu et al., 2017). Thereby, with the 

available response analysis and design tools at hand, a good probabilistic description of the variable turbulence 

field at the considered site is needed. 

Although the need for a probabilistic description of a wind field has been stressed extensively during the past 

years, little work has been performed towards development of such models. The only probabilistic model, to the 

authors’ knowledge is of Solari and Piccardo (2001), which is based on a large amount of measurement data from 

different sites reported in the literature. Although its performance is yet to be tested, such a model includes the 

variability between the different sites and measurement campaigns, which might result in overly conservative 

uncertainty estimates for a specific site.  

In the present study, a probabilistic description of the turbulence field along the Hardanger Bridge (HB) in 

Norway is carried out using long-term monitoring data. The turbulence spectra are modeled with simple 

expressions with only a few parameters, which are frequently used in practice. The probability distributions and 

correlation structure of the turbulence parameters, conditional on the mean wind speed and direction, are deduced 

using measurement data. Using a random number generator, simulations of the turbulent wind field are generated 

and compared with measurement data to assess the validity of the model. Finally, simulations for the design wind 

speed of the HB are conducted using both the current model and the model developed by Solari and Piccardo. 

Wind conditions at the Hardanger Bridge site 

In Western Norway, the Hardanger Bridge (HB) crosses the Hardangerfjord and today it remains the longest 

suspension bridge in Norway with its main span of 1308 meters. The bridge is situated in a mountainous and 

complex terrain (Fig. 1) in the Norwegian fjords and is exposed to strong European windstorms. As part of a 

research project funded by the Norwegian Public Roads Administration (NPRA), wind velocities at several 

locations along the bridge girder have been monitored since December 2013 by the Norwegian University of 

Science and Technology (NTNU). Detailed information on the instrumentation and the workings of the 

monitoring system can be found in (Fenerci et al., 2017; Fenerci and Øiseth, 2017). The layout of the wind sensors 

on the bridge are shown schematically in (Fig. 2) and the coordinates of the sensors are given in Table 1. The 

monitoring system, which has been permanently installed on the bridge since 2013, records data in a 

discontinuous manner with a predefined trigger wind speed of 15 m/s. This means that a recording with a 30-



minute duration is taken each time the trigger value is exceeded by a 1-minute mean speed in any of the 

anemometers. The system is also triggered manually from time to time in a random manner to include recordings 

with low mean speeds in the database and avoid excessive storage demand at the same time.  

 

Fig. 1. Local topographical map of the Hardanger Bridge site 

 

Fig. 2. Layout of the wind sensors 

 

Table 1 Coordinates of the wind sensors (the origin of the coordinate system is at the midspan of the bridge) 

 A1 A2 A3 A4 A5 A6 A7 A8 A9 

x (m) 460 280 240 200 180 -10 -180 -420 -655 

y (m) 7.25 7.25 7.25 7.25 7.25 -7.25 7.25 7.25 4.5 

z (m) 0.3 3.2 3.9 4.6 4.9 8 5.2 1.2 140 

 

Then, the acquired wind velocity data from the anemometers are collected into a dataset to study the long-term 

wind characteristics, and an averaging interval of 10 minutes is adopted to obtain the turbulence statistics. This 

resulted in 15386 recordings with a 10-minute duration each in the dataset. Fig. 3 shows a histogram of all 10-

minute recordings collected over each month since the start of the project. The wind velocity data were first 

recorded in polar coordinates and then decomposed into a mean (static) part in the horizontal plane and three 

fluctuating (turbulent) components. In a cartesian coordinate system directed along the along-wind direction 



(mean wind direction), three orthogonal turbulence components were defined, namely, the along-wind (u), cross-

wind (v) and vertical (w) turbulences. A histogram of the mean wind speed for all recordings is given in Fig. 4. 

Using these turbulence components, three turbulence intensity components can be defined accordingly as 

 

, ,u v w
u v wI I I

U U U

  
                     (1) 

where , ,u v w denote the standard deviations of the three turbulence components and U denotes the mean wind 

speed. The turbulence intensity provides an elegant measure of the intensity of the wind speed fluctuations and is 

one of the most descriptive statistics of turbulence since it directly relates to the energy content of the turbulence.  

 

Fig. 3. Overview of the 10-minute recordings 

 

Fig. 4. Histogram of the mean wind speed for all the recordings 

 

For the 10-minute recordings in the dataset, using the data from the midspan sensor (A6) only, wind rose scatter 

plots of the mean wind speed and the three turbulence intensities are presented in Fig. 5 to provide an overview 

of the general wind conditions at the site. The recordings with mean wind speeds lower than 3 m/s were discarded 

from the data set. Due to high number of data points in the plots, the relative data density was calculated for a 

fine rectangular grid in the plotting area, and the relative density was assigned to each point by means of color-

coding. It should be noted that the density for the easterly and westerly winds were calculated separately. This 

allows a visualization of how the data are distributed according to the upwind direction and along a particular 

direction. The distinct spreading of the mean wind speed was observed for the easterly and westerly winds. It is 

also noticed that the turbulence intensity is higher for the winds approaching from the mountain side on the north, 

whereas it is smaller for winds blowing along the fjord. 



(a) (b)  

(c)  (d)  

Fig. 5. Wind rose scatter plots: the (a) mean wind speed; (b) along-wind; (c) cross-wind and (d) vertical turbulence 

intensities at the midspan of the bridge (the color bar indicates the relative density of data points in the area, and 

red line highlights the bridge longitudinal axis) 

 

Wind Field modeling 

Modeling the relevant atmospheric turbulence field is of outmost importance in prediction of the wind-induced 

dynamic response of long-span bridges, since it is used to model the environmental dynamic loads acting on the 

structure. In the frequency domain, for a horizontal line-like structure, the turbulence field can be represented by 

a cross-spectral density tensor such as 

( , ) ( , )

( , ) ( , )

uu uw

turb

wu ww

S x f S x f
S

S x f S x f

  
  

  
          (2) 

Here, the cross terms are usually neglected since they have little influence on the dynamic response (Cheynet, 

2016; Øiseth et al., 2013). The diagonal terms can be written as 
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where Su,w(f) are the auto power spectral densities of the u and w turbulence components, Cu,w are the normalized 

cross-spectral densities and f is the frequency. The normalized cross-spectra is a frequency dependent correlation 

coefficient, providing the spatial correlation of the turbulence components along the bridge longitudinal axis. For 

two points, x1 and x2, separated by a distance Δx, the normalized cross-spectra read 

1 2

1 2
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where 1 2

, ( , )
x x

u wS x f are the cross-power spectral densities of the same turbulence component at points x1 and 

x2 separated by Δx. The cross-power spectral density has a real part and a complex part as usual, where the 

complex part contains phase information. In the case of separations in the horizontal plane perpendicular to the 

along-wind direction, the phase is usually small and often neglected (ESDU 086010, 2001; Simiu and Scanlan, 

1996). The normalized spectra containing only the real part is also referred to as the normalized co-spectra. In 

summary, a modeling of the turbulence field for a horizontal line-like structure requires the definition of two 

auto-spectral densities and two normalized co-spectra for the u and w turbulence components.  

The literature is rich on formulae for the spectral densities of the turbulence components, which were derived 

both on empirical and theoretical bases. However, most models rely on the assumption of a flat and homogenous 

terrain and neutral atmospheric stability. Moreover, the models are based on deterministic coefficients or simple 

variables as functions of the height above the ground or the roughness length, which makes it difficult to reflect 

the variability in the turbulence characteristics due to complex topographical effects. In previous papers by the 

authors (Fenerci and Øiseth, 2018, 2017), it was shown that the auto-spectra and normalized co-spectra of 

turbulence component at the HB site could be represented well with two simple expressions commonly used in 

the literature when the parameters of these expressions were fitted to the measured data. The expressions for the 

auto-spectra are of a Kaimal-type (Kaimal et al., 1972; Simiu and Scanlan, 1996), where the normalized co-

spectra is of a Davenport type (Davenport, 1961), which read 

, ,

5/3

, ,

, ,

,
(1 1.5 )

exp( )

u w u w z

z

u w u w z

u w u w

S f A f fz
f

A f U

f x
C K

U


 




 

         (5) 

where z is the height above ground level (68 meters above sea level for the HB), which ensures dimensional 

consistency. The non-dimensional parameters Au,w and Ku,w are to be fitted to the 10-minute measurements and 

are referred to as the spectral parameter and the decay coefficient, respectively. Adopting the above expressions, 

for a particular mean wind speed and direction, the turbulence field for the entire structure can be defined with 

just six parameters (σu,w, Au,w, Ku,w), which can be treated as random variables. In sequence, these parameters 

relate to the energy content and correlation lengths of the turbulence components along the along-wind and bridge 

longitudinal axes. Nevertheless, to use these parameters in a probabilistic framework, an elaborate investigation 

of their underlying probability distributions, dependence on the mean wind speed or direction and correlation 

structures is needed. 

Using the data from the midspan sensor (A6) the one-point statistics and the data from the closely spaced sensor 

pairs (A3-A4, A4-A5) for the two-point statistics, the six turbulence parameters were calculated for all 10-minute 

recordings above 3 m/s mean wind speed. The parameters are presented in Fig. 6 in terms of wind rose scatter 

plots using the same manner as in Fig. 5. The power spectral densities of the 10-minute signals were estimated 

using Welch’s method of averaged periodograms (Welch, 1967), where 8 segments with 50% overlap were 



averaged to reduce the variance in the Fast Fourier Transform (FFT) estimates. The expressions of Eqn. (5) were 

then fitted to the estimated auto and normalized co-spectra of the turbulence components using a nonlinear least-

squares approximation to obtain the Au,w and Ku,w parameters. Observing the plots, the distinct distribution of data 

for the easterly and westerly winds and dependence of the parameters on the upwind direction are noted. A 

mountainous upwind terrain was associated with high turbulence (σu,w), where the spectral parameter Au,w was 

higher for the fjord exposure. The decay coefficient Ku,w seems less sensitive to the wind direction, as it shows 

approximately uniform scatter with respect to the mean wind direction.  

(a) (b)  

(c)  (d)  



(e)  (f)  

Fig. 6. Wind rose scatter plots of the turbulence parameters: (a) σu; (b) σw; (c) Au; (d) Aw; (e) Ku and (f) Kw (the 

color bar indicates the relative data density; the red line indicates the bridge longitudinal axis) 

 

In addition to the wind direction, it is deemed important to investigate the dependence of the turbulence 

parameters on the mean wind speed. Scatter plots are presented for each of the six parameters against the mean 

wind speed to reveal their dependence on the wind speed (Fig. 7 and Fig. 8). The data were plotted for the east 

and west winds separately. For each scatter diagram, the linear regression fits were plotted on top of the data to 

show the linear dependence on the variables. From the figures, a clear linear dependence was observed for the 

parameters σu, σw and Au, where no significant dependence was detected for the three remaining parameters. 

(a) (b) (c)  

(d) (e)  (f)  

Fig. 7. Turbulence parameters against the mean wind speed for the easterly winds: (a) σu; (b) σw; (c) Au; (d) Aw; 

(e) Ku and (f) Kw (the color bar shows the relative data density; the straight line is a linear regression fit) 



(a) (b) (c)  

(d) (e) (f)  

Fig. 8. Turbulence parameters against the mean wind speed for the westerly winds: (a) σu; (b) σw; (c) Au; (d) Aw; 

(e) Ku and (f) Kw (the color bar shows the relative data density; the straight line is a linear regression fit) 

 

Statistical properties of the turbulence parameters 

Having established that the turbulence field at the HB site can be modeled with the six turbulence parameters 

dependent on the mean wind speed and the wind direction, their statistical properties, such as the underlying 

probability distributions and correlation structures, can now be established. To that extent, using all recordings 

with mean wind speeds above 10 m/s, the scatter diagrams of the six turbulence parameters were plotted against 

each other in a matrix form. The results are shown in Fig. 9 and Fig. 10 for the easterly and westerly winds, 

respectively. In the diagonal, histograms of the turbulence parameters are plotted, showing the probability density. 

The lognormal probability distributions were then fitted to the data and shown on top of the histograms. The 

probability density function (pdf) of the lognormal distribution can be written for a random variable x as 
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1 (ln )
( | , ) exp
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P x

x


 

 

  
  

 
         (6) 

where   and   are the parameters of the distribution, which are the mean and the standard deviation of the 

associated normal distribution, respectively. Note that for a lognormally distributed random variable x, the natural 

logarithm of x is normally distributed with the mean % and the standard deviation  . Therefore, the parameters 

of the lognormal distribution can simply be estimated by calculating the mean and the standard deviation of the 

natural logarithm of the random variable from available data. The lognormal distribution parameters are given in 

Table 2. In the off-diagonals, scatter plots of turbulence parameters were plotted against each other, showing their 

correlation structures. Linear regression curves were also plotted along with the scatter diagrams to highlight the 

trends present in the plots, which are not apparent due to the large number of data points and large scatter. A 

strong linear dependence between the turbulence standard deviations σu and σw is immediately evident after a first 

look at the matrix plots. For the easterly and westerly winds, the matrices of the correlation coefficients of the 

turbulence parameters are tabulated in Table 3. Examining the table and the scatter diagrams, the correlations 

between σu and σw, Au and Aw, Ku and Kw, σu and Au and σw and Aw are considered significant, where the other 



pairs are assumed as uncorrelated. Note that different correlation structures are observed for the winds from two 

directions.  

 

Fig. 9. The scatter plot matrix of the turbulence parameters for the easterly winds (the y-axis for the histograms 

indicating the probability density is shown on the right side of the plotting area) 



 

Fig. 10. The scatter plot matrix of the turbulence parameters for the westerly winds (the y-axis for the histograms 

indicating the probability density is shown on the right side of the plotting area) 

 

Table 2 Lognormal distribution parameters for the easterly and westerly winds 

  σu σw Au Aw Ku Kw 

 
  0.6753 -0.2468 2.9669 0.7076 1.9385 1.7932 

EAST   0.2566 0.2632 0.4538 0.4466 0.2652 0.3423 

   0.6104 -0.1932 3.0364 1.2075 2.1093 2.1633 

WEST   0.3159 0.3021 0.5282 0.4943 0.268 0.3322 

 



Table 3 Correlation coefficients matrix for the easterly and westerly winds 

  σu σw Au Aw Ku Kw 

EAST 

σu 1 0.7608 0.2641 0.045 0.0458 0.1289 

σw 0.7608 1 -0.2056 0.2571 0.0044 0.1338 

Au 0.2641 -0.2056 1 0.1633 -0.0678 -0.0564 

Aw 0.045 0.2571 0.1633 1 -0.1706 -0.0843 

Ku 0.0458 0.0044 -0.0678 -0.1706 1 0.3261 

Kw 0.1289 0.1338 -0.0564 -0.0843 0.3261 1 

WEST 

σu 1 0.8148 0.4087 0.1712 -0.0559 -0.0199 

σw 0.8148 1 0.053 0.2851 -0.1036 -0.0656 

Au 0.4087 0.053 1 0.3065 -0.0525 -0.0385 

Aw 0.1712 0.2851 0.3065 1 -0.2059 -0.2002 

Ku -0.0559 -0.1036 -0.0525 -0.2059 1 0.4725 

Kw -0.0199 -0.0656 -0.0385 -0.2002 0.4725 1 

 

It was previously stated that some of the parameters (σu, σw, Au) were also dependent on the mean wind speed 

(Fig. 7 and Fig. 8). Consequently, the probability distributions given in Fig. 9 and Fig. 10 and the corresponding 

lognormal distributions parameters given in Table 2 do not represent the true distribution of these parameters, 

since the dataset is not complete in the entire wind speed range. To overcome this problem and obtain a true 

statistical representation of these parameters, the probability distributions of these parameters should be 

established conditional to the mean wind speed. Accordingly, the data were divided into 1 m/s intervals, and the 

corresponding lognormal parameters were calculated for each interval. In each interval, a minimum number of 

70 recordings were sought because the distribution is not apparent otherwise. The estimated lognormal 

distribution parameters and the correlation coefficients were then plotted against the mean wind speed (c). It is 

found that the parameters ,
u w   and 

uA linearly vary with the mean wind speed, where the remaining   and 

  parameters and the correlation coefficients ρ remain constant. It is also seen that the behavior of the statistical 

parameters stabilize after the mean wind speed exceeds 10 m/s. This is thought to arise due to the nonstationarity 

of the signals below 10 m/s, where trends in the wind speed and rapid changes in the wind direction are common. 

Therefore, the linear curves were fitted to the estimates of ,
u w   and 

uA  in the range above 10 m/s to model 

the conditional distributions of these parameters. For the others, average of values above 10 m/s were taken. A 

summary of the results is shown in Table 4.  

(a) (b)   



(c)  

Fig. 11. Statistical parameters for the turbulence standard deviations: the (a) lognormal parameter ; (b) 

 lognormal parameter  and (c) correlation coefficient  

(a) (b)  

(c)  

Fig. 12. Statistical parameters for the spectral parameter A: the (a) lognormal parameter ; (b) lognormal 

 parameter  and (c) correlation coefficient  

(a) (b)  



(c) (d)  

(e)  

Fig. 13. 
uKStatistical parameters for the decay coefficient K: the (a) lognormal parameter ; (b) lognormal 

wK uK uK parameter ; (c) lognormal parameter ; (d) lognormal parameter and (e) correlation coefficient  

 

Table 4 Statistical properties of the turbulence parameters conditional to mean wind speed 

 East West 

             

σu 0.122+0.039U 0.28 0.754 0.122+0.039U 0.28 0.772 

σw -0.657+0.032U 0.278 -0.657+0.032U 0.278 

Au 2.67+0.0248U 0.456 0.15 2.407+0.048U 0.556 0.327 

Aw 0.725 0.456 1.247 0.556 

Ku 1.938 0.275 0.267 2.11 0.275 0.459 

Kw 1.833 0.415 2.213 0.415 

 

Ultimately, it was found appropriate to model ,
u w   and 

uA as functions of the mean wind speed and all the 

remaining parameters as constants. For an estimation of the constant parameters, all the data above a 10 m/s mean 

wind speed was used, as displayed in Table 2. The final lognormal distribution parameters and the correlation 

coefficient matrix are summarized in Table 5 and Table 6, respectively. As can be observed in Fig. 11 and Fig. 

13, due to limited number of data points in the high wind speed range, the statistical parameters had to be 

extrapolated based on the data in the lower wind speed range. Therefore, it is important to ensure that these 

extrapolations are reasonable. For this purpose, the data in the high wind speed range were plotted along with the 

extrapolated probability distributions, and the correspondence between the measured data with the extrapolated 

distributions was assessed visually. The results are shown in Fig. 14 and Fig. 16. Here, note that the recordings 

with high wind speeds usually belong to the same storm events and therefore are not independent. Nevertheless, 

it is seen that the measured data remains in the reasonable margin even in the extrapolated wind speed range.  

 



Table 5 Final lognormal parameters  

  σu σw Au Aw Ku Kw 

 
  0.122+0.039U -0.657+0.032U 2.67+0.0248U 0.7076 1.9385 1.7932 

EAST   0.2566 0.2632 0.4538 0.4466 0.2652 0.3423 

   0.122+0.039U -0.657+0.032U 2.407+0.048U 1.2075 2.1093 2.1633 

WEST   0.3159 0.3021 0.5282 0.4943 0.268 0.3322 

 

Table 6 Final correlation matrix 

  σu σw Au Aw Ku Kw 

EAST 

σu 1 0.7608 0.2641 0 0 0 

σw 0.7608 1 0 0.2571 0 0 

Au 0.2641 0 1 0.1633 0 0 

Aw 0 0.2571 0.1633 1 0 0 

Ku 0 0 0 0 1 0.3261 

Kw 0 0 0 0 0.3261 1 

WEST 

σu 1 0.8148 0.4087 0 0 0 

σw 0.8148 1 0 0.2851 0 0 

Au 0.4087 0 1 0.3065 0 0 

Aw 0 0.2851 0.3065 1 0 0 

Ku 0 0 0 0 1 0.4725 

Kw 0 0 0 0 0.4725 1 
 

 

(a) (b)  

(c) (d)  



Fig. 14. Extrapolation of the probability distributions of the turbulence standard deviations: (a) σu –East (b) σu –

West (c) σw –West and (d) σw –West (the continuous curves show the 1, 5, 25, 75, 95 and 99 percentiles of the 

distribution in order) 

(a) (b)  

(c) (d)  

Fig. 15. Extrapolation of the probability distributions of the spectral parameters: (a) Au –East; (b) Au –West; (c) 

Aw –West and (d) Aw –West (the continuous curves show the 1, 5, 25, 75, 95 and 99 percentiles of the distribution 

in order) 

(a) (b)  

(c) (d)  

Fig. 16. Extrapolation of the probability distributions of the decay coefficients: (a) Ku –East; (b) Ku –West; (c) Kw 

–West and (d) Kw –West (the continuous curves show the 1, 5, 25, 75, 95 and 99 percentiles of the distribution in 

order) 



Simulations of random wind fields 

A probabilistic turbulence field was formulated in the previous section that consisted of six correlated and 

lognormally distributed random variables. This model was validated by comparing the simulations from the 

model with the measured data. For this purpose, correlated lognormally distributed random parameters were 

generated. Parameter generation was achieved using a standard normally distributed number generator (The 

Mathworks Inc., 2015) and then taking their exponent. Given the vector of lognormally distributed random 

variables 

 u w u w u wY A A K K            (7) 

the natural logarithm of the elements of Y forms a vector of normally distributed random variables 

ln( )X Y             (8) 

( , )i im vThe mean values and standard deviations of the elements of the vectors Y and X are denoted as  and 

( , ), 1..6i i i   , respectively, where the latter pair also represents the lognormal distribution parameters, as 

mentioned earlier. The two sets of statistical moments are related to each other as 
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The covariance matrix of vector X can be written in terms of the covariance matrix of Y using (Zerovnik et al., 

2012) 

cov( , )
cov( , ) ln 1 , 1..6, 1..6

i j

i j

i j

Y Y
X X i j

m m

 
    

  

        (10) 

y %which can be rewritten in terms of the correlation coefficient matrix of vector Y ( ) and the vector as 

2 2cov( , ) ln ( ) exp( 1) exp( 1) 1 , 1..6, 1..6i j y ij i jX X i j        
 

     (11) 

Using Eqn. (11), the covariance matrix of the vector X of the normally distributed random variables can be 

calculated. Using this covariance matrix and knowing the mean value vector , a set of multivariate correlated 

normally distributed random variables can be obtained. Then, the corresponding lognormal random variables can 

obtained by taking their natural exponents.  

 Using above formulations along with the vectors of , given in Table 5 and the correlation coefficient matrix 

  given in Table 6, the random turbulence fields were generated for each 10 minute recording in the dataset. The 

conditional distributions for each simulation were established according to the mean wind speed and direction 

(east or west) of each individual recording. The simulated turbulence parameters were then compared with the 

measurement data in terms of scatter plots. The scatter plots with both measured and simulated turbulence 

components are shown in Fig. 17 and Fig. 19, respectively, for different mean wind velocity intervals. A brief 

look at the plots suggest that the target variability of the data is matched reasonably well by the simulations.  

 

 



(a) (b) (c)  

Fig. 17. Scatter plots of the measured and simulated turbulence standard deviations: (a) 10 ≤ U < 13 m/s; (b) 13 

≤ U < 16 m/s and (c) U ≥ 16 m/s 

(a) (b) (c)  

Fig. 18. Scatter plots of the measured and simulated turbulence spectral parameters: (a) 10 ≤ U < 13 m/s; (b) 13 

≤ U < 16 m/s and (c) U ≥ 16 m/s 

(a) (b) (c)  

Fig. 19. Scatter plots of the measured and simulated decay coefficients: (a) 10 ≤ U < 13 m/s; (b) 13 ≤ U < 16 m/s 

and (c) U ≥ 16 m/s 

To have a more detailed look at the simulated wind field data and their correspondence with the measurements, 

the auto-spectral density and normalized co-spectra of the u and w turbulence, which are more familiar to 

engineers, are presented in Fig. 20 and Fig. 23, respectively. Only recordings with mean wind speeds above 10 

m/s were considered. The simulated and measured spectra display a reasonable agreement. The relative data 

density is once again shown using color-coded data points. It is observed that for a given frequency, the auto-

spectral density also follows a lognormal distribution. Fitting the lognormal distributions to the measured and 

simulated data, the peak of the distribution (mode) and the 95 percentile values for the auto-spectra were obtained 

and included in the same figures. For a clearer comparison, the measured and simulated auto-spectra were plotted 



on top of each other, as shown in Fig. 24. Excellent agreement is observed between the percentile values, implying 

that the simulations are statistically representative of the measurements.  

 

(a)  (b)  

 

Fig. 20. Auto-spectral density of the along-wind turbulence: (a) measured and (b) simulated  

 

 

(a)  (b)  

 

Fig. 21. Auto-spectral density of the vertical turbulence: (a) measured and (b) simulated  

 

 

(a)  (b)  

 

Fig. 22. Normalized co-spectra of the along-wind turbulence: (a) measured and (b) simulated  

 

 



(a)  (b)  

 

Fig. 23. Normalized co-spectra of the vertical turbulence: (a) measured and (b) simulated  

 

 

(a) (b)  

 

Fig. 24. Comparison of measured and simulated auto-spectra: (a) along-wind and (b) vertical turbulence (the 

curves show 50 and 95 percentile values) 

 

Unlike the auto-spectra, the normalized co-spectra do not follow a lognormal distribution, since it is simply the 

exponential of a lognormally distributed random variable. Therefore, the spectral density tensors for both 

turbulence components deviate from the lognormal distribution, when the separation distance is larger. Note that 

the amplitude of the spectra becomes rather small in that case. This result is illustrated in Fig. 25 and Fig. 26. by 

showing the probability distributions of the spectral tensors at few important natural frequencies of the HB. Those 

natural frequencies, obtained through finite element analysis (Fenerci and Øiseth, 2017), are listed in Table 7 with 

their associated mode shape. 

 

Table 7 First few fundamental natural frequencies and mode shapes of the Hardanger Bridge 

Mode Frequency (Hz) Period 

(seconds) 

Description of the dominant motion 

1 0.05 20.00 Symmetric lateral vibration of the deck 

2 0.098 10.20 Asymmetric lateral vibration of the deck 

3 0.11 9.09 Asymmetric vertical vibration of the deck 

4 0.14 7.14 Symmetric vertical vibration of the deck 

15 0.36 2.78 Symmetric torsional vibration of the deck 
 

 

 

 

 (a) (b) (c)  



(d) (e) (f)  

 

 

Fig. 25. Probability distributions of the spectral densities of the along-wind turbulence: (a) f = 0.05 Hz, Δx = 0 

(b); f = 0.05 Hz, Δx = 20 m; (c) f = 0.098, Hz Δx = 0; (d) f = 0.098, Hz Δx = 20 m; (e) f = 0.36 Hz, Δx = 0 and 

(f) f = 0.36 Hz, Δx = 20 m (red curves show the lognormal fit) 

 

(a) (b) (c)  

(a) (b) (c)  

 

Fig. 26. Probability distributions of the spectral densities of the vertical turbulence: (a) f = 0.11 Hz, Δx = 0; (b) f 

= 0.11 Hz, Δx = 20 m; (c) f = 0.14 Hz, Δx = 0; (d) f = 0.14 Hz, Δx = 20 m; (e) f = 0.36 Hz, Δx = 0 and (f) f = 0.36 

Hz, Δx = 20 m (red curves show the lognormal fit) 

The probability distributions showed that it is possible to model the measured spectra with a lognormal 

distribution, at least for small separations. This allows further and more elaborate comparisons of the distributions 

of the measured and simulated spectral densities. To that extent, the correlation coefficients and lognormal 

distribution parameters were estimated for the measured and simulated spectral tensors and presented in Fig. 27 

- Fig. 31 for the sake of comparison. A good overall agreement can be observed between the contour plots. Since 

it is difficult to observe the agreement in detail, especially for the important range of small separation distances 

and low frequencies, a numerical comparison is sought. For this purpose, surfaces were fitted to both data, where 



the coefficients were obtained through a least-squares approximation. The equations of the surfaces, the estimated 

coefficients and the R2 values as a measure of the goodness of the fits, are presented in Table 8 for the correlation 

coefficients and in Table 9 for the lognormal distribution parameters. Finally, the measured and simulated spectral 

tensors were compared at few important natural frequencies of the bridge (Fig. 32 and Fig. 33). Excellent 

( , )
wwS f x agreement is observed except for the parameter , where the discrepancy increases with increasing 

separation distance. In the important range of separation where the magnitude of the spectra is large, the 

discrepancy remains within a reasonable margin.   

 

(a) (b)  

Fig. 27. ( , )
uu wwS S f x Correlation coefficients : (a) measured and (b) simulated 

(a) (b)   

Fig. 28. ( , )
uuS f x Parameters : (a) measured and (b) simulated 

(a) (b)   

Fig. 29. ( , )
uuS f x Parameters : (a) measured and (b) simulated 

(a) (b)   

Fig. 30. ( , )
wwS f x Parameters : (a) measured and (b) simulate 



(a) (b)    

Fig. 31. ( , )
wwS f x %Parameters : (a) measured and (b) simulated 

Table 8 Surface fit to the correlation coefficients of the along-wind and vertical spectra 

surface equation 
2 2

0( , ) ( ) ( ) ( )
uu wwS S x y xy xx yyf x p p f p x p f x p f p x            

coefficients 0p  
xp  yp  

xyp  
xxp  yyp  2R  

measured 1.126 -1.464 -0.00888 0.9121 0.000621 2.89E-05 0.87 

simulated 1.08 -1.404 -0.00943 0.848 0.001138 3.11E-05 0.86 

 

Table 9 Surface fits to the lognormal distribution parameters of the along-wind and vertical spectra 

surface equation 
2 2

0 ( ) ( ) ( )x y xy xx yyp p f p x p f x p f p x         

parameter coefficients 0p  
xp  xyp  2R  

( , )
uuS f x %  

measured 1.522 -4.751 -0.5886 0.999 

simulated 1.498 -4.754 -0.5992 0.999 

( , )
uuS f x %  

measured 0.2299 -0.03733 0.2183 0.999 

simulated 0.2179 -0.04053 0.2335 0.999 

( , )
wwS f x %  

measured 0.3553 -3.852 -0.6029 0.999 

simulated 0.3973 -3.804 -0.6016 0.999 

( , )
wwS f x %  

measured 0.263 0.1371 0.3873 0.999 

simulated 0.2308 -0.01032 0.236 0.999 

 

(a) (b)  

(c) (d)  



(e) (f)  

Fig. 32. Parameters for the spectral density of the along-wind turbulence: (a) f = 0.05 Hz; (b) f = 0.098 Hz; (c) f 

= 0.36 Hz; (d) f = 0.05 Hz; (e) f = 0.098 Hz and (f) f = 0.36 Hz  

    

(a) (b)  

(c) (d)  

(e) (f)  

Fig. 33. Parameters for the spectral density of the vertical turbulence: (a) f = 0.11 Hz; (b) f = 0. 14 Hz; (c) f = 

0.36 Hz; (d) f = 0.11 Hz; (e) f = 0. 14 Hz and (f) f = 0.36 Hz 

 

Simulations for the design wind speed 

Previous investigations provided a probabilistic model with good confidence in describing the variability and 

statistical properties of the turbulence field at the Hardanger Bridge site. Now, using the established model, 

simulations of the turbulence field can be conducted for the design wind speed of the bridge. The design wind 

speed of the HB for a 10-minute averaging interval, which is the short-term extreme wind speed for a 50-year 

return period (0.02 annual probability of exceedance), was provided as 39 m/s (Statens-Vegvesen, 2006). Given 

the design wind speed, 1000 wind turbulence fields were generated for the east and west directions separately. 

The first 10 simulations of the parameters are listed in Table 10. The resulting autospectra and normalized co-

spectra are presented in Fig. 34 and Fig. 35, respectively. On the same plots, the design spectra are also indicated. 

It is seen that for the along-wind turbulence, the design spectra provides slightly higher values than the mode, 



where for the vertical turbulence it is on the higher side, closer to the 95th percentile. The design normalized co-

spectra are also almost in the middle of the scatter. However, it is obvious that both spectra were exceeded by 

many of the simulations. Therefore, it can be stressed again that a deterministic description of the variable 

turbulence fields causes an oversimplification of the phenomenon, and it is not unexpected that this approach 

results into unconservative designs.  

Table 10 First 10 simulations of the turbulence parameters for a design wind speed U = 39 m/s 

Sim. No. EAST WEST 

 σu σw Au Aw Ku Kw σu σw Au Aw Ku Kw 

1 5.24 2.06 35.74 3.71 13.90 10.37 4.72 1.88 75.48 5.31 8.61 11.79 

2 8.19 2.47 99.77 2.40 8.01 4.96 4.95 1.77 38.89 1.75 4.87 6.77 

3 4.51 1.37 102.65 3.94 9.29 11.28 9.13 2.99 177.62 7.27 10.38 8.69 

4 6.80 2.25 50.48 3.73 7.64 4.44 6.78 2.29 75.51 3.06 7.66 11.18 

5 3.86 1.54 27.15 3.11 5.74 6.56 4.03 1.58 30.74 1.79 9.08 5.79 

6 4.24 1.61 24.09 2.68 6.35 8.69 3.83 1.93 29.81 3.94 8.64 5.53 

7 5.16 1.94 47.34 2.84 2.93 5.26 4.97 2.11 69.05 5.85 10.72 9.79 

8 3.95 1.24 29.38 1.60 6.22 8.12 5.25 1.68 93.77 3.35 4.45 8.10 

9 4.76 2.02 30.57 3.58 4.80 7.83 9.38 4.16 87.62 8.56 12.49 11.32 

10 5.66 1.80 32.91 1.17 7.32 10.91 6.11 2.03 92.89 3.68 11.92 13.18 

 

(a) (b)  

(c) (d)  



Fig. 34. Simulations of the autospectral density of the turbulence for a design wind speed of 39 m/s: the (a) along-

wind turbulence for the easterly winds; (b) along-wind turbulence for the westerly winds; (c) vertical turbulence 

for the easterly winds and (d) vertical turbulence for the westerly winds (1000 simulations, the color bar shows 

the relative data density in the plotting area) 

(a) (b)  

(c) (d)  

Fig. 35. Simulations of the normalized co-spectra of the turbulence for the design wind speed of 39 m/s: the (a) 

along-wind turbulence for the easterly winds; (b) along-wind turbulence for the westerly winds; (c) vertical 

turbulence for the easterly winds and (d) vertical turbulence for the westerly winds (1000 simulations, the color 

bar shows the relative data density in the plotting area) 

 

Finally, as an illustrative and comparative exercise, simulations were conducted using a probabilistic model 

formulated by Solari and Piccardo (2001) almost two decades ago. In their study, the researchers adopted two 

simple parametric expressions for the autospectra and the normalized co-spectra. Neglecting the cross-spectral 

densities of the u and w components and discarding the v turbulence component as before, the spectra can be 

written as 
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,u wLwhere are the integral length scales of turbulence. The length scales and standard deviations of turbulence 

components are estimated through  
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*u 0z ,u w ,u wwhere is the friction velocity and is the roughness length. Assuming that the coefficients ,  and 

,u wK are normally distributed random variables, Solari and Piccardo collected an extensive amount of 



measurement data from literature to obtain their first and second statistical moments. The resulting mean values 

and covariance matrices for the coefficients were given as 
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0zFor the HB, can be taken as 0.01 m using the design basis (Statens-Vegvesen, 2006). The friction velocity is 

taken as 1.77 m/s following the ESDU 85020 (2001) guidelines. Using the above statistical properties, 1000 

simulations of correlated normally distributed variables were obtained. Note that if the roughness coefficient can 

be defined for different directions, the model can account for the wind direction. Here, with the available design 

values, common spectra were obtained for all wind directions. The resulting simulated autospectra and normalized 

co-spectra are presented in Fig. 36. The design curves are also shown in the figures. Considering that the model 

is actually limited to a flat homogenous terrain and neutral atmospheric conditions, which is far from the 

conditions at the HB site, the simulated spectra do not provide results that are far off the measurements but rather 

present a more conservative version of the site-specific simulations, as shown in the figure. The overestimation 

of the along-wind turbulence spectra might be considered severe. It should also be noted that the model is quite 

sensitive to the friction velocity and the roughness coefficient. The scatter is also higher, which results from the 

use of Gaussian parameters rather than lognormal parameters. In summary, it seems that the model by Solari and 

Piccardo can be a good alternative in cases where no data are available. It is also likely that the model performs 

better in less complex terrain, given that the friction velocity is estimated correctly. More investigations that use 

data from such sites are needed. 

 

(a) (b)  

(a) (b)  

Fig. 36. Simulations of the autospectra and normalized co-spectra of the turbulence for the design wind speed 

using Solari and Piccardo’s probabilistic model: the (a) autospectral density of the along-wind turbulence; (b) 



autospectral density of the vertical turbulence; (c) normalized co-spectra of the along-wind turbulence and (d) 

normalized co-spectra of the vertical turbulence 

Concluding Remarks 

The turbulence field along the single span of the Hardanger Bridge was modeled here in a probabilistic manner 

using the lognormal distribution coefficients and correlation coefficients of the turbulence parameters, which 

were obtained from an analysis of the long-term monitoring data. The following conclusions were reached for the 

specific case considered: 

 For a 10-minute averaging interval, neglecting the cross-wind turbulence and cross-spectral density of 

the u-w turbulence, the wind field along the structure was defined by just six parameters, which were 

then treated as random variables. 

 Conditional on the mean wind speed and direction, the turbulence parameters approximately followed 

a lognormal distribution.  

 Detailed comparisons between the simulations of the turbulence parameters and the corresponding 

turbulence spectra with the measurement data provided confidence in the probabilistic model in 

representing the site-specific variability.  

 As a next step, the performance of such a model in accurately propagating the uncertainty into the 

response prediction shall be assessed. As noted in the paper, the model is suitable for use in reliability-

based or performance-based frameworks or long-term extreme response predictions.  

 The probabilistic model here was derived for the specific site of the Hardanger Bridge and relies on a 

large amount of data, which may not always be available to design engineers. To develop a more general 

procedure, analyses of additional data from different sites are necessary.  
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