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CHAPTER1
INTRODUCTION

L
iver cancer

1
is one of the most common causes of cancer worldwide and its

frequency is increasing in geographical areas of traditionally low incidence

[1]. In Norway particularly, a remarkable increase in incidence rates have been

observed in the last years according to the o�cial statistics [2]. Liver resection,

which refers to the surgical removal of a tumor in the liver, is the only curative

treatment for large hepatocellular carcinoma
2

(HCC) [3], and potentially curative

for colorectal metastases [4].

For more than a decade, computer-assisted systems have been helping surgeons in

the decision-making process supporting therapy planning and surgery guidance.

In the case of liver resections, these systems have made their way into the clinic

providing surgeons with tools to plan liver resections [5, 6] and guide surgical

interventions [7]. Computer-assisted systems for planning and navigation rely on

geometric modeling techniques. These techniques are not only used for comput-

ing 3D virtual models representing the patient’s anatomy, but also provide the

necessary means for the speci�cation of resections, this is, surgical paths dividing

1

We use the term liver cancer to refer to both primary liver cancer (originated in the liver)

and secondary liver cancer (originated in other organs and spread to the liver) such as colorectal

metastases.

2

Type of primary liver cancer.

3



Introduction

the liver in resected and remnant volumes.

Advances in imaging and computing are changing the way 3D virtual models

are computed and utilized in the clinical reality. Improvements in imaging al-

low not only the more accurate representation of the patient’s anatomy, but also

the addition of non-anatomical (functional) information; in parallel, new trends

in computing allow performing more complex operations (e.g. real-time defor-

mations, mapping of functional information into anatomical models). All these

improvements are irreversibly shifting the current current state-of-the-art—where

pre-operative static 3D models are adapted (i.e. rigid and non-rigid registration

techniques)—towards models which can be continuously deformed in real-time

to provide a more accurate representation of the target organ [8]. In order to

maximize the number of operations performed to these models, optimization of

the geometric models (i.e. reducing the number of elements while keeping the

accuracy of representation), as well as adaptation of methods and algorithms to

the new computing trends, are needed.

Along with the technological developments achieved in the last decade, the medi-

cal community has continued improving and developing new surgical techniques.

In many cases, these new techniques not only inherited the bene�ts of the tech-

nologies employed by their predecessors, but also established a demand for further

technological innovations. In the context of geometric modeling, this demand

translates into the development of new systems able to enhance the ability to

de�ne and evaluate resection plans, as well as to provide surgeons with more

complex models which can include functional information.

To be sure, the adoption of new computing paradigms combined with new geo-

metric modeling tools is a necessary step to advance computer-assisted surgical

systems towards a new reality, in which models will not only increase their com-

plexity but also become deformable. Careful consideration of deformations is

important for navigation applications where the soft tissue organs are continu-

ously deforming due to motion, patient positioning (e.g., gravity) and physical

interaction during surgery.

Aim of This Thesis
The work presented in this thesis was conceived with two major objectives in

mind. The �rst objective was to investigate geometric modeling techniques able to

generate 3D models of anatomical structures (particularly the liver surface). The

application of these techniques should lead to an improvement over state-of-the-art
geometric modeling techniques

3
in terms of smoothness and complexity of the

3Marching Cubes [9] is currently considered the state-of-the-art for modeling of liver surfaces.

4



1.1. Organization of the Thesis

models, without compromising the visual quality. These properties will contribute

to the real-time manipulation of these models (e.g. performing computational

operations such as contour slicing and computation of distance maps).

The second objective of this work was to investigate new techniques to model

resections (regardless of their type) in an e�ective and e�cient way. This research

should lead to computerized tools that are usable and able to be integrated in clin-

ical work-�ows. Flexibility of representation for di�erent types of resections is of

paramount importance, since it can support not only classic surgical resection tech-

niques, but also emerging surgical techniques such as parenchymal-sparing [10]

and associating liver partition and portal vein ligation for staged hepatectomy [11].

The underlying mathematical and computational methods should be subject to

adaptation to new computing paradigms, for instance, heterogeneous computing

and general purpose graphics processing units (GPGPU) for which its paralleliza-

tion and optimization is essential.

1.1 Organization of the Thesis
This research work is structured in three articles supporting the objectives estab-

lished in the previous section:

Paper I: Surface Modeling for Planning and Navigation of Liver Resection Pro-
cedures (Chapter 5). This work studies the application of Poisson surface recon-
struction in the context of automatic and e�cient modeling of liver surfaces with

applications to planning and navigation of liver resection procedures.

Paper II: A Novel Method for Planning Liver Resections using Bézier Surfaces
and Distance Maps (Chapter 6). This work introduces a new method for speci�-

cation of resection surfaces. The novelty relies on (1) the speci�cation of resection

using Bézier surfaces, which can be deformed in real-time by a set of control

points, (2) distance maps which provide a means for the visualization of safety

margins and (3) new interaction techniques which allow the control points to be

moved in groups to reduce the number of interactions. Associated techniques

for volumetry computation (resected and remnant) using these surfaces are also

described.

Paper III: High-Performance Computation of Bézier Surfaces on Heterogeneous
Platforms (Chapter 7). This work performs an extensive analysis on the paral-

lelization and optimization of Bézier surfaces (the core mathematical construction

of our resection planning algorithm). This work is presented in an implementation-

independent form, so other research areas can bene�t from it.

5



Introduction

In addition to the three aforementioned works, we explored the translation of

some of the techniques investigated, to other organs and clinical applications.

Particularly, the use of Poisson surface reconstruction, is employed in modeling

of the left atrium for atrial �brillation procedures.

Paper IV: Intra-Operative Modeling of the Left Atrium: A Simulation Approach
Using Poisson Surface Reconstruction (Appendix A). In this work, we analyze

the application of Poisson surface reconstruction in the context of intra-operative

modeling the left atrium used in the electroanatomic mapping process supporting

radio-frequency catheter ablation.

6



CHAPTER2
BACKGROUND

T
he aim of this chapter is to provide the background needed to understand the

motivation and the research work presented in this thesis. First, a medical

background on liver anatomy and treatment of liver cancer through surgical

resection is presented. Understanding the human liver and how contemporary

liver resections are performed provides a better understanding of the design

decisions and strategies employed in this work to solve the objectives established

in this project (see Section 1). Secondly, we describe the data work-�ow for

the use of computer-assisted systems for planning and navigation in the clinic.

Modeling of the liver surface (parenchyma), as well as planning algorithms will be

emphasized since they constitute the core of this research. Then, the focus is moved

towards more technical areas which are key to this project: Bézier surfaces, which

are a fundamental tool employed for surgery planning in this project, and high-

performance computing. Although this thesis work pivots around liver surgery, in

Paper IV, some of the approaches presented are extended to the electroanatomic

mapping (EAM) of the left atrium for the treatment of atrial �brillation (AF); the

background needed to understand the motivation and results related to EAM is

presented in Section 2.7.
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Figure 2.1: Anatomy of the human liver. (left) Position of the liver and its surround-

ings in the abdomen. (right) Detailed anatomy of the liver. Adapted from the originals

http://maxpixel.freegreatpicture.com/Marking-Liver-Intestine-Medical-O�al-1463369 and

https://commons.wikimedia.org/wiki/File:Vidin%C4%97_kepen%C5%B3_sandara.png

.

2.1 The Human Liver
The liver (Figure 2.1) is the largest internal organ. Located in the upper-right

quadrant of the abdomen, the liver accounts for about 2% to 3% of the average

body weight. The metabolic properties of the liver makes it a vital organ. The

liver not only serves as a storage for glycogen, fat soluble vitamins and minerals,

but also performs over 500 metabolic functions. In addition the liver detoxi�es

and puri�es blood.

Most of the in-�ow blood to the liver originates from the gastro-intestinal tract,

the spleen, the pancreas and the gallbladder, and enters the liver with low pressure

(and low levels of O2) through the portal vein. High-pressure blood is also supplied

by the hepatic artery, which branches directly from the descending aorta (with

high levels of O2). Blood from these two vessels (hepatic artery and portal vein)

joins in the capillary bed of the liver and leaves the organ through the hepatic

vein.

The anatomical division of the liver in segments described by Couinaud [12]

(Figure 2.2) is considered the reference and the support for many of the advances

in liver surgery in the last 50 years. However, this division of the liver does not pose

an absolute consensus in the medical community. Abel-Misih and Bloomston [13]

highlight the common misconception that the liver is anatomically divided in

two lobes (left and right) separated by the falciform ligament. In the view of the

authors, this may be true under a morphological standpoint, however, this is not

true under a functional standpoint. In [14], Bismuth sentences that the di�erent

8
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2.2. Liver Cancer and Surgical Resection

anatomical divisions of the liver and hepatectomies are “causing confusion” among

surgeons. In that work, Bismuth, reviews and corrects the original terminology

proposed by Couinaud, considering the multiple descriptions made during the

decades following the work of Couinaud.

More recently, Majno et al. [15] establishes a three-level framework of the anatom-

ical description of the liver according to the purpose of the anatomical description:

Conventional: which corresponds to the classic eight-segment division proposed

by Couinaud.

Surgical: to be applied in surgical liver resections and transplantations, and

considers the real branching of the major portal pedicles and hepatic veins.

As the author highlights, this level requires accepting that the Couinaud

model is a simpli�cation model.

Academic: which is the most complex model and considers that the eight-segment

models derived from the second-order portal branches are insu�cient, pro-

vided that some studies point to an average of 20 second-order bifurcations.

The authors propose a division based on the “1-2-20” concept and suggest

that it �ts best the number of anatomical segments.

For simplicity and clarity—as often happens in the literature when referring to

liver surgery—we employ the Couinaud model as a base for this chapter, as well

as for the description and discussion of our results.

2.2 Liver Cancer and Surgical Resection
Liver cancer can be either primary (originated in liver tissue) or secondary (ex-

tended to the liver from tumoral cancer cells located in other organs). Liver cancer

is considered one of the leading causes of cancer deaths worldwide [1]. For HCC

(primary liver cancer), which accounts for 70% to 80% of the liver cancer cases

worldwide [16], surgical resection is the treatment of choice and it is considered

as a safe and e�ective therapy [17]. Selected patients with metastatic liver tumors

(secondary)—which develops in 50% of the cases of colorectal cancer—present up

to 58% increased 5-year survival rates after liver resection [18].

Liver resection, also referred to as hepatic resection or hepatectomy, can be per-

formed under either open surgery or laparoscopy (minimally invasive surgery)

[19]. In open surgery, which represents the traditional approach, a large abdom-

inal incision is performed; the operation takes place under the direct view and

direct contact of the surgeon with the organ. In laparoscopic surgery, however,

the patient is operated through elongated instruments, which are introduced

9
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Figure 2.2: Anatomical division of the liver according to Couin-

aud. Adapted from the original by the Database Center for Life Sci-

ence (DBCLS) (http://dbcls.rois.ac.jp/). The original image is available at

https://commons.wikimedia.org/wiki/File%3ALiver_04_Couinaud_classi�cation.svg

into the body through small incisions—entailing a great challenge for the opera-

tor due to the reduced visibility (through an endoscopic camera), and a reduced

maneuverability of the instruments.

Laparoscopic surgery, which has been applied successfully to a wide variety

of cases such as HCC [20] and colorectal metastases [21], is associated with a

reduction on post-operative pain, shorter hospital stays and faster recovery periods.

Together with these bene�ts, laparoscopic liver resection is also associated to

technical challenges related to the exploration and mobilization of the liver, the

vascular control and parenchymal transection (particularly in cirrotic livers) [22].

Despite the fact that laparoscopic liver surgery has being established for more

than a decade now, its comparison to the open approach was (and still is) a subject

of research for a large cohort of studies [21, 23, 24].

Regardless of the open/laparoscopic nature of the procedure there exist di�erent

types of resections. Classi�cation and typology of resections (Figure 2.4) are still

based on the Couinaud eight-segments model. Broadly speaking, could distin-

guish two groups of resections: anatomic resections, where one or more complete

segments are removed respecting the boundaries established by the Couinaud

division; on the contrary, non-anatomic resections do not respect boundaries estab-

lished by the Couinaud model. According to Strasberg and Phillips [25], anatomic
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2.3. Overview on Planning and Navigation of Liver Resection Procedures

Open surgery Laparoscopic surgery

Figure 2.3: Open and laparoscopic surgery approaches.

resections can be further classi�ed according to a three-orders: hemilivers (order

1), sections (order 2) and segments (order 3); the authors also consider extended

resections which can be composed by a combination of a hemiliver and a section.

2.3 Overview on Planning and Navigation of Liver Resection
Procedures

For nearly two decades, computer-assisted systems for surgery planning and navi-

gation have been helping physicians in the decision-making processes involved

in surgical interventions [26, 27]. Surgery planning refers to the speci�cation

of a surgery plan prior to the operation (e.g., a trajectory to be followed during

surgery) and often includes indicators of risk and surgical outcome (e.g., distance

to anatomical structures and volumetry of resected tissue). Surgical navigation,

on other hand, is concerned with the process of monitoring and controlling the

movement of surgical instruments to ensure these are positioned correctly and

also follow a trajectory required to perform a surgical action (e.g. a resection).

Planning and navigation of liver resection procedures have proven to be bene�cial

for not only the localization of tumors and the precision of surgery planning

[28, 29, 30], but also for the improvement of orientation and con�dence of surgeons

during the operation [31]. Surgery planning and navigation are often combined

and both rely on the generation of three-dimensional (3D) models obtained from

pre-operative imaging.

As shown in Fig. 2.5, a typical work-�ow involving planing and navigation starts

from the acquisition of pre-operative (prior to operation) images obtained from

either computed tomography (CT) or magnetic resonance imaging (MRI)—to

date, CT is the most widely used imaging modality in clinical liver resection work-

�ows involving planning and navigation—. Regardless of the imaging modality, a
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Figure 2.4: Liver resection types: (a-i) anatomical division of the liver in segments ac-

cording to the three-orders organization of Strasberg and Phillips [25]; (j) non-anatomical

resection.
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Figure 2.5: Work-�ow for pre-operative planning of liver surgery and intra-operative

navigation.

medical image (volumetric) is represented by a scalar �eld de�ned as F : R3 → R
where the point pi = (xi, yi, zi) with i = 1, 2, ..., N is associated to a scalar value

F (pi) = v representing an intensity level.

The process of de�ning (separate) the di�erent anatomical structures in the im-

age space is know as segmentation and produces a new scalar �eld S : R3 →
{l1, ..., lk} known as label map, where the point pi = (xi, yi, zi) with i =
1, 2, ..., N is associated to a value (label) from k di�erent types of tissue. In

the case of liver resection procedures, the label map is usually constrained to

the set L = {lb, lp, lh, lo, lt} where lb represents a value indicating tissue not

relevant for the procedure (image background), and the rest represents values

for parenchyma, hepatic venous system, portal venous system and tumor tissue

respectively. In some cases, this set of labels can be extended to consider multiple

tumors
1

or other anatomical structures such as the bile duct. Due to the di�culties

for its automation, segmentation is considered to be the major bottleneck in a

work-�ow including planning and navigation of liver resection procedures [32].

Medical image segmentation continues to be subject to extensive research in the

the �elds of computer vision and bio-medicine and it is considered as a challenging

task which to date, requires some degree of human interaction.

1

The occurrence of multiple di�erent tumors can be indicated by extending the set L to include

di�erent tumor values and not just one (lt).

13



Background

The separation of image voxels into di�erent categories or labels inherently de�nes

the geometry of the underlying anatomical structures. However, visualization of

this geometry in computer graphics, is established through surface models struc-

tured as triangular meshes. The process of transforming voxel-based geometries

into 3D models is know as 3D modeling, which will be covered in more detail in

Section 2.4 since it is one of the core topics of this thesis.

Geometrically speaking, 3D models together with segmentation models contain

all the information needed to perform surgery planning, this is, the de�nition of

virtual resections [33]. Visual resections help clinicians to visualize the cutting

path separating healthy tissue from resected tissue as well as other anatomical

structures a�ected by the resection such as vessels. The geometric information

hold by the 3D models and the virtual resection enables computer-assisted systems

to calculate volumetric data which can be used as indicator of adequacy of surgery

plan. Planning of liver resections is detailed in Section 2.5 since it is one of the

relevant topics for this work.

All the processes mentioned above (imaging, segmentation, 3D modeling and

surgery planning) happen before the operation takes place, this is, they are pre-

operative processes (see Fig. 2.5). The models and images derived from these

processes have an intrinsic value and could be employed to guide the surgery

without navigation technologies—surgeons could manipulate these data items

and use them as a reference during surgery. However, this approach requires that

the surgeons align—at least, mentally—the information presented in the screen

with the surgical reality using features and unequivocal landmarks and features

surrounding the surgical site.

The approach described above, can be further improved by means of navigation.

Navigation combines pre-operative 3D models of anatomical structures with 3D

models representing the operating tools which moves in real-time while the

surgeons perform the surgical actions. This helps the surgeons visualize the

surgical reality in the 3D virtual space, with the possibility of presenting additional

information such as distances and risk assessments.

As described in Terry and Peters [34] image-guided surgery (navigation) utilizes a

localizer to track the surgical instruments; to date, optical and electromagnetic

tracking systems are the two main technologies employed in the clinical routine,

where optical tracking is the most used. To mitigate the geometric discrepancies

between the pre-operative reality (medical images, segmentations and 3D models)

and the intra-operative reality (the patient on the operating table) produced by

di�erences in coordinate systems and deformations, registration (the process

of aligning two coordinate systems) is performed. Registration can be broadly

14
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classi�ed in rigid and non-rigid, for a detailed review of registration methods, we

refer to the extensive work in Markelj et al. [35].

To date, there is no single computer-assisted system covering all the stages in

the work-�ow described above (Fig. 2.5). However, there exist software solutions

covering di�erent individual stages which can be combined. Zygomalas et al. [32]

highlight the following tools for liver segmentation: Myrian® XP-Liver (Intrasense,

Montpellier, France), MeVisLab (MeVis Medical Solutions AG, Bremen, Germany),

Mint LiverTM (Mint Medical GmbH, Heidelberg, Germany), Synapse 3D (FUJIFILM

Medical Systems Inc., Stamford, Connecticut, USA), ScoutTM (Path�nder technolo-

gies, Nashvill, USA) and IQQA®-Liver (EDDA Technology, Inc., NJ, USA), as well as

the open-source solutions ITK-SNAP and 3D Slicer [36]. Some of these computer

systems are also able to perform 3D modeling and surgery planning; software

platforms like CAS-ONE Liver (CAScination, Bern, Switzerland) or the open-source

NorMIT
2
.

2.4 3D Modeling of Anatomical Structures
The aim of 3D modeling is to derive surface models (∂Mi with i = 1, ..., k) from

the label-map (segmented image) S containing k di�erent tissues encoded as

labels. In computer graphics, the most common representation form of surface

models is triangular meshes, which can be denoted as setsM = {V, T} with

the set of vertices V = {0, 1, 2, ...}. Vertices have associated positions in space

pi ∈ R3
, edges E = {(i, j)|i, j ∈ V } depicting connectivity, and triangles

T = {(i, j, k)|(i, j), (j, k), (k, i) ∈ E}. Due to the nature of the underlying

data (medical images taken from the patient) the models resemble the anatomical

structures of the patient, this is, the models are patient-speci�c.

A complete 3D patient-speci�c model (Fig. 2.6) to be used for planning and navi-

gation of liver resection procedures consist of the following geometric items:

• the parenchyma, or the functional tissue of the liver which in 3D is rep-

resented as a shell (surface model) containing the rest of the anatomical

structures;

• the vessels, which typically are separated into portal vessel system and

hepatic vessel system according to a in-�ow/out-�ow criteria;

• the tumor(s), which might intersect some of the vessels.

2

http://normit.no
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Hepatic System

Portal SystemTumor

Figure 2.6: Complete 3D patient-speci�c model obtained from segmented CT. It includes

parenchyma, portal and hepatic vessels systems and tumor.

Under a surgical point of view, liver arteries are considered of less importance

than veins since the latter carry most of the blood supply, therefore arterial models

are not constructed. Modeling of other anatomical structures such as the bile ducts

can be bene�cial in some cases, but these structures generally present low contrast

in CT, and therefore are di�cult to segment and reconstruct into a 3D model;

models originated from segmented MRI are more promising for reconstruction of

these anatomical structures.

Due to their geometric structure—tubular structures with high curvature and

convex features—vessels are the most complex geometric anatomical structures

involved in the reconstruction of 3D patient-speci�c models and therefore the

topic has been subject of extensive research. Preim et al. [33] which provides

a comprehensive overview of available reconstruction methods, separates the

reconstruction strategies into two categories:

• model-based methods which work on the basis of assumptions (e.g, vessels

present circular cross-sections) and either generate parametric or implicit

surfaces or �t primitives such as cylinders or truncated cones;

• model-free methods which are not based in any assumption. Marching

cubes [9], multi-level partition of unity (MPU) implicits [37] and subdivision

surfaces [38] are evaluated and compared in [39].

Model-based provides smooth models which are easy to interpret but might pro-

duce inadequate results for the analysis and representation of certain pathologies

(e.g. aneurysms). On the other hand, model-based methods adheres to the under-
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2.4. 3D Modeling of Anatomical Structures

Figure 2.7: The 15 possible cube con�gurations in Marching Cubes according to the

feature points present in the neighborhood of the voxel of interest. Extracted from

https://commons.wikimedia.org/wiki/File:MarchingCubes.svg

lying data, and therefore, in some cases they might lead to lower mesh quality

resulting in poor visualization (e.g, original image with low resolution or noise).

While reconstruction of vascular structures have been subject to extensive research,

reconstruction of parenchyma and tumors have been given very little attention

in the literature. For the reconstruction of these anatomical structures, marching

cubes emerges as the de-facto standard.

In the following section more details about two reconstruction methods which

are key for understanding some of the works in this thesis.

2.4.1 Marching Cubes

Marching cubes was originally proposed by Lorensen and Cline [40]. Its simplicity,

automaticity, parallelization possibilities [41], and the strict adherence to the un-

derlying data, makes marching cubes the most used method to extract isosurfaces

from segmentation images regardless of the type of anatomical structure.

The main idea of marching cubes is the establishment of a correspondence between

the neighborhood around a voxel and a speci�c pattern of triangles in 3D space.

Given a segmentation image S containing k di�erent classes of tissue encoded

as labels with values L={l1, ..., lk}, and a particular ls ∈ L corresponding to

the structure of interest (e.g., parenchyma, vessels or tumor), the neighborhood

(3×3×3) of a given voxel can be considered to be either the tissue of interest or a

di�erent tissue; therefore there exist 28 = 256 possible neighborhoods. Marching

cubes creates a pre-de�ned pattern of 3D triangles for every one of the 256 possible

neighborhoods. Exploiting the symmetry of patterns, this number of possibilities

can be reduced to 15 (see Fig. 2.7).

17
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Marching cubes has been subject to a number of adaptations and improvement

over the last decades. Newman and Yi [9] provides a comprehensive survey of the

extensions to the original proposal by Lorensen and Cline. These extensions are re-

lated to the traversal through the data, algorithm’s isosurface assembly component,

reduction of number of triangles and solving triangulation ambiguities.

In the medical domain, marching cubes is often followed by decimation [42]

(reduction of triangles) and smoothing [43] processes. These processes not only

introduce additional operations—which translates into either longer processing

times or the need for more computing power—, but also additional parameters in

the process. The introduction of additional parameters is a great disadvantage in

the medical domain, where unsupervised (automatic) algorithms are of paramount

importance for the feasibility of methods to be integrated into clinical work-�ows.

One solution to this problem is the choosing of a set of parameters—which we

could call conservative— which guarantee reconstructions with reduced risk of

reconstruction degenerations due to smoothing and decimation, but not exploiting

the possibilities of smoothing and decimation stages to the maximum.

2.4.2 Poisson Surface Reconstruction

Poisson surface reconstruction (PSR) was proposed in Kazhdan et al. [44] as a

method for reconstruction of watertight surfaces models ∂M (i.e., absence of

holes in the mesh) from oriented clouds of points. PSR combines the advantages

of global and local �tting schemes and it is know for its noise resiliency.

The idea behind PSR is the reconstruction of an indicator function (Fig. 2.8) X :
R3 → R ∈ [0, 1] which gradient∇X resembles the structure of the oriented cloud

of points
~V to be reconstructed. Then the problem can be thought of in terms of

�nding the scalar function X whose gradient best matches the cloud of points
~V :

X̃ = arg min
X

‖∇X − ~V ‖ (2.1)

with ||.|| being the Euclidean norm. By making use of the divergence operator,

Kazhdan et al.[44] transforms this problem into a variational problem optimized

by solving the Poisson equation:

∆X ≡ ∇ · ∇X = ∇ · ~V (2.2)

The solution is computed on the basis of an adaptive and multi-resolution structure,

more precisely, PSR makes use of the minimal octree O to which every points

sample of the cloud of points falls into a leaf node at a depth d. In an intuitive

manner, the depth parameter d can be thought of as a way to control the granularity
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Figure 2.8: Overview of Poisson surface reconstruction in 2D contour of liver parenchyma:

(a) oriented set of points
~V ; (b) gradient of the indicator function∇X ; (c) indicator function

X ; (d) surface ∂P .

of the mesh—higher depth values lead to complex models able to represent smaller

features and vice versa). Finally, to obtain the model ∂M , isosurface extraction is

applied to the average value of the approximated indicator function X̃

2.5 Planning Liver Resection Procedures
The aim of planning liver resections is obtaining the separation between resected

tissue and remnant tissue in terms of a virtual resection. Virtual resections can

be considered as speci�cations of cutting trajectories which surgeons will follow

during the surgical procedure. Computer-assisted systems for planning liver

resections have provided mechanisms for the de�nition of virtual resections for

over a decade. Despite the maturity of these systems, di�erent methods for the

speci�cation of virtual resections coexist—which shows a lack of general consensus

around strategies for planning liver resections.

Preim and Botha [33] describe the two most used techniques (drawing on slices
and using deformable cutting planes) which have been successfully implemented

in computer-assisted systems employed in the clinical routine.

2.5.1 Drawing on slices

The drawing-on-slices paradigm (Fig. 2.9) consist of drawing 2D traces in indi-

vidual slices (2D) Si belonging to a medical volume (3D). These traces are then

employed to compute the 3D interpolated surface meeting the speci�ed traces Ti.
Even though this is considered as a tedious method which, according to Preim

and Botha [33], drawing in 50-100 slices is often required.

Ruskó et al. [6] proposes a method in which speci�cation of resections can be

performed by only drawing in 3 slices. In this work, the authors employ quadratic

B-Spline interpolation which requires
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Figure 2.9: Planning liver resection procedures by drawing in slices. (a) Individual

traces Tm, Tn and To at slices Sm, Sn, So respectively; (b) Resection surface obtained by

interpolation of traces Tm, Tn and To.

• de�nition of at least 3 traces with 3 points per trace,

• absence of self-intersecting traces,

• traces should be de�ned in the same type of plane (axial, coronal, sagittal).

2.5.2 Deformable cutting planes

As opposed to drawing-on-slices approaches, in which interactions occur in 2D

images, interactions in a deformable-cutting-plane approach take place in virtual

3D environments (e.g. using 3D models) [5].

The method consists of two steps. First, an initial approximation in terms of a

plane is computed by de�ning a set of connected traces on the surface of a 3D

liver—these traces often resemble the shape of a ring around the parenchyma.

Using these traces, a plane slicing the parenchyma is approximated by means of

principal component analysis (PCA); this plane will be automatically adjusted

(locally) to �t the original traces by translating points in the plane along the normal

of the initial plane P0; Laplacian smoothing of the mesh is then applied . In a

second step, the user can re�ne the resection by applying deformations to the

surface. These deformations are performed in terms of a cosine function which

applies within a range of in�uence de�ned by the user—larger ranges are then

translated into more global deformations and vice-versa.

Konrad-Verse et al. [5] indicate some possible visualization improvements like

the continuous visualization of the resection margin and the possibility to set the

resection surface transparent, as well as some interaction improvements like the

implementation of an “undo” functionality to reverse the deformations performed.
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(a) (b)

Figure 2.10: Planning liver resection procedures by using a deformable cutting plane.

(a) Approximation of the initial plane P0 through the de�nition of traces T0 and T1. (b)

Resection surface obtained by deformation of the initial plane.

2.6 Computation of Bézier Surfaces
Bézier surfaces (also known as Bézier tensor-product surfaces) (Fig. 2.11) are

geometric constructions widely employed in the �elds of computer graphics

and engineering. Mathematically, a non-rational Bézier tensor-product surface

S : R2 → R3
of degree (m,n) is de�ned as

S(u, v) =

m∑
i=0

n∑
j=0

Ci,jBi,m(u)Bj,n(v), (2.3)

with u, v ∈ [0, 1]. Ci,j are 3D control points and Bi,m, Bj,n are Bernstein polyno-

mials generically de�ned as

Bi,m(u) =

(
m

i

)
(1− u)m−iui, (2.4)

with 0 ≤ i ≤ m.

Bézier surfaces hold multiple properties which make them very useful geometric

constructions. For a deeper understanding on Bézier surfaces we refer to [45]

which presents an comprehensive description of Bézier surfaces and their under-

lying properties. In the following lemma, we list the most interesting properties

of Bézier surfaces in the context of this work.
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Figure 2.11: Bézier bi-cubic tensor-product surface and its set of control points forming

the control polygon.

Lemma 1 Let S be a parametric bi-linear Bézier surface of degree (m,n) as de-
scribed in Eq. (2.3). Such surface has the following properties:

(a) Surface contained in the convex hull CH:

S(u, v) ∈ CH(C0,0, ...,Cm,n) ∀(u, v). (2.5)

(b) A�ne transformation invariance:

T(S) =

m∑
i=0

n∑
j=0

T(Ci,j)Bi,m(u)Bj,n(v), (2.6)

where T is an a�ne transformation (i.e., rotation, re�ection, translation or
scaling).

(c) Polyhedral approximation: under triangulation, the net of control points forms
a planar polyhedral approximation of the surface.

Alternative formulations of Bézier surfaces can be derived in order to obtain forms

which are more favorable for its parallelization. In this line, Bézier surfaces can be

expressed in terms of a product of matrices:
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S(u, v) = U(u)R(m)CR(n)TV(v)T , (2.7)

where the C represents the net of control points

C =


C0,0 C0,1 . . . C0,n

C1,0 C1,1 . . . C1,n
.
.
.

.

.

.

.
.
.

.

.

.

Cm,0 Cm,1 . . . Cm,n

 .
.

The vectors U and VT
are polynomial spaces of degreem and n, associated to the

parameterization directions u and v respectively. Generically, these basis vectors
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In [46], the authors express this in a more compact form:

S(u, v) = U(u)GV(v)T (2.8)

where G = R(m)CR(n)T is constant. Constant values have important impli-

cations under the point of view of the implementation and optimization since

computations can be replaced by memory accesses which can potentially be faster.

2.6.1 High-performance computing of Bézier surfaces

Computation of Bézier tensor-product constructions like surfaces or volumes is

considered to be a computationally expensive task. Certain applications such as

shape optimization in aerodynamics [47], �ow modeling [48], simulation [49],

non-rigid medical registration [50] and real-time computation of high resolu-

tion surfaces (concerned with this work) are often limited by the resolution, the

complexity of the underlying data and real-time constraints.

Despite the number of applications using Bézier surfaces, the driving force behind

their use and development is the computer-graphics community. In this �eld,

surface representation and tessellation
3

[51] are the predominant uses for Bézier

surfaces.

3

Converting surfaces to triangle meshes.
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Initially, tessellation was performed by the central processing unit (CPU) and then

sent to the graphics processing unit (GPU) for further processing and visualization

of results. The process of transferring data from the CPU memory space to the

GPU memory space was considered a bottleneck, particularly for high-resolution

surfaces. In order to address this issue, Espino et al. [52] proposed an algorithm in

combination with a speci�c hardware architecture for a full integration in GPU.

Initially GPUs were conceived as co-processors dedicated to perform speci�c

tasks related to computer graphics, later these evolved into programmable parallel

processors capable of performing a wider range of tasks still in the domain of

computer graphics. In order to enable this programmability of the GPUs, two new

programmable units (vertex processing units and fragment processing units) were

created. Some works made use of this approach to compute and render Bézier

surfaces [53, 54, 55, 56, 57].

To be sure creation of vertex/fragments units was a step forward to increase

the programmability and �exibility of GPUs. However, still many algorithms

which could not strictly adhere to the particular data structures and mechanisms

employed in computer graphics, could not take the advantage of the use of GPUs.

In order to �ll this gap, a new approach called general purpose GPU (GPGPU) was

developed to allow greater programmability and �exibility using GPUs. GPGPU is

currently provided by the CUDA [58] and OpenCL [59] frameworks, which have

been used for a wide range of applications [60, 61, 62, 63].

Optimization strategies can be broadly classi�ed into either hardware-speci�c cor

algorithmic—regardless of the underlying implementation mechanisms.

Algorithmic strategies are generally concerned on the reduction of the number of

operations to perform. In this line, [53] employs the matrix formulation in Eq. (2.7)

which is more e�cient than using Eq. (2.3) due to the constant nature of the R
matrices. Later, in [46], the authors make use of Eq. (2.8) which considers also the

product RCRT
as constant, thus reducing the number of operations to perform as

well as exploit the spacial coherence of data. Other algorithmic strategies employ

numerical approximations, like [61], which is based on forward-di�erencing [64],

however, this methods are subject to error accumulation which might not be

appropriate for some applications.

Hardware-speci�c strategies, on the other hand, are concerned with the e�cient

mapping of the algorithm on the hardware where the implementation of the

algorithm is deployed. Fine-grained mapping of the algorithm is facilitated by

frameworks like CUDA or OpenCL over shaders.
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2.7 Electroanatomic Mapping of the Left Atrium
Atrial �brillation the most common heart rhythm disorder, currently a�ecting

around 8 million people. Fibrillation of the atria is produced by the irregular beat

(quivering) of the upper chambers of the heart (atria), thus preventing the appro-

priated movement of blood �ow into the ventricles. Although atrial �brillation

might not manifest any symptoms, it is associated with palpitations, fainting,

chest pain an congestive heart failure. Furthermore, atrial �brillation is associated

to an increased risk of stroke. The growth in expectancy of life, will increase the

incidence of atrial �brillation up to more than 15 million people by 2050 [65].

The most common treatments for atrial �brillation is radio-frequency catheter

ablation (RFCA), together with medication and cardioversion. RFCA is a mini-

mally invasive procedure in which the patient is prepared under local anesthesia.

Catheters are inserted into the arteries and elevated to the left atrium chamber,

where ablation is applied around the pulmonary veins; this prevents the activation

of the electrical signals triggering the atrial �brillation.

Before the ablation process, electrophysiologists need to know where and how

ablation should be applied. In order to do this, electrophysiological models (con-

taining both geometric and electrophysiologic information) are constructed—some

authors report about the bene�t of EAM-based methods [66]. As opposed to most

of image-guided therapies, where models are built in a pre-operative stage, in

RFCA, models are built in an intra-operative way (in some cases pre-operative

models can be fused with intra-operative models). Computer-assisted systems us-

ing electromagnetic tracking technologies are employed to determine the position

(geometric information) and the electrical properties (electrophysiology) of the

atrium chamber.

There are two approaches to perform EAM: point-to-point acquisition and triangulation-

based reconstructions [67] and progressive reconstructions [68]. Some works study

the application of PSR in combination with high-resolution pre-acquired data

[69, 70]. These approaches present added complexity and require additional

resources (pre-acquired data through imaging) which might complicate their

integration into clinical work-�ows.
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CHAPTER3
SUMMARY OF CONTRIBUTIONS AND RESULTS

3.1 Paper I: Surface Reconstruction for Planning and Navi-
gation of Liver Resection Procedures

Three-dimensional modeling of anatomical structures is a key component in

planning and navigation of liver resection procedures. While vessels have been

subject to an extensive research in the literature [38, 39, 71, 72, 73, 74], parenchyma

has been given very little attention. Marching cubes [9] followed by smoothing

[43] and decimation [42] (MCSD) is the more widespread technique used for

modeling liver parenchyma.

In this work, we propose the use of Poisson surface reconstruction (PSR) [44] as

a method for reconstruction of liver parenchyma. Since Poisson surface recon-

struction operates on clouds of points, a simple yet e�cient conversion method

is proposed. In order to compare this proposal to marching cubes followed by

smoothing and decimation, as well as to estimate the optimal reconstruction pa-

rameter for PSR, a multi-objective optimization framework where accuracy and

complexity (number of polygons) are considered as equally important objectives.

PSR shows better reconstruction performance in terms of accuracy/complexity

trade-o�. This is supported by the fact that all PSR reconstructions lie in the
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Summary of Contributions and Results

Pareto-optimal front; furthermore PSR reconstructions with depth parameter

d = 7 show the absolute best accuracy/complexity trade-o� for all the liver

reconstructions in our data-set; this value can be considered as an estimation

of the optimal reconstruction parameter. These PSR reconstructions exhibit an

average reduction of 79.59% of polygons compared to MCSD models presenting

similar smoothness and visual quality, however, e�cient MCSD models (low

number of polygons) are perceived by expert users as having less quality than PSR

models. The median reconstruction error for Poisson reconstructions is 1.03±0.23
mm, which supports that Poisson surface reconstruction is an adequate method

for planning and navigation of liver resection procedures.

3.2 Paper II: A Novel Method for Planning Liver Resections
Using Deformable Bézier Surfaces and Distance Maps

Speci�cation of virtual resections is a key functionality included in a number of

computer-assisted systems for planning and navigation of liver surgery. The most

widespread strategies for the de�nition of virtual resections are drawing-on-slices
and the use of deformable cutting planes [33].

In this work, a novel method based on deformable Bézier surfaces is proposed.

Bézier surfaces possess geometric properties which make them an interesting

approach for speci�cation of virtual resections. Deformations of Bézier surfaces

takes place by manipulation of a reduced set of control points. In this work, an

improved interaction method which considers deformations based on groups

of control points (instead to traditional one-to-one interaction) is proposed. In

addition, this work describes a method for real-time computation and visualization

of resection margins (safety margins) which are based on the computation of

distance maps (from the virtual resection to the tumors). Finally, a strategy for

computation of resected volume from virtual resections using Bézier surfaces is

described.

The proposed method (Bézier) has been evaluated, together with a drawing-on

slices approach (DS) [6] and a deformable cutting planes approach (CP) [5] by 5

gastro-intestinal surgeons at Oslo University Hospital. The experimental results

show that the planning time for the proposed method is as fast as state-of-the-art
CP and DS, which indicates adequacy for its integration in real clinical work-�ows.

Planning liver resections with the proposed method shows superior preserva-

tion of the resection margin in terms of deviation
1

(0.42 mm) compared to CP

(−1.49 mm) and DS (−4.74 mm). Bézier also shows higher reproducibility of

1

Negative deviation indicates resection was closer to the tumor than the limit established by the

margin (violation of margin).
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3.3. Paper III: High-Performance Computation of Bézier Surfaces on Parallel and
Heterogeneous Platforms

surgery planning results in terms of resected volume deviation
2

(−0.4%) com-

pared to DS (−1.39%) and CP (−2.40%). Furthermore, Bézier provides smooth

virtual resections presenting high feasibility to be performed surgically.

3.3 Paper III: High-Performance Computation of Bézier Sur-
faces on Parallel and Heterogeneous Platforms

Bézier surfaces are mathematical constructions employed in a wide variety of

applications. These surfaces are known to be computationally expensive, which

may limit their application. In the literature, some works propose parallelization

strategies to improve the performance for the computation of Bézier surfaces, how-

ever, these approaches are mainly focused on applications related to visualization

and computer graphics.

In this work a new method for computing Bézier surfaces (MLE), together with

parallelization strategies to e�ciently map the proposed method onto di�erent

platforms hardware platforms (CPUs and GPUs). In addition, and in the line of

the latest computing trends, we propose computing mechanisms which exploit

CPU-GPU cooperation mechanisms in heterogeneous CPU-GPU systems with

di�erent hardware architecture. An exhaustive evaluation—including di�erent

data-types di�erent surface degrees and resolution—of the method and comparison

with a “brute-force” (BRF) approach and an e�cient approach employed in [46]

(MAT).

The experimental results show that MLE achieves speedups up to 3.12× (for

double precision) and 2.47× (single-precision) running on a CPU compared to

BRF and MAT. While running on GPU the speedups are even higher with up to

3.69× (for double precision) and 13.14× (single precision) using modern GPUs.

The results also reveal a clear bene�t for CPU-GPU cooperation schemes which

can improve the performance up to 2.09× with respect to GPU-only approaches.

The proposed method, as well as the CPU-GPU cooperation mechanisms are easily

generalizable to higher order Bézier constructions (e.g, volumes or hyper-volumes)

as well as other Bézier formulations (e.g., rational Bézier) thus exhibiting great

potential to reach applications beyond the Bézier surfaces employed in this work.

2

Negative deviations indicate less resected volume respect to the reference resection plan.
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3.4 Paper IV: Intra-Operative Modeling of the Left Atrium:
A Simulation Approach Using Poisson Surface Recon-
struction

In this work the use of Poisson surface reconstruction (PSR) beyond reconstruction

of smooth organs (like the liver), and under low number of sparse samples is

explored. Three-dimensional reconstruction of the atrium chamber in the heart

for electroanatomic mapping (EAM) during radio-frequency catheter ablation

presents both conditions. On one hand, the atrium chamber together with the

pulmonary veins exhibit geometries with higher curvature and local features

than the liver. On the other hand, the process of EAM implies the intra-operative

sampling of a reduced number of points from the patient’s atrium.

In the paper, a simulation framework is employed to evaluate and characterize

PSR in terms of accuracy of the reconstruction. To this end, a data-set of 57

segmented left atria is used; this isolates from errors introduced by breathing

and cardiac motion. In the simulation process, marching cubes with smoothing

and decimation is employed as ground truth which is then used to compute the

error generated by PSR. PSR reconstructions are obtained at di�erent sampling

rates ([100-600]) and at di�erent sampling rates for di�erent parts of the atrium

(50%-90% of samples taken from the upper part containing the pulmonary veins).

Gaussian noise, characterizing the error introduced by the use of electro-magnetic

tracking technologies (NDI Aurora µ = 0.76 mm, ρ = 0.67 mm), is added.

Results derived from the simulation show that, under low number of samples a

median error of 4.52 ± 0.22 mm is expected. This error can be reduced down

to 2.61 ± 0.65 mm by elevating the number of samples (n = 600). Obtaining

more samples from geometrically complex areas than from smooth areas shows

to be bene�cial, however, results do not show any clear trend in terms of a

preferred sampling distribution. Obtaining a moderate-to-high number of samples

is convenient to capture the geometry of the pulmonary veins’ ostia. The median

error is not signi�cantly a�ected by the introduction of Gaussian noise.
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CHAPTER4
DISCUSSION

F
or nearly two decades, computer-assisted for surgery planning and navigation

have made their way into the clinical reality. Liver surgery is one of the areas

bene�ted by this technological development, however, the adoption of computer-

assisted sytems for planning and navigation of liver resectios is still very low.

Planning and navigation technologies require the generation of patient-speci�c

models in di�erent processing stages (see Section 2.3) wich, to date, are di�cult

to perform in an unsupervised manner with su�cient quality and reliability.

To be sure, segmentation of anatomical structures is currently the major bottleneck

to increase the adoption of computer-assisted systems for planning and navigation

in the clinical reality [32]. While segmentation is still considered a challenging

task which requires some degree of human interaction, the emergence of new

approaches such as convolutional neural networks in deep learning [75] show

promising results for segmentation tasks—not only in the medical domain.

After segmentation of the anatomical structures is performed, the segmenation

models are reconstructed into 3D surface models (mesh models). Despite the fact

that automated 3D modeling is less challenging than segmentation, complexity of

the models, quality and accuracy is sitll a subject of research. In Section 4.1 we

discuss the contribution of this thesis concerning 3D modeling of liver parenchyma

as well as the most relevant �ndings and their signi�cance.
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Three-dimensional models are then utilized for planning of resections. While there

are some works pointing in that direction [31, 76], to the best of our knowledge,

automatic planning of resections has not been yet achieved. In the transition

from manual de�nition of the resection towards automated resection planning

researchers have been focusing on providing tools to make resection planning

as simple, fast and reliable as possible. In this context Section 4.2 discusses the

approach presented in this thesis (use of Bézier surfaces and distance maps)—see

Paper II (Chapter 7). While Paper II focuses on the methodological aspects of

resection planning using Bézier surfaces, Paper III targets the high-performance

computing aspects. Section 4.3 discusses the �ndings of this thesis in that matter.

Finally, the results on the application of PSR to intra-operative reconstruction of

the left atrium are discussed in Section 4.4.

4.1 3D Modeling for Planning and Navigation of Liver Re-
section Procedures

Three-dimensional modeling of anatomical structures has segmented images as a

primary input, and therefore, results of the modeling are tightly coupled to the

accuracy provided by the segmented models. Artifacts, noise and errors present in

the segmentation models will be directly propagated to the 3D reconstruction—this

is particularly true for methods such as marching cubes [9] which strictly adhere

to the underlying data. Hence, accurate surface models require, in �rst place,

accurate segmentation models.

To be sure, vessels are the most complex (geometrically speaking) anatomical

structures in the liver. As opposed to parenchyma and tumors, which can be repre-

sented with relatively smooth and simple meshes, vessels present high curvature

and features of interest which can be of relatively small size. Unlike vessels, which

have been subject to extensive study in the scienti�c literature, modeling of liver

and tumors has not been given much attention.

Modeling of the parenchyma has traditionally been carried out by marching cubes,

sometimes followed by smoothing and decimation stages. This approach does not

only circunscribe to modeling of liver parenchyma, but is arguably the most used

approach for modeling of anatomical structures. The two major disadvantages of

this approach are:

• at least two parameters which have to be adjusted in order to obtain optimal

results,

• and the fact that noise and artifacts (e.g. staircases) from segmentation

models will be translated to the �nal 3D surface reconstruction.
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4.1. 3D Modeling

The aim of the �rst work in this thesis (Paper I) is to investigate methods which

can provide computer-assisted systems with good quality models in an automatic

way.

One pertinent question at this point is: which characteristics make good quality

models in the context of computer-assisted systems? The literature related to

vessels modeling seem to provide a wide consensus on this question. Complexity

of the resulting models (number of polygons), accuracy of the reconstruction,

visual quality as perceived by end-users and smoothness of results emerge as the

preferred indicators of quality [38, 39, 71, 72, 73, 74] in this context.

The motivations for choosing PSR are its smoothness properties and its reduced

parametric space—if there is an optimal reconstruction parameter, the low number

of possible values can potentially reduce the complexity of its estimation. Despite

PSR is a very well known technique in the computer-graphics community, in the

medical domain has not been applied very much, perhaps due to the type of data

required (oriented clouds of points, rather than medical image semgentations).

While in the literature, accuracy of the reconstruction and complexity of the

models are considered separately, there is an intrinsic relationship between the

two parameters. Hence, a model presenting a low number of polygons would have

less representation capacity to capture, for instance, small features and vice-versa.

This idea is used in Paper I to establish a multi-objective optimization framework

which is employed to �nd the best accuracy/complexity trade-o� and therefore, the

estimation of the best parameter (depth d). An assumption in this idea is that both

accuracy and complexity are equally important objectives, which makes sense

under the point of view of the application: accuracy allows precise planning and

the use of surface models for registration during navigation while low complexity

helps performing operations such as deformations or cuts in real-time.

In the evaluation of PSR and MCSD the experimental results indicate a better

performance of PSR as a method since all the reconstructions lie in in the pareto-

optimal front
1
. Furthermore, PSR reconstructions with parameter d = 7 are

established as optimal solutions not only for all other PSR but also for all MCSD.

Therefore d = 7 can be considered as a good estimation of optimal reconstruction

parameter, which can be used to automate the process. Furthermore computing

time of PSR is similar to MCSD.

Under a visual quality standpoint, the experimental results show that for recon-

struction of parenchyma models, PSR achieves similar visual quality than MCSD

reconstructions with an average of 79.59% reduced number of polygons. E�cient

1

The pareto-optimal front is the set of all reconstructions for which no other solution improves

simultaneously both accuracy and complexity (dominant solutions).
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MCSD models are perceived by expert as having a degraded quality with respect

to PSR with d = 7.

The results obtained in this work can not be directly applied to other anatomical

structures, particularly those with high inter-subject variability in shape and size,

as well as and local features of interest (e.g, tumors and vessels).

In Paper IV (see Sections 3.4, 4.4 and Chapter 9) the application of PSR is extended

to modeling of more complex antomical structures, particularly the left atrium.

4.2 Planning Liver Resection Procedures
Planning liver resection procedures is supported in segmented medical images,

3D models or the combination of both. As highlighted in Section 2.5 the two most

common approaches are: drawing-on-slices [6] (DS) where the interaction takes

place in the segmented images (2D); and the use of deformable cutting planes [5]

(CP) where the interaction takes place in the 3D virtual space.

The use of Bézier surfaces can be considered a type of deformable cutting planes
strategy, where the mechanics of deformation di�ers from the proposal of Konrad-

Verse et al. [5]. In [5], the authors propose a deformation mechanism with a very

high degree of freedom—under certain parameters, these surfaces could potentially

be deformed vertex by vertex—, as opposed to Bézier surfaces where deformation

takes place by moving a reduced set of control points (16 points at most for a

bi-cubic surface). This guarantees certain properties of the virtual resection which

are not neccesarily preserved by free-form surfaces, namely, smoothness and

degree of the surface. Virtual resections de�ned by a surface presenting small

local deformations (non-smooth) or wavy surfaces (high-degree) are associated to

resections which are di�cult to perform surgically and, sometimes, even impossi-

ble. DS presents an intermediate approach, where on one hand, representation

of traces is very �exible but the �nal surface is interpolated. These ideas are

supported by the results in Paper III, where DS and Bézier approaches exhibits

signi�cantly less curvature than CP; experts’ comments seem to point in the same

direction (see Table 7.3 in Chapter 7). Some surgeons in our experiments, highlight

the di�culty of DS, particularly to obtain resections with high curvature—in some

cases DS would not even produce acceptable results. Time for completing the

resection plan seem to be similar for all the methods regardless of their interaction

mechanisms.

Computer-assisted systems for planning liver resections are tools which allow

surgeons to represent virtual resections. In this line, and once the surgeon has

imagined the desired resection plan, planning methods should help the surgeon

representing that plan in a precise manner. According to our results, Bézier is the
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method which presents less inter-subject variability, thus indicating the accuracy

of representation of the desired plan.

In the proposed approach, continuous visualization of the resection margin is

achieved through the computation of distance maps (surface to tumors). This

improvement was already suggested by [5] as further improvement. The exper-

imental results in Paper III show the convenience of visualization of resection

margin; DS and CP which did not include this visualization, incurred in an elevated

number of resection margin violations (31 out of 40 for CP and 28 out of 40 for

DS) compared to Bézier (1 out of 40). Interestingly, the proposed visualization of

the resection margin was not enough to prevent all violations of resection margin

since small areas violating the resection margin can be hidden behind other 3D

structures. A further improvement would then be the addition of a global indicator

of violation which guarantees the resection is valid. Both DS and CP could be

further improved by adopting the method for visualization of the resection margin

proposed.

Despite the good performance of Bézier in all the measured parameters, some users

suggest that for certain types of resection other methods can be more adequate,

for instance, quasi-planar resections, like in hemihepatectomies could easily be

represented in DS or CP.

4.3 High-Performance Computation of Bézier Surfaces
Computation of Bézier surfaces is considered to be computationally expensive. In

real-time applications such as the use of Bézier surfaces for planning liver resec-

tion procedures computational e�ciency is of paramount importance. E�cient

computation of Bézier surfaces not only allows including subsequent processing

stages (such as computing of distance maps), but also may enable the integration of

our planning system into less powerful platforms (such as low-power and mobile

platforms) which can easily reach the market.

Parallelization and optimization techniques for the computation of Bézier-related

constructions—not only surfaces, but also volumes and hyper-volumes—has been

subject of study in the literature, however, these works circumscribe mostly to

the computer graphics industry. In Paper IV a list of relevant optimization works

related to Bézier surfaces is listed.

The approach of this thesis work to improve the e�ciency of computation of

Bézier surfaces has been two-sided. On one hand we propose an multi-level

algorithm (MLE) for computation of Bézier surfaces wich reduces the number of

operations to be performed compared to a “brute force” (BRF) approach and an

e�cient approach presented in [46] (MAT). On the other hand, we propose e�cient
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mapping techniques for, CPU and GPU computing as well as for heterogeneous

computing platforms, in which a GPU and a CPU cooperate together to increase

the performance. Heterogeneous computing is in the line of the latest trends of

computing and it has an increased relevance for platforms where CPU and GPU

are tightly coupled, possibly sharing the same memory space.

The proposed algorithm exploits the fact that some computations in Bézier surfaces

are repeated. Computing the result of these computations once and storing it

for reuse, e�ectively changes computation by memory accesses. Comparing this

approach to other methods like BRF (no reutilization) and MAT (some degree of

reutilization), MLE shows a general increase of performance both in CPU and

in GPU. In CPU the bene�t of using MLE over MAT can be as high as 3.12×
for double-precision and as high as 25.47× over BRF. In GPU the gain is even

larger, with MLE being 3.69× faster than MAT and up to 42.62× faster than BRF.

Interestingly, the trends indicate that as the degree of the surface increases, the

speedup of MLE over MAT decreases (until eventual convergence).

In addition to the proposed algorithm and the mapping strategies onto GPUs, in

this thesis work, we propose two cooperation strategies, namely SDC and DDC

for devices where the memory space is shared by CPU and GPU. The di�erence

between these approaches is that SDC statically assigns a part of the surface

to each unit (either GPU or CPU) while in DDC, the processors would process

elements as needed on-demand. In order to �nd the optimal workload for every

processor in SDC, pro�ling of the algorithm is needed beforehand. DDC is only

applicable to architectures of shared memory spaces with coherence mechanisms.

The experimental results show a speedup as high as 1.22× for SDC approaches

and 2.09× for DDC approaches.

The type of Bézier surfaces proposed in Paper II (bi-cubic) are well suited for its

parallelization and optimization according to Paper III with better performance

than BRF and MAT. One important consideration for the implementation in a plan-

ning platform is choosing where to compute the Bézier surface. The computation

of the Bézier surface during surgery planning is only the �rst processing stage;

this stage is, at least, followed by the computation of distance maps (safety margin)

and the corresponding contours. If one chooses to compute the Bézier surface in

GPU, the most reasonable approach is that GPU also performs the subsequent

processing stages (which also need to be parallelized and mapped into GPU). This

is due to the fact that GPU also computes the visualization and outputs the results

to the screen. Therefore, it makes very little sense to transfer the Bézier surface to

the CPU for the subsequent processing, and back again to GPU for visualization.

Platforms with shared memory and coherence mechanisms, on the other hand,

can exploit the memory coherence to do so.
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4.4 Application of Poisson Surface Reconstruction to Elec-
troanatomical Mapping

In Paper I, Poisson surface reconstruction (PSR) is applied to the reconstruction of

the liver parenchyma with good results in terms of mesh complexity, accuracy,

smoothness and visual quality. However, the input data provided to PSR in that

work is a dense cloud of points, which can be considered as a favorable condition

for PSR to work. Other applications, however, rely on a sparse cloud of points

with a low number of samples. An example of these applications can be the

intra-operative electroanatomic mapping (EAM) of the left atrium, where samples

from the atrium of the patient are collected (3D positions) during the surgical

intervention. The nature of the intervention makes di�cult the acquisition of an

elevated number of samples.

Under the condition of low number of samples, accuracy plays a crucial role

and therefore, multi-objective optimization presented in Paper I is not advisable.

Instead, one can choose a depth parameter high enough to capture the geometry

as accurate as possible.

The approach presented in Paper IV is a simulation process, where a database of 57

left atria are reconstructed under two di�erent condition variables. One variable

is the total number of samples acquired which varies from 100 to 600, which are

values found in the literature. The second variable is the proportion of the samples

acquired from the upper part of the atrium—which is considred geometrically

more complex due to the pulmonary veins—which varies from 0.5 to 0.9 (where 0.5

indicates uniform sampling of the atrium). During EAM, the electrophysiologists

will naturally take more samples from the upper part of the atriums not only

because is the more comples, but also because is the most interesting part for the

surgical procedure.

The simulation reveals that even when PSR would not obtain a faithful representa-

tion of the pulmonary veins, which geometrically present high curvature features,

the areas of interest (pulmonary veins ostia) which present a moderate curvature,

together with the rest of the atrium, are reconstructed properly under a moderate-
to-high number of samples where the error can be as low as 2.61 ± 0.05 mm.

PSR will bene�t from the acquisition of higher number of samples from the upper

part of the atrium. As in the case of the liver, PSR behaves with resiliency to

noise, which is very convenient in the case of intra-operative sample acquisitions

performed with the use of electromagnetic tracking technologies.

Although the results are encouraging, further evaluation under more realistic con-

ditions would be required to evaluate the real impact of PSR for the reconstruction
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of 3D models for EAM. Technologies such as contact force-sensing catheters [77]

can be an advantage in order to increase the number of samples acquired.
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CHAPTER5
CONCLUSION

A
s previously discussed in Section 2.3, from the acquisition of medical images

to the use of computational models for surgical planning and navigation

in liver resection, there are a few processing stages applied. In this thesis, three

main bodies of work have been focused on improving methods in these stages,

particularly the generation of 3D models (parenchyma) and the surgical planning.

The remaining body was concentrated on the extension of some of the methods

to other organs di�erent from the liver.

First, the application of Poisson surface reconstruction (PSR) for the generation

of 3D models of the parenchyma is proposed and evaluated. A multi-objective

optimization framework which considers complexity of the resulting 3D meshes

and accuracy of the reconstruction is proposed to estimate the best reconstruction

parameter. The importance of the best parameter estimation is that the method can

be applied in an automatic manner. Comparison with state-of-the-art marching

cubes followed by smoothing and decimation (MCSD) shows that PSR obtains

better reconstructions (in terms of accuracy/complexity trade-o�). PSR models

with similar smoothness and visual quality properties as MCSD models, present

up to 79.59% less polygons than MCSD models.

Secondly, a new method for planning liver resection procedures is proposed. The

method is based on the use of bi-cubic Bézier tensor-product surfaces, the visual-
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ization of resection margin through thresholded distance-maps and an interaction

technique which groups control points combining both simplicity and �exibility

of interaction. The method was evaluated and compared together with a drawing-
on-slices (DS) approach and the use of deformable cutting planes (CP) which, to

date, are the state-of-the-art. The evaluation results show the proposed method

to be as fast as DS and CP, which indicates the adequacy of the method to be

integrated in real clinical work-�ows. The proposed method also shows higher

rate of preservation of resection margin compared to both CP and DS. In addition,

the experimental results show that the reproducibility of results is higher than

that of CP and DS. Smoothness of results is as high as DS and higher than CP,

which indicates that the resulting resections are easier to perform surgically.

While one of the bodies of work concentrates on the methodological and clini-

cal aspects of the use of Bézier surfaces for surgery planning, another body of

work is focused on the high-performance computing aspects. High-performance

computing aspects are important since, to some extent, determine the implemen-

tation possibilities into real systems. In order to improve the performance of

the computation of Bézier surfaces, on one hand, a multi-level evaluation (MLE)

of Bézier tensor-product surfaces is proposed. Along with this method, a set of

techniques for mapping the method onto di�erent computing architectures (GPU

and CPU) are proposed. Additionally CPU-GPU cooperation mechanisms are

explored. The method and the mapping techniques are evaluated and compared

with a “brute-force” (BRF) and an e�cient (MAT) approaches. The results obtained

show the proposed method outperform BRF and MAT in both GPU and CPU (for

very complex surfaces MAT and MLE present similar performance). Proposed

CPU-GPU cooperation mechanisms increase this performance even further and

open the possibility of e�cient computation Bézier surfaces in mobile platforms.

Finally, the last body of work explore the application of PSR to reconstruction

of the left atrium for electroanatomic mapping (EAM). This application presents

di�erent characteristics to reconstruction of the liver (i.e., sparse low number of

samples as input and a more complex geometry to reconstruct). The application

of PSR is evaluated through a simulation process using a data-set of 57 segmented

left atria; characteristic noise from electromagnetic tracking technologies is also

included. The experimental results show the reconstruction error is similar to other

works in the literature. Reconstruction of areas of interest such as the pulmonary

veins typically require a moderate-to-high number of samples. PSR shows noise

resiliency which makes it a valid method to consider for the reconstruction of the

left atrium during EAM.
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CHAPTER6
PAPER I: SURFACE RECONSTRUCTION FOR PLANNING AND

NAVIGATION OF LIVER RESECTIONS

Rafael Palomar · Faouzi A. Cheikh · Bjørn Edwin · Azeddine Beghdadhi · Ole J. Elle

Abstract Computer-assisted systems for planning and navigation of liver resec-

tion procedures rely on the use of patient-speci�c 3D geometric models obtained

from computed tomography. In this work, we propose the application of Pois-

son surface reconstruction (PSR) to obtain 3D models of the liver surface with

applications to planning and navigation of liver surgery. In order to apply PSR,

the introduction of an e�cient transformation of the segmentation data, based

on computation of gradient �elds, is proposed. One of the advantages of PSR

is that it requires only one control parameter, allowing the process to be fully

automatic once the optimal value is estimated. Validation of our results is per-

formed via comparison with 3D models obtained by state-of-art Marching Cubes

incorporating Laplacian smoothing and decimation (MCSD). Our results show

that PSR provides smooth liver models with better accuracy/complexity trade-o�

than those obtained by MCSD. After estimating the optimal parameter, automatic

reconstruction of liver surfaces using PSR is achieved keeping similar processing

time as MCSD. Models from this automatic approach show an average reduc-

tion of 79.59% of the polygons compared to the MCSD models presenting similar

smoothness properties. Concerning visual quality, on one hand, and despite this

57



Paper I: Surface reconstruction for planning and navigation of liver resections

reduction in polygons, clinicians perceive the quality of automatic PSR models to

be the same as complex MCSD models. On the other hand, clinicians perceive a

signi�cant improvement on visual quality for automatic PSR models compared to

optimal (obtained in terms of accuracy/complexity) MCSD models. The median

reconstruction error using automatic PSR was as low as 1.03± 0.23 mm, which

makes the method suitable for clinical applications. Automatic PSR is currently

employed at Oslo University Hospital to obtain patient-speci�c liver models in

selected patients undergoing laparoscopic liver resection.

6.1 Introduction
Liver cancer is the second most common cause of cancer death worldwide [1].

Hepatocellular carcinoma (HCC), which accounts for 70% to 80% of the cases [2],

presents a 5-year survival rate below 12% [3]. Colorectal cancer metastatic to the

liver, on the other hand, develops in 50% of the cases of colorectal cancer, and

presents 5-year survival rates up to 58% for selected patients undergoing liver

resection [4].

Liver resection is the treatment of choice for patients with localized HCC [5] and

can potentially be a curative therapy. A successful surgical resection requires the

complete removal of the tumoral cells including a safety margin, preserving as

much healthy tissue as possible [6]. Resections with adequate tumor-free margins

lead to a better prognosis [7].

For more than a decade, computer-assisted surgical systems have been helping

surgeons and other clinicians in the decision making process for planning and

guiding surgical interventions. In the case of liver resection, these systems have

recently found their way into the clinical practice, providing di�erent patient-

speci�c models: geometric, mechanical and functional as well as simulations.

These models, ultimately rely on pre-operative computed tomography (CT) or

magnetic resonance imaging (MRI).

The use of patient-speci�c 3D geometric models improve the capacity of surgeons

to understand the liver and the underlying vascular structures. Using three-

dimensional (3D) reconstructions have shown not only improvements in tumor

localization and precision of surgery planning [8, 9, 10], but also an improved

orientation and con�dence of the surgeon while operating[11].

Marescaux et al. [12] were the �rst in implementing a system for planning and

visualization applied to liver resection. In their approach, 3D models of the

liver surface and vessels (tumors were arti�cially introduced) were built from

MRI. The 3D models, based on simplex meshes [13], could be manipulated for

visualization and allowed deformations for simulation purposes. Later, Selle et
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al. [14] introduced the analysis of the hepatic vascular structures, which enabled

the identi�cation of the liver segments.

More recent approaches allowed the de�nition of a virtual resection as well as

new visualization techniques. Reitinger et al. [15] presented a virtual reality

environment in which the planning was performed by direct manipulation of 3D

structures. Lamata et al. [16] also introduced a progressive clipping visualization

based on the advancement of resection during surgery. Hansen et al. [17] encoded

distance to critical structures in the surface representing the virtual resection.

Most of the visualization systems for planning and navigation of liver resection

interventions, including all the aforementioned works, rely on the construction of

3D geometric models. These models have traditionally been obtained by isosur-

face extraction from segmented anatomical structures (parenchyma and venous

vasculature) and tumors. Three-dimensional modeling of liver vasculature has

been widely studied in the literature [18, 19, 20, 21, 22, 23], however, very little

attention has been given to the modeling of parenchyma and tumors.

Marching cubes (MC) is the most widespread technique to obtain 3D models

of anatomical structures in the liver. The method was originally developed by

Lorensen and Cline [24] as an isosurface extraction method from scalar volumetric

data. A number of extensions to the original MC have been proposed along the

literature [25]. MC provides with accurate isosurfaces which strictly adheres to the

underlying data. In the context of isosurface extraction from medical images, MC

leads to surfaces with a high number of polygons and vertices, and the appearance

of staircase artifacts. Di�erent mechanisms like mesh smoothing [26, 27, 28] and

decimation [29] have been employed to palliate these e�ects at the expense of

adding more processing stages and control parameters.

Poisson surface reconstruction (PSR), originally proposed by Kazdhan et al. [30],

is a 3D surface reconstruction technique which works on dense clouds of oriented

points. In the literature, PSR �nds application in reconstructions where clouds

of points are inherent to the acquisition (scanning) technology. Examples of

such applications can be reconstruction of scenes using structured light sensors

[31], laser scanners [32] and stereo cameras [33]. The noise resilience of PSR

makes it a remarkable method for coping with the inherent noise acquired by

these technologies. In the medical imaging context, PSR has found very little

application perhaps due to the fact that, in this domain, the input data consist

of 3D scalar �elds rather than oriented cloud of points. In order to apply PSR

to medical images, Leonardi et al. [34] performed an estimation of the oriented

clouds of points by �tting a plane to a segmented surface point and its k-nearest
neighbors. Other approaches like [35] propose an extension to PSR to perform
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adaptive polygonization with application to vessel modeling.

6.1.1 Major Contributions

The goal of this work is to address two common problems in 3D modeling tech-

niques in the context of surgery planning and navigation. On one hand, integration

of medical imaging, segmentation and 3D modeling methods into clinical work-

�ows requires an elevated degree of automation. As an alternative to automation,

expert users can perform manual adjustments of the reconstruction parameters.

On the other hand, models employed in planning and navigation are increasingly

becoming more complex, both in terms of resolution and dimensionality of the un-

derlying data. Processing these models is very demanding in terms of computing

power, especially with the introduction of real-time constraints.

To overcome these problems and with the aim of facilitating the integration of

3D modeling techniques in clinical work�ows, we propose the application of PSR

as a technique to model the liver surface (parenchyma). In order to adapt the

segmented images to clouds of points (as required by PSR), a method based on

gradient �elds computation is described (Section 6.2.1).

Unlike traditional analysis of 3D modeling techniques, where di�erent recon-

struction parameters are considered separately, we propose a multi-objective

optimization framework consisting of a bi-dimensional accuracy/complexity opti-

mization space (Section 6.3) . The aim is to obtain optimal parameters which can

lead to automatic 3D model reconstructions.

6.2 Materials and Methods
The approach presented in this work is used to obtain a 3D geometric model of the

liver surface from a segmented volumetric image. Fig. 6.1 shows the processing

stages of both our PSR approach and state-of-the-art MCSD.

Isosurface extraction is considered to be an automatic process, however, adding

processing stages either after or before, introduces additional parameters which

make the process more complicated and thus limiting its applicability and inte-

gration into clinical work�ows. As opposed to MCSD, our strategy based on PSR

requires only one parameter.

In the following, we describe our proposal. We start �rst by describing the com-

putation of the oriented cloud of points from segmented images. Then we brie�y

describe the application of PSR to obtain the 3D models of the liver parenchyma.
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Figure 6.1: Processing stages for the proposed approach, based on PSR (a) and the state-
of-the-art MCSD (b).

6.2.1 Oriented Cloud of Points from Liver Segmentation

As depicted in Fig. 6.1, medical images, obtained from CT, are represented by

the scalar �eld de�ned as F : R3 → R in which the point pi = (xi, yi, zi) with

i = 1, 2, ..., N is given a value representing an intensity level F (pi) = v. Through

a segmentation process, the di�erent points of the image, are assigned a class value

(label) li according to either anatomical or functional criteria. The segmentation

is then de�ned as a new scalar �eld S : R3 → {l1, ..., lk} with k the number of

classes. In our case, since we are only interested in the liver parenchyma, our label

map is constrained to the set {lp = 0, lb = 1} which only considers the classes

parenchyma and background. Fig. 6.2 shows an example of a scalar volume and its

correspondent liver segmentation overlayed.

In order to �nd the oriented cloud of points
~V = {(pi, ~ni)}, with i = 1, 2, ..., N ,

where ~ni are the inward normals at pi, we exploit two properties of the gradient

of the segmented images. On one hand we use the fact that, the gradient of the

segmented image, at any point pi belonging to the surface of the parenchyma

∂M , is orthonormal to the surface:

∇S(pi) ⊥ ∂M |pi ⇔ pi ∈ ∂M. (6.1)

On the other hand, the points pi laying on the surface ∂M , can be discriminated

in terms of the gradient of the segmented image:

pi ∈ ∂M ⇔ ‖∇S(pi)‖ > 0. (6.2)

Using the properties established in Eq. 6.1 and Eq. 6.2, the de�nition of a oriented

cloud of points
~V can be entirely expressed in terms of the gradient of the binary

image:

~V = {(pi, ~ni)} = { (pi,∇S(pi)) | ‖∇S(pi)‖ > 0 }, (6.3)
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(a) (b)

Figure 6.2: Slice from CT imaging of the abdomen: (a) scalar �eld F ; (b) segmentation of

the parenchyma S overlayed on F .

with i = 1, 2, ..., N .

In contrast to Leonardi et al. [34], in which the authors estimate the normals

by local plane �tting of the k-nearest neighbors, we propose the obtention of

oriented clouds of points through the approximation of the gradient of segmented

images. Our implementation obtains the gradient of a 3D binary image through

the application of the 3D Sobel operator. This operator approximates the partial

derivatives individually through convolution of the segmented parenchyma with

kernel functions:

∇S =

(
∂S

∂x
,
∂S

∂y
,
∂S

∂z

)
= (Kx ∗ S,Ky ∗ S,Kz ∗ S) , (6.4)

whereKx,Ky,Kz ∈ R3×3×3
are the third-order tensors representing the 3D Sobel

kernel. The discrete nature of the Sobel operator makes that the condition stated

in Eq. 6.2 becomes true for voxels near the surface of the liver (both inside and

outside). Therefore, our implementation considers Eq. 6.3 only for those voxels

belonging to the liver, this is, S(pi) = lp.

6.2.2 Poisson Surface Reconstruction

PSR obtains smooth watertight (i.e. absence of holes in the mesh) triangulated

approximations of surfaces from oriented cloud of points. The method utilizes a

function �tting strategy which brings the bene�t of both local and global �tting

approaches together. Furthermore, PSR presents high resilience to noise.

Fig. 6.3 shows the general idea behind PSR. To obtain the surface, PSR uses the

oriented cloud of points
~V to reconstruct an indicator function XM : R3 → R of

a parenchyma model M . This indicator function resembles the segmented image

S, this is, a function in which the values inside the parenchyma are lp = 0 and
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the values outside the parenchyma are lb = 1. The oriented cloud of points
~V can

be thought of as a set of samples taken from the gradient of the indicator function

∇XM . Then the problem can be stated as �nding the scalar function XM whose

gradient best matches the cloud of points
~V :

X̃M = arg min
XM

‖∇XM − ~V ‖ (6.5)

with ‖.‖ the Euclidean norm.

Khazdan et al. [30] makes use of the divergence operator to transform this problem

into a variational problem optimized by solving the Poisson equation:

∆X ≡ ∇ · ∇X = ∇ · ~V (6.6)

where X is an indicator function and
~V is a vector �eld.

The solution is represented through an adaptive and multi-resolution basis. More

precisely, PSR constructs the minimal octree O with the property that every point

sample falls into a leaf node at depth d. Intuitively, one can think of the depth as a

parameter controlling the granularity of the mesh. Higher depth values thus lead

to more complex models able to represent smaller features (and vice versa). Each

octree node o ∈ O is associated with a function Fo. Bolitho et al. [36] proposes to

associate a tri-variate B-spline (translated and scaled by the size of the node) to

each node of the octree. The span F of translated and scaled B-splines de�nes the

function space employed to solve the Poisson equation (Eq. 6.6). The system is

solved through a �nite elements approach where the system is discretized by using

elements Fo as test functions. The solution is given by the function X̃ ∈ FO,F

such that:

〈∆X̃ , Fo〉 = 〈∇ · ~V , Fo〉 | ∀o ∈ O (6.7)

Finally, in order to obtain the surface approximation ∂P , isosurface extraction is

applied to the average value of X̃ at the sample positions:

∂P ≡ {q ∈ R3 | X̃ (q) = γ} with γ =
1

N

∑
(pi,~ni)∈~V

X̃ (p) (6.8)

Di�erent implementations of PSR have been proposed along the literature. The

original approach ([30]) extends the method to the case of non-uniformly dis-
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Figure 6.3: Overview of Poisson surface reconstruction in 2D contour of liver parenchyma:

(a) oriented set of points
~V ; (b) gradient of the indicator function ∇XM ; (c) indicator

function XM ; (d) surface ∂P .

tributed cloud of points. PSR it is considered as an e�cient method for which

parallel implementations have also been proposed [36].

6.2.3 Experimental Setup

In this work, we propose the application of PSR for planning and navigation of

liver resection procedures compared to the state-of-the-art MCSD. For comparison

purposes, we employ the implementation (C++) of MCSD included in 3D Slicer

[37] in its version 4.4.0.

Our PSR implementation (C++), which incorporates the computation of oriented

cloud of points described in 6.2.1, is based on Doria and Gelas [38], who adapted

the original by Kazhdan et al.[30].

The experiments are performed on a data set consisting of six CT volumes acquired

from the abdomen of patients undergoing liver resection under the Oslo-CoMet

study (NCT01516710) [39]. These images were acquired with parameters nor-

mally employed for diagnostics and surgical purposes. The images, presenting

di�erent image spacing and di�erent liver volumes (Table 6.1), were segmented

(parenchyma, vessels, tumors) by biomedical engineers in a semi-automatic way

using ITK-Snap [40] and reviewed by two laparoscopic surgeons. All the data sets

present anisotropic image spacing, and therefore, are prone to generate staircase
artifacts which may be distracting and confusing, since these do not have any

anatomical foundation.

6.3 Evaluation Criteria
In this section, the evaluation criteria to compare the PSR approach described in

the Section 6.2 to MCSD are established. There are di�erent ways to evaluate and

compare 3D geometric models, however, in this work, we focus on the desirable

properties for planning an navigation of liver resection procedures, this is, accuracy,

64



6.3. Evaluation Criteria

Table 6.1: CT data set used in the evaluation.

Name Spacing Dimensions Liver Volume CT
(in mm) (in cm3

) Scanner
P1 0.79× 0.79× 0.62 512× 512× 358 2, 289.25 G

P2 0.82× 0.82× 3.00 512× 512× 153 2, 289.39 S

P3 0.76× 0.76× 0.60 512× 512× 461 1, 853.56 G

P4 0.63× 0.63× 0.62 512× 512× 299 1, 579.10 G

P5 0.68× 0.68× 2.50 512× 512× 179 1, 503.66 G

P6 0.70× 0.70× 0.62 512× 512× 396 2, 326.09 G

G: GE Medical Systems Lightspeed VCT.

S: Siemens Sensation 16.

mesh complexity and smoothness.

6.3.1 Mesh Complexity and Accuracy

Precise planning and navigation of liver resection procedures requires high ac-

curacy of the 3D models. Some works like Wu et al. [23] rely on the Hausdor�

distance as a metric for accuracy, however, Hausdor� distance is known to be

sensitive to noise, which is inherent to medical images. In the same line as Oeltze

and Preim [18] and Schumann et al.[19], we approximate the 3D reconstruction

accuracy using surface distance based metrics, particularly the point-to-surface
distance δ̄(∂M) has been employed. This distance is computed from all points

pi in a reference cloud of points
~V to all the points q in the model ∂M (either

obtained by PSR or MCSD):

δ̄(∂M) =
1

L

L∑
i=1

min
q∈∂M

‖pi − q‖ , pi ∈ ~V , (6.9)

where L is the number of points in ∂M .

In mesh modeling, mesh complexity and accuracy are variables related to each

other. Decreasing the mesh complexity generally leads to a decreased accuracy

(and vice versa). Therefore, obtaining an acceptable trade-o� between complexity

and accuracy can then be established in terms of a multi-objective optimization

problem (i.e. obtaining low complexity and high accuracy).

Number of polygons and mean point-to-surface distance are expressed in di�erent

units on di�erent scales. To bring them into a unit-less objective space on the

same scale, linear normalization is applied (Fig. 6.4), thus obtaining the normalized

mean point-to-surface distance δ̂ ∈ [0, 1] and the normalized number of polygons
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N̂ ∈ [0, 1]:


δ̂(∂M) =

δ̄(∂M)− δ̄min
δ̄max − δ̄min

N̂(∂M) =
N −Nmin

Nmax −Nmin

, (6.10)

where N is the number of points in ∂M , and δ̄min, δ̄max, Nmin and Nmax refer to

the extreme values, considering all models (including MCSD and PSR) for a given

parenchyma M .

By using normalization, it is established that both objectives are equally important

and so, the optimal reconstruction is obtained by minimizing the objective score

σ de�ned as:

σ(∂M) =

√
δ̂2(∂M) + N̂2(∂M) . (6.11)

Models presenting a score value closer to 0, exhibit better trade-o� between

accuracy and complexity. Then, the best model among all PSR models ∂Pbest, the

best model among all MCSD models ∂Cbest and the absolute best model ∂Mbest

can be computed as follows:


∂Pbest = arg min

∂P
σ(∂P ) , ∂P ∈ P

∂Cbest = arg min
∂C

σ(∂C) , ∂C ∈ C

∂Mbest = arg min
∂M

σ(∂M) , ∂M ∈ P ∪ C

, (6.12)

whereP and C are the sets of all PSR and MCSD respectively, for a given parenchyma.

6.3.2 Mesh Smoothness

Liver parenchyma is inherently a smooth organ. Smoothness in the 3D model is

essential for visualization since it contributes to the natural appearance of the

organ. Evaluation of the smoothness is performed through the discrete mean

Gaussian curvature as a metric of the roughness of the model ∂M :

K̄(∂M) =
1

N

N∑
i=1

3(2π −
∑

j γj)

A(pi)
, pi ∈ ∂M, (6.13)

where γj denote the angles between pairs of edges converging at pi and A(pi) is

the sum of the areas of triangles having pi as vertex. Values of the mean Gaussian
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(a) (b)

Figure 6.4: Normalization and objective score. (a) PSR and MCSD models represented in

natural space; (b) PSR and MCSD in objective space where the scores σ∂M are used to

compute the best model (∂Mbest) in terms of accuracy and complexity.

curvature closer to 0 are then interpreted as smoother appearance of the model.

Despite the fact that other curvature metrics (e.g. mean curvature) are available

[41], Gaussian curvature seems to be the most widespread in comparisons similar

to the one presented in this work [21, 23, 42].

For further comparisons in terms of accuracy and complexity, it will be useful to

consider also the MCSD models ∂Csim which present the most similar smoothness

to the best PSR models ∂Pbest. These models ∂Csim can be computed as:

∂Csim = arg min
∂C

|K̄(∂C)− K̄(∂Pbest)| , ∂C ∈ C. (6.14)

6.3.3 Processing Time

3D models supporting planning and navigation of liver resection procedures are

computed pre-operatively (i.e. before the operation) and therefore, there is no

need to attend to real-time constraints. However, it is desirable that new methods

involved in surgery planning and navigation, do not alter the clinical work�ow

signi�cantly in a negative way.

Medical image processing is often performed in terms of a region of interest ROI,
which represents a reduced set of the original data. In general, this greatly improves

the performance of algorithms in terms of processing time, since the number of
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elements to process decreases dramatically. Therefore, the evaluation of the

performance (processing time) presented in this work is performed in the basis of

minimal ROIs containing the liver.

6.3.4 Visual Quality

Perceived visual quality of the 3D models is an important evaluation criterion

since it can a�ect not only the interpretation of the anatomy of the patient but

also the comfort of the clinicians working with the 3D models. In the literature,

visual quality is often discussed in terms of appearance of artifacts in the model

and smoothness properties [19, 21, 22, 23].

Some works explicitly introduce visual quality criteria in the evaluation, like

in Oeltze et al. [18] for 3D modeling or Feng et al. [43] for 3D visualization in

laparoscopic surgery.

In the same line, we introduce subjective evaluation of visual quality based on

the opinion of experts. In our experiment, we recruited 8 laparoscopic liver

surgeons ([7-30] years of experience). Each expert is asked the following question:

“Evaluate the quality of the virtual models (parenchyma) for their use in resection
planning and surgery guidance”. In order to evaluate the quality of the 18 liver

parenchyma models a 5-levels Likert scale was employed: Very low (1), Low (2),

Medium (3), High (4), Very high (5). The evaluated parenchyma models correspond

to the ∂Pbest, ∂Cbest and ∂Csim models generated from the dataset described in

Table 6.1. To ensure completeness of visualization, parenchyma models are shown

together with vessels and tumors obtained by application of MCSD under the same

parameters chosen arbitrarily. The experts were enforced to evaluate the quality

of the parenchyma regardless of the quality of vessels and tumors. The evaluation

was performed in a desktop computer (19 inches screen at 1600x1200@60Hz

observed at a approximately 40cm distance), similarly to typical surgery planning

stations.

In order to control possible biases, we followed the guidelines presented in [44].

Remarkable question design aspects taking into account are speci�city of question

(not allowing ambiguities or misinterpretations), simplicity and use of familiar

words as well as clarity of correspondence between numeric values and qualitative

tags in the answer �elds. The models were presented in random order (< 1 minute

per model) to avoid patterns in sequential visualizations. Additionally, we allowed

the surgeons to repeat the evaluation on the �rst 6 models to compensate for the

initial lack of references in the evaluation.

68



6.4. Results

6.4 Results
6.4.1 Mesh Complexity and Accuracy

PSR was applied to the 6 liver parenchyma of the data set. A total of 24 surface

models were obtained considering PSR at depths d ∈ {5, 6, 7, 8}. Fig 6.5 shows

the impact of this parameter on the reconstructions. On one hand, increasing the

depth values, also increases the complexity of the model in number of polygons.

On the other hand, increasing the depth values also increases the accuracy of the

model. At depth d = 5, the median error of the 6 data sets is within the range

3.69 ± 0.59 mm while the absolute maximum (excluding outliers) is 8.75 mm;

for d = 6, the median error decreases to 1.89± 0.34mm with absolute maximum

of 4.58 mm; for d = 7 we obtained a median error as low as 1.03 ± 0.23 mm
with absolute maximum of 2.79 mm; and �nally, for d = 8 the median error is

within the range 0.82 ± 0.36 mm with a maximum error of 3.04 mm. As it is

shown in Fig 6.5, the most prominent errors are located in areas presenting high

curvature and concavities. For low depth values (coarser reconstructions), natural

formation of concavities and prominent salients form areas of concentration of

high errors. However, as the depth d increases (�ner reconstructions), errors not

only diminish in magnitude, but also distribute uniformly throughout the organ

rather than concentrating in any particular areas.

MCSD presents a more complex parameter space than PSR. To represent the extent

of this parameter space we obtained the 50 MCSD models ∂M(s,e) resulting from

the combination of s = {0, 22, 45, 67, 90} and e = {0, 0.1, 0.2, ..., 0.9}.

From the application of Eq. 6.12, the objective score value for all PSR and MCSD

models was computed. The results, presented in Table 6.2, show that PSR with

d = 7 always present the absolute best score values among all PSR and MCSD

models, and therefore better behavior in terms of complexity and accuracy. PSR

reconstructions di�erent from d = 7 present lower score values than those of the

best MCSD.

Another interesting comparison concerning accuracy and mesh complexity can

be derived from the best MCSD (∂Cbest), the best PSR models (∂Pbest) and those

MCSD models similar smoothness to ∂Pbest (Eq. 6.14). The results reveal that

the main contribution to the trade-o� di�erence for ∂Csim is the high number

of polygons (460.1 K polygons average) compared to ∂Pbest (72.4 K polygons

average). The relative di�erence of mean error is low in the comparison of ∂Csim
(0.81 mm average), ∂Pbest (1.16 mm average) and ∂Cbest (1.02 mm average).

Fig. 6.6 illustrates the compared models derived from P1.

A broader view of the evaluation results is presented in Fig. 6.7. In this �gure,
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PSR (d=5)

PSR (d=6)

PSR (d=7)

#Polygons: 15428

#Polygons: 62810

#Polygons: 3712

#Polygons: 252080

PSR (d=8)

Figure 6.5: (left) Box-plot showing individual error distribution for PSR of the di�erent

parenchymas in the dataset (P1, ..., P6) at di�erent depth values (d ∈ {5, 6, 7, 8}). (right)

PSR for parenchyma P1 at di�erent depth values (d ∈ {5, 6, 7, 8}), showing density of

polygons and color-coded projection of reconstruction error onto the PSR model.
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Table 6.2: Objective score σ computed for all PSR and best MCSD models.

Parenchyma PSR Best
d = 5 d = 6 d = 7 d = 8 MCSD

P1 1.000 0.416 0.184 0.405 0.228

P2 1.000 0.341 0.248 0.541 0.257

P3 1.000 0.404 0.165 0.439 0.226

P4 1.000 0.418 0.161 0.461 0.210

P5 1.000 0.416 0.152 0.312 0.199

P6 1.000 0.379 0.148 0.406 0.205

Minimum objective score highlighted in boldface.

Best PSR (d=7)

#Polygons: 62810

Mean Gauss curv: 0.00001

Most Similar MCSD (s=45, e=0.0)

#Polygons: 625932

Mean Gauss curv: 0.00001

Best MCSD (s=22, e=0.80)

#Polygons: 125186

Mean Gauss curv: 0.00160

Figure 6.6: Mesh models correspondent to the best MCSD (accuracy/complexity), best

PSR (accuracy/complexity) and its most similar MCSD (smoothness) derived from P1.

the performance of all PSR and MCSD are shown in terms of complexity and

accuracy. We computed the Pareto frontier, this is, the set of models which are not

dominated by any other model in terms of both better accuracy and complexity.

For a given model lying in the Pareto frontier, no other model can improve the two

objectives, only one or none of the two. The results in Fig. 6.7 show that all PSR

models ∂P , together with some MCSD, including the best MCSD ∂Cbest models

are part of the Pareto frontier. None of the most similar MCSD ∂Csim are part of

the Pareto frontier.

6.4.2 Mesh Smoothness

In order to evaluate the smoothness of the models, the mean Gaussian curvature K̄
was computed for all PSR and MCSD models. A comparison of smoothness of PSR

models with that of the best MCSD ∂Cbest and most similar MCSD models ∂Csim
in terms of accuracy and complexity was performed. The results, presented in

Table 6.4, show that, on one hand, the best MCSD ∂Cbest generally presents much

higher curvature values than most of PSR and the most similar MCSD ∂Csim. On

the other hand, the most similar MCSD ∂Csim (9.67× 10−3 average curvature)

71



Paper I: Surface reconstruction for planning and navigation of liver resections

Figure 6.7: Mesh complexity and accuracy for all MCSD and PSR models derived from

the evaluation data set. Best MCSD (complexity/accuracy), together with the best PSR

(complexity/accuracy), its most similar MCSD (in smoothness) and the Pareto frontier are

highlighted.
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Table 6.3: Number of polygons, mean error and objective score σ for best PSR ∂Pbest

(accuracy/complexity), their most similar MCSD ∂Csim (smoothness) and the best MCSD

∂Cbest (accuracy/complexity).

Parenchyma P1 P2 P3

Model I II III I II III I II III

Polygons (in K) 62 625 125 75 207 59 71 263 131

Mean Error 1.11 0.64 0.98 1.37 1.48 1.79 0.94 0.81 0.89

Objective score 0.18 1.00 0.22 0.24 0.70 0.25 0.16 0.40 0.22

Parenchyma P4 P5 P6

Model I II III I II III I II III

Polygons (in K) 82 293 73 68 715 89 74 655 72
Mean Error 0.84 0.72 1.05 0.99 0.61 1.13 0.88 0.58 1.11

Objective score 0.16 0.40 0.21 0.15 0.79 0.19 0.14 0.89 0.20

(I) Best PSR ∂Pbest | (II) Most similar MCSD ∂Csim | (III) Best MCSD ∂Cbest

Minimum values highlighted in boldface.

Table 6.4: Mean Gaussian Curvature K̄ , excluding outliers ([5-95] percentiles), computed

for all PSR ∂P , best MCSD ∂Cbest and most similar MCSD ∂Csim.

Name PSR Similar Best
d = 5 d = 6 d = 7 d = 8 MCSD MCSD

P1 4.56 0.29 0.19 0.19 0.19 1.60

P2 11.17 31.96 0.706 14.34 0.72 6186.43

P3 37.19 52.42 28.28 0.75 17.56 21743.83

P4 8.22 14.86 151.16 3.15 77.46 20474.71

P5 2.06 3.27 0.68 0.36 0.68 18494.12

P6 7.61 5.78 0.32 0.20 0.32 681.94

All values expressed in a scale ×10−3.

are can only produce relatively less smoothness as their correspondent best PSR

∂Pbest (0.03× 10−3 average curvature).

6.4.3 Processing time

Our performance results (shown in Table 6.5) were obtained using a CPU Intel®

Core
TM

i7-930 at 2.80GHz. The results were obtained on a basis of best time of
three executions per model, considering the ROI containing the liver. For PSR, the

execution time includes also the computation of the oriented cloud of points.

Mean execution time values show higher performance for similar MCSD models

∂Csim (t̄∂Csim
= 12.05s) over best MCSD models ∂Cbest (t̄∂Cbest

= 14.08s) and

best PSR models ∂Pbest (t̄∂Pbest
= 14.50s), while variability of execution time
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Table 6.5: Processing time (best of three executions, in seconds) the best PSR (including

computation of oriented cloud of points) ∂Pbest, best MCSD ∂Cbest and most similar

MCSD ∂Csim.

Name Liver Dimensions PSR Similar Best
(Region of Interest) d = 7 MCSD MCSD

P1 310× 279× 330 14.5 9.4 13.7

P2 279× 286× 68 12.4 5.8 6.2

P3 296× 290× 264 13.8 13.8 13.0
P4 297× 284× 272 15.8 15.5 15.7

P5 330× 345× 285 15.2 16.6 19.2

P6 280× 321× 323 15.3 11.2 16.7

Mean 14.5 12.05 14.8

Std. Dev. 1.24 4.06 4.45

Minimum values highlighted in boldface.

is signi�cantly lower for ∂Pbest models (s∂Cbest
= 1.24s) compared to similar

MCSD ∂Csim (s∂Csim
= 4.06s) and best MCSD ∂Cbest (s∂Cbest

= 4.45s).

6.4.4 Visual Quality

In this section we present the results of our experiments, where 8 surgeons evalu-

ated the quality of 18 models (6 ∂Pbest, 6 ∂Cbest and 6 ∂Csim) using a 5-level Likert

scale (Very low (1), Low (2), Normal (3), High (4), Very high (5)). Subjective data

obtained by questionnaires (Fig. 6.8a) show lower mean quality score for ∂Cbest
(s̄Cbest

= 2.729) versus ∂Csim (s̄Csim = 3.291) and ∂Pbest (s̄Pbest
= 3.333).

In the same line as Feng et al. [43], we test the statistical di�erence between

groups of methods regarding the perceived quality. In our case, the comparison

between methods is performed by means of Welch two sample t-test using the

R statistical environment (Fig. 6.8b). Statistical signi�cance was obtained in the

comparison between ∂Cbest and ∂Pbest (p = 0.0006661), and in the comparison

between ∂Csim and ∂Cbest (p = 0.001382). No statistical signi�cance was found

in the comparison between ∂Pbest and ∂Csim (p = 0.777).

6.5 Discussion
6.5.1 PSR compared to state-of-the-art MCSD

The application of PSR to reconstruction of segmented images requires the transfor-

mation of the binary image (segmentation) to a cloud of oriented points. Perhaps

due to this fact, PSR has found very little application in the medical domain. As

opposed to Leonardi et al. [34], in which PSR is enclosed in a larger method for

segmentation and reconstruction, our work focuses on the surface reconstruction
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Figure 6.8: (a) Subjective evaluation results grouped by method; and (b) Welch two sample

t-test results with ** signi�cant at p = 0.001382 and *** signi�cant at p = 0.0006661.

Results were obtained from the evaluation of 18 models by 8 surgeons. Score values, are

expressed in a 5 levels Likert scale: Very low (0), Low (1), Medium (3), High (4), Very high
(5).
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process and the comparison of PSR with the state-of-the-art MCSD.

The election of PSR as an alternative to be evaluated against state-of-the-art MCSD,

is justi�ed by the reduced parameter space, the resilience to noise and smooth-

ness properties of PSR. Under the point of view of the application, the reduced

parameter space of PSR (not only in number of parameters, but also in possible

parameter values), translates into a simpler interaction by clinicians, and hence, a

better integration in the clinical work�ow. Empirically, we have determined the

depth parameter space to be d ∈ {5, 6, 7, 8} in the case of reconstruction of liver

parenchyma. This set of values is clearly smaller than all reasonable combinations

of smoothing and decimation factors for MCSD. Since the liver is a smooth organ,

the good smoothness behavior exhibited by PSR contributes to the natural appear-

ance of the models. Local features and staircase artifacts are reduced, allowing

easier interpretation of the internal structures of the organ (vessels and tumors).

Our results suggest that PSR outperforms state-of-the-art MCSD for modeling

liver parenchyma in di�erent aspects. Overall, ∂Pbest present reconstructions

with better accuracy/complexity trade-o� than state-of-the-art MCSD. Comparing

models with similar smoothness and visual quality (∂Csim and ∂Pbest), ∂Pbest
models present a dramatic reduction of complexity (73% less triangles on average)

at the cost of decreasing the accuracy slightly. Accuracy values for PSR, however,

remain within clinically acceptable limits. Despite ∂Cbest models can achieve

similar complexity as ∂Pbest in some cases, subjective evaluation experiments

reveal that perceived visual quality of ∂Cbest models is lower with statistical

signi�cance than those of ∂Pbest and ∂Csim.

Based on the accuracy/complexity space (Figure 6.5) two important observations

can be made. First, PSR as method, de�nes the Pareto frontier, which suggests

the goodness of the method over MCSD. Secondly, parameters to obtain ∂Cbest
depend on the input data while PSR obtains ∂Pbest using the same parameter

(d = 7), therefore indicating that PSR, as method, is more stable than MCSD. One

implication of the stability of PSR is the possibility to perform optimal parameter

estimation which can be used to produce automatic reconstructions (see Section

6.5.3).

As it is shown earlier in Figure 6.1, state-of-art MCSD requires two parameters

(smoothing and decimation factors). In order to integrate automatic MSCD in

clinical work�ows, a set of values can be established for these parameters. In

this line, the possibilities are either ignoring the application of smoothing and

decimation, (i.e. considering s = 0 and d = 0) or choosing a set of “conservative”

values that can slightly improve the reconstructions assuming that the optimal

is unknown and unreachable. For smooth structures like the liver parenchyma,
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some degree of smoothing and decimation is bene�cial, not only under a polygon-

reduction standpoint, but also for visualization purposes. As an alternative to

automation, experts (biomedical engineers or clinicians) can manually set the

parameters in a try-and-fail fashion for every patient. This can be a tedious process

and does not guarantee optimality of results.

6.5.2 PSR Compared to Other Reconstruction Methods

The wide variety of reconstruction techniques in the literature makes the choice

of the method a relevant question. The answer to this question is often driven

and limited by the scope of the application. There are a number of surface recon-

struction methods other than MCSD or PSR. In particular, multi-level partition of

unity implicits (MPUI) [45] has been previously adopted for vessel modeling from

clouds of points [19, 20, 23, 42, 46] and can be applied to liver modeling as well.

This and other reconstruction methods are compared and discussed in [30]. In

this comparison, MPUI shows generation of spurious surface sheets under noisy

conditions, which are inherent in medical imaging, while PSR exhibits good noise

resilience.

More recent approaches like dynamic particles [47, 48] provide high-quality

meshes suitable for visualization and simulation purposes. These methods show

more �exibility (regularity of triangulation and accuracy of reconstructions can

be controlled) at the cost of a more complex parameter space. Although these

approaches can be better suited for simulation, widening the parameter space

complicates the integration into clinical work�ows.

6.5.3 Accuracy, Complexity and Depth Parameter d

The choice of the depth parameter has an impact over the smoothness, accu-

racy and complexity of the reconstruction. Increasing the depth parameter value

generally produces similar or superior smoothness, higher accuracy and higher

complexity of the model. Similar works study accuracy and complexity as inde-

pendent dimensions of the problem [19, 21, 23, 42]. For MCSD and PSR, there is a

clear relationship between the complexity and accuracy of reconstruction. Low

complexity meshes, for instance, present limited representation power for small

features, and hence, decreased accuracy.

Considering the accuracy/complexity relationship in a multi-objective optimiza-

tion framework present some interesting advantages. First, it provides a basis

for comparing reconstructions with similar properties: ∂Pbest vs. ∂Cbest for opti-

mal accuracy/complexity trade-o� and ∂Pbest vs. ∂Csim for similar smoothness.

Secondly, optimal parameters can be estimated. In this line, and by considering

accuracy and complexity as equally important objectives (see normalization in
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Section 6.3.1), our study suggests that for liver modeling, PSR models with d = 7
are optimal in terms of accuracy/complexity trade-o�. Other applications might

consider di�erent weights for accuracy and complexity objectives, in which case,

the optimal depth parameter may vary. In [34], Leonardi et al. employ d = 5
for kidney modeling attending to a reduction of polygons criterion, however,

the authors do not provide any data related to accuracy of reconstruction nor

comparison with other methods.

The accuracy/complexity analysis described in this work, can also support auto-

matic generation of multi-resolution PSR models at di�erent d values. Among

other purposes, this approach can support the use of proxy geometries for mesh

processing and visualization as in [49].

6.5.4 Integration of PSR in Clinical Workflows

The application domain of our study is planning and navigation of liver resection

procedures. In this domain, visual realism and accuracy are of paramount impor-

tance. Visual realism is achieved through smoothness, which removes staircase

artifacts and small features not needed for the visualization of the organ, thus

reducing the complexity of visualization. Accuracy plays an important role since

the model can be used as a base for clinical decisions as well as for model-to-
patient registration (e.g. surgery navigation). Some of these clinical decisions

are supported on operations performed directly on the models. Low complexity

models can improve the performance of operations like mesh cutting, mesh vol-

ume or distance computations, present in computer-assisted systems for planning

and navigation. By optimizing the depth parameter (d = 7) we obtained a fully

automatic reconstruction method able to produce smooth models with better

accuracy/complexity trade-o� than the models generated by MCSD. The errors

presented in the results for PSR at d = 7 (median errors within 1.03± 0.23 mm)

are clinically acceptable. For all this, we consider PSR a suitable candidate to

replace state-of-the-art MCSD to model 3D for planning and navigation purposes.

The di�erence in computing time between PSR and MCSD is, for pre-operative

purposes, negligible (Table 6.5), however, time is still far from real-time recon-

structions, which might be of interest for other clinical work�ows. The operations

involved in PSR are subject to parallelization strategies using graphics processing

units (GPUs). Works like [31] and [50] show the feasibility of using GPUs for

real-time reconstruction of complex scenes using PSR. As intra-operative systems

(e.g. surgical navigation) move towards the use of deformable models, aspects

related to algorithm performance and parallelization capabilities will get more

relevance in medial systems design.

Process automation during imaging, segmentation and 3D modeling is the key for
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improving the adoption of 3D patient-speci�c models in clinical work�ows. To

be sure, the major bottleneck is segmentation (currently is subject to extensive

research), which automation is still considered as a challenging task [51], thus

requiring some degree of human interaction. While segmentation falls out of

the scope of this work, the integration ability of PSR and how this can increase

the adoption of 3D patient-speci�c models with the help of state-of-the-art tools,

like MeVis Distant Services [51, 52, 53] or Fuji�lm Synapse VINCENT [54], is

a relevant question. PSR can be seamlessly integrated in any medical platform,

provided that the platform is able to obtain segmented images (Figure 6.1). Open

source software like 3D Slicer [37] or ITK-Snap [40] can also make use of this work

not only for the reconstruction of liver surfaces, but also to investigate further

applications (e.g. modeling of other anatomical structures).

Liver surgery is moving towards minimally invasive surgery (laparoscopy). The

clinical advantages of this approach must take into consideration the increased

complexity of the surgical procedure (reduced maneuverability and visual �eld).

In this context, the use of 3D patient-speci�c models, together with intra-operative

imaging (ultrasound) are becoming increasingly relevant. Recent studies highlight

the advantages of integrating these models as part of augmented reality guidance

systems in laparoscopy [55] and open surgery [53]. The combination of 3D patient-

speci�c model, together with the latest trends in surgery, like robotic surgery,

have the potential to make surgical interventions easier, faster and probably safer

[56]. Some of these works highlight the importance of accuracy, and reduction of

human interaction (automation of processes), topics which are widely studied and

discussed in this work.

6.5.5 Application of PSR to Other Anatomical Structures

Our application of PSR to liver modeling (parenchyma) from scalar volumes

inevitably raises the question of the adequacy of PSR to obtain 3D models of

other anatomical structures. In the context of planning and navigation of liver

resection procedures, the question reduces to whether PSR is a suitable method

for reconstruction of tumors and vessels.

For tumors, due to their high variability in shape and size, as well as the need of

preservation of local features, PSR demands a high d parameter value (associated

to a relatively high number of polygons). Though this does not disqualify PSR

to be applied to tumors, the advantage of PSR over MCSD is, at the least, not as

powerful as for the liver surface. Further investigation is needed to determine the

degree of adequacy of PSR for such structures.

In the case of PSR applied to vessels, preservation of high curvature and branches

(concavities) demands a high value of the d parameter, resulting in models with
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high number of polygons. To cope with this problem, Wu et al. [23] evaluates a

variant of PSR (in that work referred to as scale-adaptive [SA]), which includes

curvature-dependent polygonization (e.g. increasing/decreasing the size of tri-

angles according to the local curvature) [35]. In [23], other methods including

MC (without smoothing and decimation) are evaluated with application to vessel

modeling. The authors, point at SA as a suitable method for reconstruction of

vessels with applications to surgery planning. The methods evaluated by Wu et al.
[23] could be also compared with another set of techniques (known as model-based
methods) [20], widely used in the context of vessel modeling for surgery planning.

6.5.6 Future Work

Leonardi et al. [34] suggest the use of PSR to construct geometric models of other

organs than kidney. In the same line, and despite the little attention PSR has been

given in the medical domain, we believe that its use can be extended to other

organs outperforming state-of-the-art methods.

Smooth organs absent of sharp features are, in principle, good candidates to un-

dergo PSR. Evaluations similar to Wu et al. [23] could also consider the intrinsic re-

lationship between number of polygons and error according to our multi-objective

optimization framework. To the best of our knowledge, modeling of tumors has

not been subject to an exhaustive evaluation like the one presented in this work

or in Wu et al. [23], which can be of great interest.

New reconstruction methods that may arise, can be evaluated using this work

as guideline. Despite the more complex parameter space of methods based on

dynamic particles [47, 48], these can support an interesting comparison with PSR

for modeling of anatomical structures for di�erent purposes.

6.6 Conclusion
In this work, we propose the application of PSR to obtain patient-speci�c models

of liver parenchyma for planning and navigation of liver resection procedures. For

the application of PSR to medical images, we propose an e�cient transformation

of the segmented images to oriented cloud of points based on computing gradient

�elds. In order to make an automatic PSR, we found the PSR parameter obtaining

the best accuracy/complexity trade-o� (d = 7).

Comparing PSR with the state-of-the-art (MCSD) in terms of accuracy, complexity

and smoothness, PSR shows better reconstruction performance and stability of

results. This study also reveals that PSR liver models using the optimal parameter

d = 7 not only are smooth, but also present better accuracy/complexity trade-o�

than MCSD models. Reconstructions obtained through automatic PSR (d = 7),
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presents median errors within 1.03 ± 0.23 mm, which makes them suitable

for clinical applications. On average, these models have 79.59% less polygons

compared to MCSD models with similar smoothness, while clinicians do not

perceive a signi�cant quality di�erence. Optimal PSR models d = 7, exhibit a

signi�cant improvement of visual quality compared to optimal MCSD in terms

of accuracy/complexity trade-o�. Automatic PSR can be seamlessly integrated in

clinical work�ows already using MCSD, since the processing time is similar to

that of MCSD.

The contribution of this work, is therefore, a step towards the automation and

quality needed for a wide adoption of 3D patient-speci�c models in the medical

community. Currently, at Oslo University Hospital (The Intervention Centre),

PSR is employed in a fully automatic way (after segmentation, which takes place

in a semi-automated way) to obtain patient-speci�c models of liver parenchyma

in selected patients undergoing laparoscopic liver resection. Fig. 6.9a shows a

complete patient-speci�c liver model in which the parenchyma was obtained

through PSR (d = 7) while MCSD was applied for vessels and tumors. During

operation, (Fig 6.9b) the patient-speci�c model, which includes the resection path,

helps the surgeons to perform the resection according to the pre-operative plan.
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CHAPTER7
PAPER II: A NOVEL METHOD FOR PLANNING LIVER RESECTIONS

USING DEFORMABLE BÉZIER SURFACES AND DISTANCE MAPS

Rafael Palomar · Faouzi A. Cheikh · Bjørn Edwin · Åsmund A. Fretland · Azeddine
Beghdadhi · Ole J. Elle

Abstract Background and Objective: For more than a decade, computer-assisted

surgical systems have been helping surgeons to plan liver resections. The most

widespread strategies to plan liver resections are: drawing traces in individual

2D slices, and using a 3D deformable plane. In this work, we propose a novel

method which requires low level of user interaction while keeping high �exibility

to specify resections. Methods: Our method is based on the use of Bézier surfaces,

which can be deformed using a grid of control points, and distance maps as a

base to compute and visualize resection margins (indicators of safety) in real-time.

Projection of resections in 2D slices, as well as computation of resection volume

statistics are also detailed. Results: The method was evaluated and compared with

stated-of-the-art methods by a group of surgeons (n = 5, 5-31 years of experience).

Our results show that the the proposed method presents planning times as low as

state-of-the-art methods (174 smedian time) with high reproducibility of results in

terms of resected volume. In addition, our method not only leads to smooth virtual

resections easier to perform surgically compared to other state-of-the-art methods,

but also shows superior preservation of resection margins. Conclusions: Our
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method provides clinicians with a robust and easy-to-use method for planning liver

resections with high reproducibility, smoothness of resection and preservation of

resection margin. Our results indicate the ability of the method to represent any

type of resection and being integrated in in real clinical work-�ows.

7.1 Introduction
Liver cancer is one of the most common causes of cancer death worldwide and its

frequency is increasing in some geographical areas of historically low incidence

rates [1]. Liver resection, which refers to the surgical removal of a liver tumor,

is the only curative treatment for liver cancer. Planning of liver resections is

usually based on the anatomic division of the liver in segments, as described in

Couinaud [2]. The Couinaud division, which presents a wide consensus in the

medical community, separates the liver into 8 areas (segments) according to the

blood supply, and establishes a framework for the classi�cation of resections in

di�erent types [3].

Liver cancer is either primary (arising from normal liver tissue) or secondary

(spreading to the liver from cancer located in other organs). For hepatocellular car-

cinoma (primary), which accounts for 70%-80% of the liver cancer cases worldwide

[4], surgical resection is the treatment of choice and is considered to be potentially

curative [5]. Selected patients with metastatic (secondary) liver tumors—which

develop in 50% of the cases of colorectal cancer—present up to 58% increased

5-year survival rates after liver resection [6].

In contemporary liver surgery, pre-operative planning becomes increasingly im-

portant. New techniques like parenchymal-sparing [7] can use pre-operative

planning to help surgeons optimizing the resection path, potentially increasing

the remnant liver. Volume expanding techniques (like associating liver partition

and portal split (ALPPS) [8], and portal vein embolization) can also make use of

pre-operative planning to derive the volumetry of the resection. This can help

ensuring that remnant liver is large enough and with su�cient function to prevent

post-operative liver failure.

For nearly two decades, surgeons and other clinicians have employed computer-

assisted surgical systems to support the decision-making process for planning and

guiding surgical interventions. In the case of liver resections, these systems have

recently been evaluated in the clinical practice and have shown improvements not

only in tumor localization and precision of surgery planning [9, 10, 11], but also

an improved orientation and con�dence of the surgeon during the operation [12].

Liver resection planning systems are based on the de�nition of virtual resections
[13]. Virtual resections help clinicians to visualize the resection (surgical cutting
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path), a�ected vessels and resection margins (safety distance kept between the tu-

mors and the resection path). In addition, virtual resections allow the computation

of the estimated resected volume.

Simplicity of use and �exibility to specify the virtual resections are key features

of surgery planning systems. Simplicity and �exibility are often considered as

diverging objectives—simple interactions usually impose constraints on the free-

dom to describe virtual resections. The two most common strategies proposed for

speci�cation of virtual resections are: drawing traces in 2D individual slices [14]

(DS) and de�nition of and virtual resections de�ned using a deformable cutting

plane [15] (CP).

7.1.1 Contribution

In this work, we present a new method for planning liver resection procedures.

The novelty of our method is twofold. On one hand, our method is based on

the use of Bézier surfaces, which can be deformed in real-time solely by a set of

control points. On the other hand, we propose the use of distance maps to project

the safety margins in real-time onto the resection surface, thus allowing the user

to modify the resection proposal until the safety requirements are met.

In addition, an implementation of the method based on the open-source software

3D Slicer [16] is presented. This implementation includes interaction mechanisms

which not only avoid the use of manual drawing of lines (both in the 3D model

as in CP, and in the 2D slices as in DS), but also presents a �exible yet simple

way to de�ne virtual resections regardless of their type (e.g., hemihepatectomy,

parenchymal-sparing). Details on visualization aspects, projection of resection

surfaces onto individual 2D slices, as well as resected volume computation based

on our method, are also detailed.

7.2 Theoretical Background
In this section, we brie�y describe the foundations of Bézier tensor product surfaces

and some of their most important properties. A deeper description can be found in

[17, 18, 19]. For simplicity and clarity reasons, in this work we focus on parametric

non-rational Bézier surfaces, however, the methods described in this work can be

easily adapted to other Bézier formulations.

Formally, a parametric non-rational Bézier surface S ∈ R3
of degree (m,n) can

be de�ned as:

S(u, v) =

m∑
i=0

n∑
j=0

Ci,jBi,m(u)Bj,n(v), (7.1)
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with u, v ∈ [0, 1]. Ci,j ∈ R3
are the control points characterizing the shape of

the surface, and the i-th and j-th bases, Bi,m and Bj,n with degrees m and n
respectively, are Bernstein polynomials given by:

Bi,m(t) =

(
m

i

)
(1− t)(m−i)ti. (7.2)

Lemma 2 Let S be a parametric bi-linear Bézier surface of degree (m,n) as de-
scribed in Eq. (7.1). Such surface, has the following properties:

(a) Surface contained in the convex hull CH:

S(u, v) ∈ CH(C0,0, ...,Cm,n) ∀(u, v). (7.3)

(b) A�ne transformation invariance:

T(S) =

m∑
i=0

m∑
j=0

T(Ci,j)Bi,p(u)Bj,q(v), (7.4)

where T is an a�ne transformation (i.e., rotation, re�ection, translation or
scaling).

(c) Polyhedral approximation: under triangulation, the net of control points forms
a planar polyhedral approximation of the surface.

A proof for these properties follows easily from the proof of the analogous prop-

erties for Bézier curves [17]. In the remaining of the document, we will refer to

these properties to justify design aspects and properties of the proposed method.

7.3 Materials and Methods
7.3.1 Overview of the Method

Regardless of the type of model supporting the de�nition of virtual resections

(i.e., voxel-based or 3D models), models employed in planning of liver resection

ultimately rely on patient-speci�c segmented models typically obtained from

computed tomography (CT).

The approach presented in this work is entirely supported by patient-speci�c 3D

models. In order to construct these models, �rst, a medical image is obtained from

CT. Medical images are represented as scalar �elds F : R3 → R where the points
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{pi ∈ R3}Ni=1 present intensity values F (pi) = v. Through segmentation, di�er-

ent tissues (i.e., vessels, parenchyma
1

and tumors) are separated in a new scalar

�eld S : R3 → {l1, ..., lk} with k classes (tissues). Finally, through isosurface

extraction methods, like marching cubes [20, 21], 3D models of the labeled tissues

are obtained.

In computer graphics, surface descriptions such as 3D models and Bézier surfaces

are commonly represented as triangle meshes. In the remaining of this work,

triangular meshes are denoted as setsM = {V, T}with vertices V = {0, 1, 2, ...}
and its associated positions pi ∈ R3

, edges E = {(i, j)|i, j ∈ V }, and triangles

T = {(i, j, k)|(i, j), (j, k), (k, i) ∈ E}.

As in CP approaches, the work-�ow of our approach (Figure 7.1), consists of two

steps: initialization (planar approximation) and modi�cation of the resection. The

di�erences with other CP approaches like [15] lie in the underlying representation,

and deformation methods. This not only leads to new properties of the resection

surfaces, but also to di�erent user interaction schemes. In our method, �rst, the 3D

mesh modelsMp (parenchyma) andMt (tumor) generated previously, are used

to de�ne a planar contour around the parenchyma. Unlike in CP, user interaction

required to specify the contour is not based on manual drawing, but on a slicing

movable plane (Section 7.3.2). This contour leads to the generation of a planar

resection surface. In a second step, the user can deform the planar surface by

means of a grid of control points (Section 7.3.3).

7.3.2 Initialization of the Resection

The goal of this process is to obtain a �rst approximation (planar Bézier) of the

resection surface which will be used as a starting point for subsequent modi�ca-

tions. In order to obtain this approximation, the user is �rst provided with the

3D representation of the liver and tumor, as illustrated in Figure 7.2a and 7.2b.

Together with these anatomic representations, a line connecting the centroid of

the tumor c with an arbitrarily placed 3D end-point pe (in Figure 7.2a,7.2b this

corresponds to pend0 and pend1 in di�erent interaction times) is displayed. This

line is associated to an invisible plane P (in Figure 7.2a this corresponds to P0

and P1 at di�erent interaction times) passing through the middle point of the line

connecting c and a end-point pe which satis�es the point-normal form:

(pe − c)︸ ︷︷ ︸
~n

·
(
x−

(
c + pe

2

))
= 0. (7.5)

1

In this work, the term parenchyma is used to refer to the part of the liver which is neither

tumor tissue nor blood vessels.
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Figure 7.1: Flow chart of the proposed method
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The plane P is then used to slice the parenchyma model Mp, thus providing

a contour representation Vs (ring around the parenchyma in Figure 7.2b). User

interaction takes place by moving the 3D end-point pe. The e�ect of moving

this end-point is the modi�cation of the slicing plane, which e�ectively creates a

contour (around the parenchyma) moving in real-time. This initialization process

is formally described in Algorithm 1.

Algorithm 1 Computation of resection contour

Precondition: User-de�ned end point pe inside parenchyma meshMp.

1: function Contour(Mp,Mt, pe )

2: c← Centroid(Mt) . Centroid of tumor

3: ~n← pe − c . Normal vector

4: P ← Plane(pe+c
2 , ~n) . Slicing plane P ⊥ ~n

5: Vs← Slice(Mp, P ) . Point-based contour

6: return Vs
7: end function

The resulting contour Vs is then used to compute resection approximation in

terms of a planar surface (Figure 7.2c). Similarly to [15], the origin, extent and

orientation of this plane is obtained by means of principal component analysis

(PCA). The orientation of the initial resection is given by the two eigenvectors

~E1 and
~E2 presenting the larger eigenvalues e1 and e2. These eigenvalues, are

then used to compute the size of the initial resection, in our case:

{
l1 = 4

√
e1

l2 = 4
√
e2

. (7.6)

The election of the lengths li is based on the consideration of

√
ei as estimators of

the standard deviations of the contour Vs along the eigenvectors
~Ei. Assuming

uniform distribution of the contour along these eigenvectors, li exceed the length

of the contour, and therefore, the initial plane also exceeds the boundaries of the

parenchyma.

The origin of the plane (center) is computed with respect to the centroid of the

contour Vs. First the centroid is computed using all the points that make up the

contour:

c =
1

N

N∑
i=1

pi , pi ∈ Vs. (7.7)
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Then the origin is computed as the translation of the centroid in the direction

(−~E1, −~E2) by half the extent of the plane on each direction, this is:

o = c− l1
2
~E1 −

l2
2
~E2. (7.8)

Once the geometry of the initial resection is computed, we map a 2D grid ofm×n
equally spaced points. This grid of points will serve as a base to build a deformable

Bézier surface—from Lemma 1.a it follows that, if all control points lie in a plane,

the associated Bézier surface also lies on the same plane. Formally, this process is

described in Algorithm 2.

Algorithm 2 Compute initial resection

Precondition: Cross-section contour represented as the set ofN 3D points Vs =
{pi}Ni=1. m and n determine the dimensions of the output control polygon.

1: function InitialResection(Vs,m, n)

2: cc← Centroid(Vs) . Centroid of contour

3: [e1, e2, ~E1, ~E2]← PCA(Vs)

4: l1← 4
√
e1 . Width of resection plane

5: l2← 4
√
e2 . Height of resection plane

6: o← cc − l1
2
~E1 − l2

2
~E2 . Plane origin

7: for i← 1 to m do
8: for j ← 1 to n do
9: Ci,j ← o + il1

m
~E1 + jl2

n
~E2

10: end for
11: end for
12: C ← {Ci,j}m,ni,j=1 . Control polygon

13: return C
14: end function

7.3.3 Deformation of Bézier Surfaces

Deformation of a Bézier tensor-product surface is performed through the inter-

active manipulation of the coordinates of the control points (distributed in a

connected grid). The control points do not normally lie on the surface (except for

the corners, which always lie in the surface). The fact that the net of control points

is an approximation of the surface (Lemma 1.c) makes that the deformations of
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(a) (b)

(c)

Figure 7.2: Initialization of the resection: (a) 2D illustration of the initialization process

where the initial point pend0
(which produces the initial plane P0), is moved to pend1

,

thus producing the initial plane P1; (b) 3D representation initial resection resulting at

pend1 ; (c) Geometry of the initial resection G based on PCA of the contour Vs.
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the surface occur in coherence with the manipulation of the control points.

The number of control points is an important design consideration. On one hand,

increasing the number of control points increases the number of interactions as the

user may have to modify more control points. On the other hand, and as derived

from Eq. (7.1) and Eq. (7.2), the number of control points determines the degree of

the surface, and hence, its representation �exibility. In this work, surfaces de�ned

by 4× 4 control points are employed.

The surface resolution has an impact on the performance of computing Bézier

surfaces. For our method, this is a very important consideration since the com-

putation of Bézier surfaces is followed by other processing stages (Section 7.3.4)

and all the computations involved must be performed in real-time. In this work,

surfaces of resolution 40× 40 points are used.

Updating the resection surface when a control point changes its position requires

re-computing the whole extent of the surface—the reader should notice that this

is an inherent property of the formulation (Eq. 7.1). Algorithm 3 describes this

process for surfaces of variable number of control points and resolution.

Algorithm 3 Update Bézier Surface

Precondition: C being the grid of control points of size m × n, and ru × rv
representing the resolution of the surface.

1: function UpdateBezier(m,n, ru, rv,C)

2: for i← 1 to ru do
3: u← i/(ru − 1)
4: for j ← 1 to rv do
5: v← j/(rv − 1)
6: for k ← 1 to m do
7: Bu←

(
m
k

)
uk(1− u)m−k

8: for l← 1 to n do
9: Bv ←

(
n
l

)
vl(1− v)n−l

10: Si,j← Ci,jBuBv
11: end for
12: end for
13: end for
14: end for
15: return S
16: end function
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7.3.4 3D Visualization and Projection in 2D Slices

Together with the visualization of the 3D surface de�ning the virtual resection,

our approach includes the visualization of the resection margin—which refers

to the safety distance that should be kept between the resection surface and the

tumors. The resection margin is updated when the resection is modi�ed. In order

to compute the resection margin, we employ the point-to-surface distance δ:

δ(p) = min
∀qi∈Vt

‖p− qi‖ , (7.9)

where Vt is the set of points of the tumor modelMt and p is a point belonging to

the resection surface modelMr; ||.|| refers to the euclidean norm. The point-to-
surface distance is computed for all points of the resection surface which e�ectively

generates a distance map projected onto the resection surface (Figure 7.3b). Using

these distance maps, it is possible to determine the validity of the resection surface

in terms of resection margin; for instance, if the margin set by clinicians is under

10 mm, then the resection would be valid only if all the points in the surface are

further than 10 mm from the tumor.

For visualization purposes, we avoid the use of a color-map projected onto the

surface. Visually, the color-map contains more information than clinicians need

and all this information can be distracting. Instead, we threshold the distance

map according to the resection margin. The areas violating the resection margin

are then highlighted in yellow (with blue contour) while the rest of the surface

remains in gray (Figure 7.3b, 7.3c). The part of the Bézier surface exceeding the

liver surface can be hidden as well as the net of control points (Figure 7.3c). This

facilitates the visualization of the resection by avoiding occlusions and simplifying

the scene.

The projection of the surface onto individual 2D slices (Figure 7.3d, 7.3e, 7.3f)

is obtained by the intersection of axial, coronal and sagittal planes with the 3D

Bézier surface.

7.3.5 Computation of Resected Volume

Computation of resection volumetry is a key functionality provided by existing

software solutions for planning liver resections. Our approach to compute the

resected volume consists of three steps. First, a high-resolution Bézier surface

(ru = 300, rv = 300) is generated. Secondly, all the points of this high-resolution

surface are mapped into a segmented image M : R3 → {lb = 0, lp = 1, lt =
2, lr = 3} (same dimensions and spacing as the original image taken from the

patient for diagnosis), where the background (lb), liver parenchyma (lp), target

99



Paper II: A novel method for planning liver resections using deformable Bézier
surfaces and distance maps

Distance to Tumor

(mm)

(a)

Violation of 

resection margin 

(yellow area)

(b) (c)

(d) (e) (f)

Figure 7.3: Visualization of the resection path: (a) distance map derived from the tumor

modelMt and the resection surfaceMr . (b) visualization of the resection surface given

by a 3D Bézier surface and thresholding of the distance map using the resection margin;

the violation of resection margin is highlighted in yellow (blue contour around); (c)

visualization of the �nal resection surface where the control points and the resection

exceeding the parenchyma are hidden; (d,e,f) projection of the resection surface into

individual 2D slices with axial, coronal, sagittal orientation respectively.
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tumors (lt) and resection surface (lr) are separated by di�erent label values. The

mapping of the high-resolution surface is performed on a basis of a 3 × 3 × 3
voxels per surface point, which e�ect is the extrusion (thickening) of the mapped

resection surface. This, together with the high-resolution construction of the

surface, guarantees both continuity of the mapped surface and a clear boundary

between the resected and the remnant volumes of the liver. Finally, a connected

threshold region growing is applied (low threshold l = lp and upper threshold

u = lr) with a seed point arbitrarily chosen from a target tumor.

In order to compute volumes using this process, the resection path must enter

and leave the parenchyma completely. This not only makes sense under the point

of view of the application, but also guarantees a separation between the resected

and the remnant volume.

7.3.6 User Interaction

In order to keep the simplicity of use and �exibility of resection representation,

we introduce two new interaction mechanisms: global translation of the resection

surface and modi�cation of control points in groups. An example of the possible

sequence of interactions using these mechanisms, and leading to a valid resection

plan is illustrated in Figure 7.4.

Global translation of Bézier surfaces de�ned by a grid of 4 × 4 control points

requires the modi�cation of all the 16 control points—which implies a considerable

number of user interactions. To avoid this, we set the control polygon connecting

the control points as a interactive frame that can be moved through drag-and-
drop interactions. Moving the frame produces a translation transformation on all

control points which e�ectively produces the translation of the surface (Lemma

1.b).

Resections, regardless of their type, can be de�ned by a virtual resection resulting

from a resection surface with pseudo-parabolic shape. For a resection surface

de�ned by a grid of 4× 4 control points, this implies the movement of either the 4

inner points of the grid or the 12 remaining (outer) points. In our implementation,

simple mouse right-click on any of the 4 inner points will produce translation of

all these points together. The same applies for the 12 outer points. This type of

interaction allows the simple construction of pseudo-parabolic shapes, which can

then be re�ned by individual modi�cation of the control points. For illustration

purposes we refer to Figure 7.2c, where the 4 inner points are shown in light-gray,

while the 12 outer are shown in black.
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(a) 3D model of the organ (b) Initialization contour (c) Modified initialization 

     contour

(d) Initial resection surface

Violation of resection 

margin (yellow area) 

(e) Group modification [I] (f) Group modification [II]

(g) Group modification [III] (h) Group modification [IV] (i) Rotated view

(j) Surface global translation [I] (k) Surface global translation [II] (l) Visualization of the 

     final resection

Outer control

points selected (red)

Inner control

points selected (red)

Violation of resection 

margin (yellow area) 

still present

Violation of resection 

margin (red area) not

present anymore

Violation of 

resection margin 

(yellow area) still 

present

Figure 7.4: Instance of liver resection planning using the proposed method including the

proposed user interaction techniques. The sequence of interactions (a) to (d) illustrates

the process of obtaining the initial approximation of the resection surface. (e) and (f)

show the modi�cation of the group of outer control points. In a similar way, (g) and (h)

show the modi�cation of the inner group of control points. In (i) a rotation of the view

is performed. Later, in (j) and (k) the surface is translated (globally). Finally in (l) the

visualization of the �nal resection is presented. The reader should notice, that from (d) to

(j) the resection presents a yellow (blue contour around) area indicating the violation of

the resection margin (arbitrarily set at 20mm). In (k) the resection margin is preserved

(no yellow area in the surface) indicating validity of resection in terms of safety margin.
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Table 7.1: Implementation aspects for DS, CP and Bézier.

Aspect DS CP Bézier
Underlying representation Bi-quadratic polynomial Discrete grid Bi-cubic polynomial

Surface resolution 20× 20 30× n 40× 40
Visualization 2D Slices / 3D Models 3D Models 3D Models

Resection margin visualization 7 7 3

1. Drawing in slices 1. Traces on parenchyma 1. Slicing plane on parenchyma

Interaction

(3-5) traces 2. Local deformation 2. Bézier deformation

7.4 Evaluation Methodology
In order to validate and evaluate the proposed method we perform a user study

which includes a comparison with our own implementation of CP and DS in 3D

Slicer [16]. The implementation details of CP and DS are described in the following

and summarized in Table 7.1.

The implementation of the CP approach is based on [13] and [15]. This approach

uses a surface with a variable mesh resolution 30× n square quads, where 30 is

the number of quads in the short axis and n is the number of square quads needed

to �ll the extent of the plane (Eq. (7.6)) in the long axis.

Implementation of DS is based on the general principles established in [13] com-

bined with design aspects in [14]. In this implementation, the user can draw

and overwrite complete traces individually over the set of 2D slices. Navigation

between traces was implemented so the user could easily �nd individual traces

and their corresponding slices. Parametric linear interpolation was applied to

individual traces to obtain a regularly spaced sampled traces (20 points per trace).

The �nal surface was computed by means of parametric quadratic interpolation

between the traces, which requires at least 3 traces. Modi�cation of the surface

was allowed on the basis of traces, this is, redrawing of one or more traces and

fast re-computation of the interpolated surface.

Study design and quantitative analysis are performed according to [22], which

provides a comprehensive guide for the design and data analysis of experiments

similar to the one presented in this work. In order to compare the di�erent

methods we establish the criteria and their corresponding objective evaluation

metrics described in the following.

Preservation of resection margin This criteria is concerned with how accurately

the resection margin is preserved. This is measured by means of the minimum

point-to-surface distance between the tumor and the resection surface derived

from Eq. (7.9).
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Inter-subject reproducibility of results Surgery planning tools are essentially

geometric modeling methods. This criteria considers how accurately di�erent

users can reach the same resection plan. In order to measure similarity of resections

between users, we measure the resection volume di�erence (in %) with respect

to the reference resection volume. Volumetry of resection is computed using the

procedure in Section 7.3.5.

Planning time Integration in the clinical work-�ow is of paramount importance

for new computational methods. Therefore the planning time should improve, or

at least be similar, with respect to state-of-the-art methods.

Smoothness of results Resection smoothness is a desirable feature. Smoothness

not only helps the interpretation and visualization of 3D models, but also increases

the feasibility of performing the planned resection during surgery (e.g., “curvy”
surfaces are more di�cult to perform surgically and sometimes even impossible).

As indicator of surface smoothness we use the mean curvature [23]:

H =
K1 +K2

2
(7.10)

where K1 and K2 are the principal curvatures.

7.4.1 Study Design

Our approach to evaluate and compare the three di�erent planning methodologies

(in the following: Bézier, CP and DS) is the design of a study where the three

planning techniques are used by the same expert users in di�erent clinical cases

.The group of participants consists of 5 gastro-intestinal surgeons ({5,8,10,11,31}

years of clinical experience).

The evaluation was conducted using a data-set consisting of 5 patient-speci�c

models (obtained from the Oslo-CoMet study [24]). This data-set includes CT

volumes, segmentation and 3D modeling of vessels, parenchyma (liver surface)

and tumors. From this data-set, each surgeon generated 8 virtual resections (all

atypical resections). Some of these resections target either single or multiple

tumors. For comparison purposes and in order to avoid di�erences in clinical

criteria—which could potentially lead to di�erent resection plans for the same

tumors—a set of resection plans was employed as reference. The reference set

(median resected volume 208.98 ml) was generated by the most experienced

surgeon in an earlier pilot study (3 months earlier). All the participants were asked

to perform the same resection plan as in the reference. To do this, the participants

were allowed to explore (< 5 minutes) the reference resection plan beforehand.
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The experts’ comments were recorded after each resection plan (see Section 6.4).

7.4.2 Procedure

Before starting the experiments (during the same session), the surgeons were

shown the graphical user interface and the process to obtain resections with the

di�erent methods (CP, DS, Bézier). Surgeons were allowed to use the system to

perform a sample resection as training (< 1 hour).

The experiment consisted of planning the di�erent cases using CP, DS and Bézier

for all the cases. The cases were ordered for all the participants, however, the order

of the method is a-priori randomized to reduce the impact of confounding factors

(i.e., training or sequence e�ects). The participants were allowed get help by a

technician on any technical aspect related to the use of the interface whenever

needed (due to the short training session). A resection plan was considered �nal-

ized when the participant indicated (either by obtaining the desired resection or

believing the plan cannot be further improved) and the veri�cation by a technician

that the resection was complete (surface exceeds the parenchyma in all directions).

Time to complete the resection plan (excluding technician assistance in questions

related to user interaction and veri�cation of resection) was recorded, together

with the geometry of the 3D surface models derived from the resection plan.

7.5 Results
In this section, we present results derived from the use CP, DS and Bézier by

clinicians at Oslo University Hospital, as described in Section 7.4. A descriptive

analysis of quantitative results is shown in Table 7.2. Subjective feedback of the

participants—which will be use as a base for discussion in Section 7.6—is recorded

in Table 7.3.

In the same line as [22], we conduct statistical tests for normality of data (Shapiro-
Wilk), di�erence between methods (ANOVA, Friedman) and pairwise di�erences

between methods (Wilcoxon, paired Student’s t-test) with Bonferroni correction [25].

Due to the Bonferroni correction, all e�ects derived from pairwise comparisons

are reported at a 0.0167 (i.e., one third of the p-value 0.05) level of signi�cance.

Statistical analysis was carried out with the R statistics software package.

Surgery Planning Time The surgery planning time was recorded for every

resection performed by the participants (Fig. 7.5a). The Friedman test reveals no

signi�cant di�erence between methods in terms of time, with X 2(2) = 1.849,

p = 0.39 > 0.05, where the median completion times were 174 s for Bézier, 179 s
for DS and 180 s for CP.
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Figure 7.5: Box plots of results derived from the quantitative evaluation: (a) time, (b)

deviation from margin which includes the number of resections violating the margin

(dev < −0.01 mm marked in red) and the number of resections preserving the margin

(dev ≥ −0.01 mm), (c) deviation from volume and (d) median mean curvature.
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Table 7.2: Descriptive analysis derived from the quantitative evaluation

Method Time (s) Deviation from Deviation from Median Mean
Margin (mm) Volume (%) Curv. (1/m)

Bézier min 53.00 -3.25 -10.15 0.00

25% 126.50 0.13 -1.83 0.01

50% 174.00 0.42 -0.40 0.01

75% 244.00 1.47 1.17 0.02

max 801.00 6.05 3.77 0.02

CP min 42.00 -9.84 -8.97 0.01

25% 129.75 -7.65 -4.93 0.03

50% 180.50 -4.75 -2.40 0.03

75% 250.50 -1.04 -0.56 0.04

max 748.00 5.46 3.21 0.11

DS min 44.00 -7.98 -7.07 0.01

25% 116.75 -3.51 -3.31 0.01

50% 179.00 -1.49 -1.39 0.02

75% 345.00 0.12 0.32 0.02

max 757.00 8.53 6.69 0.04

Deviation from Resection Margin Pairwise comparison between methods in

terms of deviation from resection margin (Fig. 7.5b) through Wilcoxon signed

rank test yields:

• V = 164, p = 0.0006 < 0.167 between CP and DS,

• V = 32, p = 5.03e− 09 < 0.167 between CP and Bézier,

• V = 75, p = 8.69e− 07 < 0.167 between DS and Bézier.

These results show signi�cant di�erences regarding the deviation of resection

margin between methods. The median deviations from resection margin were

0.42 mm for Bézier, −1.49 mm for CP and −4.74 mm for DS. Bézier presents

the least deviation from resection margin. The number of resections violating the

resection margin (dev < −0.01) is vcp = 31 for CP, vds = 28 for DS and vbez = 1
for Bézier.

Deviation from Reference Volume Deviation from the reference volume (Fig. 7.5c

was computed as the di�erence (in %) between the resected volumes obtained

by the participants and their corresponding resected volumes in the reference

data-set. Wilcoxon signed rank test t-test yields:
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• V = 308, p = 0.174 > 0.0167 between CP and DS,

• V = 67, p = 3.875e− 07 < 0.0167 between CP and Bézier,

• V = 190, p = 0.0025 < 0.0167 between DS and Bézier.

Pairwise tests show signi�cant di�erences between Bézier and the other two

methods. The median volume deviation is −0.4% for Bézier, −1.39% for DS and

−2.40% for CP. Bézier shows the least deviation with respect to the reference

resected volume.

Resection Curvature Pairwise comparison of resection curvature between meth-

ods (Fig. 7.5d) through Wilcoxon signed rank test yields:

• V = 638, p = 0.001 < 0.167 between CP and DS,

• V = 654, p = 0.007 < 0.167 between CP and Bézier,

• V = 475, p = 0.39 > 0.167 between DS and Bézier.

These results show that the di�erence in curvature for CP is di�erent from both DS

and Bézier. No signi�cant di�erence was found between Bézier and DS. Median

mean curvature is 0.01 m−1 for both Bézier and DS, and 0.03 m−1 for CP. Both

Bézier and DS produce resections with lower curvature than CP.

7.6 Discussion
Computer-assisted systems for planning and guiding liver resections have existed

for nearly two decades now. Although some of these systems have made their

way into clinical reality, none of them seems to be established as a gold-standard
solution replacing previous clinical practices. To a great extent, this is due to the

di�culties of generating the patient-speci�c models employed by these systems—

segmentation, for instance, is still considered a research problem and a bottleneck

for the generation of patient-speci�c models. No consensus exists about planning

liver resections—DS and CP approaches currently coexist in the surgery planning

market. New methods for planning liver resections should, at least, highlight their

di�erences, as well as their advantages/disadvantages with respect to the existing

techniques. Therefore, in this section, a comparison of our approach with DS and

CP strategies is discussed on the basis of the results presented in Section 7.5.

According to our results, the required time (median) for completion of a resection

plan using the proposed method (t = 174 s) is, as low as for the state-of-the-art
methods CP (t = 180 s) and DS (t = 179 s). This indicates that the adoption
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Table 7.3: Comments from the experts (S1-S5 indicates the participant who pro-

vided/expressed the comment).

General comments

[GC1] Undo functionality would be useful (S1, S4).

[GC2] Ability to set transparency of surfaces would be useful (S1, S5)

[GC3] Pre-de�ned views aligned to surgical way of looking at the liver would be useful (S1).

[GC4] Rotation of resection can be useful in some cases, specially in CP and Bézier (S1).

Comments on DS

[CDS1] Poses the steepest learning curve / is the least intuitive method (S1, S2, S3, S5).

[CDS2] Can be di�cult to specify resections with high curvature (S1, S5).

[CDS3] Can be adequate for quasi-planar resections (S1).

[CDS4] Could not reach exactly the desired resection in some cases (S2, S3).

[CDS5] Some resections could be better de�ned by combination of traces in di�erent views (axial,

coronal, sagittal) (S3).

Comments on CP

[CCP1] Resections derived from drawing traces in parenchyma sometimes produce unexpected

results in terms of desired curvature (S1, S3).

[CCP2] Modi�cation of resections in CP present more degree of freedom (complexity) than needed.

More simplicity would be a bene�t (S1,S3).

[CCP3] “Curvy/Bumpy/Wavy” resection plans derived from CP can be di�cult to perform surgi-

cally (S1, S3, S4, S5).

[CCP4] Local deformations can be useful in particular cases like peripheral metastases (S3 ,S5).

[CCP5] Deformation can be di�cult when the initial plane is nearly perpendicular to the screen

plane (S4).

Comments on Bézier

[CB1] Visualization of resection margin is an advantage of this method (S1).

[CB3] In addition to visualization of the margin on the surface, a global warning of resection

violation could be useful. Sometimes violation or resection is occluded (S2).

[CB4] Deformation of resection in Bézier does not look obvious (S4).

[CB5] Bézier is the most intuitive method (S5).
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of the proposed method in the clinical routine would not imply any signi�cant

change in the clinical work-�ow.

Bézier shows the least deviation from the reference plan in terms of volume

(−0.40%) compared to DS (−1.39%) and CP ( −2.40%). In our study, small

deviations from resected plans are expected from all the methods since the median

resected volume for the reference data-sets is relatively small (208.98 ml); larger

deviations in volume are expected for larger resections (e.g., hemihepatectomies).

The comments from the participants show wide consensus on considering DS

the most di�cult method to use (CDS1), particularly for resections exhibiting

higher curvature (CDS2, CDS3). Furthermore, in some cases, DS did not provide

satisfactory results (CDS4); to mitigate these problems, the ability to combine

traces in di�erent views is suggested (CDS5). No consensus was found on whether

CP or Bézier is the most intuitive (CCP2, CB4, CB5). Considering task completion

time as indicator of usability, and despite the fact that no statistical signi�cance

between the methods was found, the higher variability of DS with respect to CP

and Bézier seems to support that DS is less intuitive than CP and Bézier, which

are comparable in this regard.

As discussed in [15], continuous visualization of distance from the resection surface

to the tumor is a desirable feature since it is associated with the preservation

of resection margin. Our results show the visualization technique proposed in

Section 7.3.4 is an e�ective mechanism (CB1) to avoid violations of resection

margin (vbez = 1 for Bézier compared to vcp = 31 and vds = 28); median

deviation from resection margin is also lower using Bézier (0.42mm) as compared

to using CP (−4.75 mm) or DS (−1.49 mm). Despite the good results in terms of

preservation of resection margin of our proposed method, this was not su�cient

to avoid all the violation of resection margin; occlusions of resection margin

visualization (e.g., by vessels) might lead to unnoticed resection violations. To

avoid this, and in line with the participants’ comments (CB3), an indicator of

margin violation external to the visualization of the surface should be provided

(e.g., bi-color state widget in the GUI or a warning icon).

The shape of the virtual resection is an important aspect since it relates to the

feasibility of performing the resection surgically; resections presenting wavy
resection trajectories might be not realizable during surgery as they are speci�ed

in the virtual plan. In this sense, resections presenting low curvature are associated

with higher surgical feasibility than resections with high curvature. According to

our results, Bézier and DS provide resections which are easier to perform surgically

(lower curvature) compared to CP. In this line, and according to the participants’

comments (CCP3), using CP might lead to resections that are di�cult to perform
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surgically.

Some of the techniques described in this work can be employed to improve CP

and DS; visualization of resection margin (CB1), for instance, was already dis-

cussed in [15] as a possible improvement. Some other improvements suggested in

our experiments by the experts users, like the possibility of a semi-transparent

visualization of resection surface (CG2) and the possibility to undo actions (CG1)

were also found in [15] and should be considered for further improvement of all

the methods. Rotation of the resection, particularly for CP and Bézier (GC4), and

prede�ned alignments of the 3D view to surgical positions (e.g., anterior-posterior

axis) (GC3) are also the could be implemented for methods other than Bézier.

Despite that our method showed good performance in terms of planning time,

reproducibility of results, preservation of margin and curvature, expert users high-

light scenarios where the use of DS and CP could be still advantageous—such as for

quasi-planar resections (CDS3) like hemihepatectomies or small local resections

like peripheral metastases (CCP4). In this regard, and since all the methods are

similar in terms of time, software platforms for planning liver resections could

consider including all the methods to provide clinicians with greater �exibility to

represent resections. Furthermore, CP and Bézier could even be combined so that

local deformations like in CP are preceeded by global deformations like in Bézier.

7.7 Conclusion
In this work we propose a novel method for planning liver resection procedures.

This method is based on the use of deformable Bézier surfaces for the speci�cation

of resection geometry and the projection of risk areas (representing violations of

safety margins) onto the resection surface through distance maps. Our implemen-

tation of the method includes mechanisms to reduce the number of interactions

making the system easy-to-use by clinicians.

Our experimental results show that the planning time of our method is as low as

state-of-the-art methods, and therefore, can be integrated in the clinical reality

without modi�cations in the clinical work-�ow. Our method, not only shows

superior preservation of resection margin methods, but also higher reproducibility

of surgery planning results than state-of-the-art. In addition, the proposed method

provides smooth virtual resections presenting high feasibility to be performed

surgically (e.g., absence of sharp corners and wavy trajectories).
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CHAPTER8
PAPER III: HIGH-PERFORMANCE COMPUTATION OF BÉZIER

SURFACES ON PARALLEL AND HETEROGENEOUS PLATFORMS

Rafael Palomar · Juan Gómez-Luna · Faouzi A. Cheikh · Joaquín Olivares-Bueno ·
Ole J. Elle

Abstract Bézier surfaces are mathematical tools employed in a wide variety of

applications. Some works in the literature propose parallelization strategies to

improve performance for the computation of Bézier surfaces. These approaches,

however, are mainly focused on graphics applications and often are not directly

applicable to other domains. In this work, we propose a new method for the compu-

tation of Bézier surfaces, together with approaches to e�ciently map the method

onto di�erent platforms (CPUs, discrete and integrated GPUs). Additionally, we

explore CPU-GPU cooperation mechanisms for computing Bézier surfaces using

two integrated heterogeneous systems with di�erent characteristics. An exhaus-

tive performance evaluation—including di�erent data-types, rendering and several

hardware platforms—is performed. The results show that our method achieves

speedups as high as 3.12x (double-precision) and 2.47x (single-precision) on CPU,

and 3.69x (double-precision) and 13.14x (single-precision) on GPU compared to

other methods in the literature. In heterogeneous platforms, the CPU-GPU cooper-

ation increases the performance up to 2.09x with respect to the GPU-only version.

Our method and the associated parallelization approaches can be easily employed
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in domains other than computer-graphics (e.g., image registration, bio-mechanical

modeling and �ow simulation), and extended to other Bézier formulations and

Bézier constructions of higher order than surfaces.

8.1 Introduction
Bézier tensor-product surfaces (in the following referred to as Bézier surfaces)

are geometric constructions widely used in engineering and computer-graphics.

Despite Bézier curves and surfaces have been studied for decades, they are still an

active �eld of research [1, 2].

Due to their simplicity and mathematical properties, Bézier surfaces have been

employed in applications such as surface reconstruction from clouds of points

[3], modeling of free-form deformations [4, 5], interactive manipulation of three-

dimensional meshes and rendering [6, 7, 8], bio-mechanical modeling [9], hybrid

volumetric object representation [10], registration in medical imaging [11, 12],

and computer games [13] among others.

Computation of tensor-product Bézier constructions—regardless of whether these

are surfaces or higher order constructions like volumes—is considered a computa-

tionally expensive task. Applications such as shape optimization in aerodynamics

[14], �ow modeling [15], simulation [16] and non-rigid medical image registration

[11] require, indeed, high-degree Bézier formulations to cope with the complexity

of the underlying data.

In the last decade, strategies to parallelize the evaluation
1

of Bézier surfaces have

been developed (Section 8.3). These strategies, however, circumscribe mostly to

the �eld of computer-graphics as part of tessellation applications (conversion of

continuous surfaces to discrete triangle meshes). Furthermore, these strategies are

often limited to the computing of bi-cubic Bézier patches widely used in rendering

and animation.

New trends in computing like heterogeneous computing systems (HCS), where

multi-core processors are integrated (on-chip) with GPUs in the same device, allow

new possibilities for improving the performance. These systems, as opposed to

traditional computing systems (e.g., CPU and GPU in separate devices) establish

cooperation mechanisms across computing units (e.g., CPU+GPU).

In the literature, works evaluating the performance of traditional systems often

present their results as a comparison of devices competing to reach the higher

performance. In this context, the performance of multi-core CPUs, GPUs and

FPGAs have been evaluated in multiple application domain like image processing

1

In the line of other related works, we use the term evaluation to refer to computation.
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[17] and computer graphics [18]. As opposed to this approach, HCS evaluate

performance results in terms of cooperative work across computing units. These

mechanisms range from distribution of the same processing stage among the

computing units [19] to distribution of processing stages (from pipelines) based

on optimal mapping to the most adequate computing unit [20, 21]. To date,

organization of new applications using HCS is an active area of research; in order

to understand the challenges and opportunities for HCS for leveraging improved

performance over traditional computing systems, benchmark suites like Hetero-

Mark[22] and CHAI [23] have been recently developed.

Generalized parallel strategies going beyond bi-cubic Bézier schemes, together

with techniques to map the parallelization e�ciently onto di�erent hardware

platforms, including HCS, have consequently the potential to make an impact in the

performance of not only computer-graphics, but a broader range of applications.

8.1.1 Contribution

The aim of this work is computing real-time Bézier tensor-product surfaces that can

be employed not only in rendering applications—where bi-cubic Bézier surfaces

are predominant—but also in applications requiring high-degree surfaces.The main

contribution of this work is threefold:

• A multi-level method (MLE) for the computation of parametric non-rational

Bézier tensor-product surfaces of arbitrary degree. The use of this method

can be further applied to other formulations (e.g., rational Bézier), as well

as tensor-products of higher order than surfaces.

• We propose di�erent techniques to map MLE onto di�erent hardware plat-

forms, including central processing units (CPU), discrete and integrated

graphics processing units (GPU) as well as mobile integrated GPUs—these

latter ones being poorly explored in the literature.

• As the latest trends in computing move towards hybrid systems (more than

one kind of processor present), we also propose CPU-GPU cooperation

mechanisms, including the exploitation of (HCS) models with di�erent

properties.

In addition, we review and classify the most important works in the literature con-

cerned with the optimization and acceleration of computation of Bézier surfaces.

The rest of the paper is organized as follows. Section 8.2 provides fundamental

mathematical background on Bézier surfaces. Section 8.3 lists and shortly reviews

relevant works in the literature which accelerate and optimize the computation
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of Bézier surfaces. In Section 8.4 the proposed method (MLE) is described. Sec-

tion 8.5, on other hand, addresses the parallelization and mapping of MLE onto

di�erent computing platforms, including CPUs, GPUs and HCSs. In Section 8.6,

our experiments and results are described. These results and the most relevant

�ndings are discussed in Section 8.7. Finally, in Section 8.8, some concluding

remarks are presented.

8.2 Background
In this section, a brief description of Bézier surfaces is provided. A deeper descrip-

tion of this type of surfaces and its properties can be found in [24]. For simplicity

and clarity reasons, in this work, the focus is on the use of the parametric non-

rational formulation of Bézier surfaces. However, the methods presented in this

paper are generalizable to other Bézier tensor-product formulations (e.g., rational

formulations or higher order tensors).

Mathematically, non-rational Bézier tensor-product surfaces S : R2 → R3
are

de�ned as:

S(u, v) =

m∑
i=0

n∑
j=0

Pi,jBi,m(u)Bj,n(v), (8.1)

where u, v ∈ [0, 1] form the parametric space of the surface and Pi,j are control

points. The m and n values determine the degree of the Bernstein polynomials

Bi,m(u) and Bj,n(v) used as basis functions. These polynomials are generically

de�ned as:

Bi,m(u) =

(
m

i

)
(1− u)(m−i)ui, (8.2)

with 0 ≤ i ≤ m. Bj,n(v) is de�ned similarly.

The most common case of Bézier surface in the scienti�c literature is the bi-cubic

surface (m = n = 3). An example of this type of surface together with its control

points is shown in Figure 8.1. Bézier surfaces can also be expressed in terms of

the matrix product:

S(u, v) = U(u)R(m)PR(n)TV(v)T , (8.3)

where the P is the matrix representing the net of control points. This matrix is

118



8.2. Background

Y

X

Z

Figure 8.1: Bi-cubic Bézier tensor-product surface and its 4× 4 net of control points.
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The vectors U and VT
are polynomial spaces of degreem and n, associated to the

parameterization directions u and v respectively. Generically, these basis vectors

take the form T(t) = [tα, tα−1, ..., t0], where α is the degree of the polynomial

space. The matrix of coe�cients R is then de�ned as:

R(t) =


(t
0

)(t
t

)
(−1)t
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.(t
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)(t
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)(t−1
0

)
(−1)0 . . . 0(t

0

)(t
0

)
(−1)0 0 . . . 0

 .

In the literature, some authors like [25] express Equation (8.3) in a more compact

form:

S(u, v) = U(u)GV(v)T (8.4)

where G = R(m)PR(n)T is constant. This has important implications under

the point of view of the implementation and optimization.

119



Paper III: High-Performance Computation of Bézier Surfaces on Parallel and
Heterogeneous Platforms

8.3 Related work
To a great extent, the driving force behind the use and development of Bézier

surfaces has been the computer-graphics community. In this context, tessellation

algorithms emerged as a mechanism for converting surfaces to triangle meshes

[26].

As Bézier surfaces were gaining popularity—eventually becoming the standard for

the representation and communication of geometric data—performance became

more important. Initially, tessellation was performed in the CPU, then the results

were sent to the GPU for further processing and visualization. This transferring

process was considered as a bottleneck for high-quality surfaces (which imply high

number of triangle transfers). To address this issue, [27] proposed an algorithm

and a speci�c hardware architecture integrated in the GPU.

Later, the GPUs evolved into programmable parallel processors where the graphics

pipeline could be rede�ned by software. These GPUs, included two new pro-

grammable units, the vertex processing unit dealing with geometry and attributes

(i.e., texture coordinates, colors, etc.) and fragment processing unit dealing with

data stored in textures. User-de�ned programs, also referred to as shaders, were

also structured into either vertex programs or fragment programs. Some works

made use of this approach to evaluate and render Bézier surfaces [7, 12, 28, 29, 30].

A more contemporary trend to exploit the massive parallelism of graphics hard-

ware is the general purpose GPU (GPGPU), made available through the CUDA

[31] and OpenCL [32] programming frameworks. Some works make use of this

approach for the evaluation of Bézier surfaces not only with applications to

computer-graphics [4, 8, 33, 34, 35, 36].

Regardless of the implementation mechanisms, many of the parallelization strate-

gies can be utilized in both shaders and GPGPU approaches. These strategies can

be roughly classi�ed into algorithmic strategies or hardware-speci�c strategies.

Algorithmic strategies are generally concerned with reducing the number of

operations to perform. In this line, [7] uses the matrix formulation in Equation (8.3)

instead of Equation (8.1). Later in [25], the authors make use of Equation (8.4),

which allows, not only the reduction of the number of operations needed (constant

values are pre-calculated), but also the exploitation of spatial coherence of data.

Other algorithmic strategies employ numerical approximations, like [8] which is

based on forward di�erencing [37]. However, these methods are subject to error

accumulation, and therefore, the generalization to high-degree surfaces is limited.

Hardware-speci�c strategies are based on providing an e�cient mapping of the
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Table 8.1: Summary of GPU evaluation of Bézier tensor products in the scienti�c literature.

Publication Bézier Max. degree Optimization strategies Implementation Renderingformulation evaluated Algorithmic Hardware Shaders GPGPU
[29] Non-rational 4× 4 • •
[27] Non-rational 3× 3 • • •
[33] Non-rational 3× 3 • •
[12] Non-rational 3× 3 •
[8] Rational 3× 3 • • CUDA •
[34] Rational 3× 3 • CUDA •
[38] Rational 3× 3 • • •
[30] Non-rational N/A • • •
[35] Rational N/A CUDA

[7] Non-rational 3× 3 • • •
[25] Non-rational 3× 3 • • •
[4] Non-rational N/A • • CUDA •
Our work Non-rational 12× 12 • • CUDA/OpenCL *

* Our work does not target rendering applications speci�cally, however, we provide results with rendering through graphics interoperability.

method on the underlying hardware. The �exibility provided by CUDA and

OpenCL allows for a more �ne-grained mapping of the method than that obtained

by using shaders. [8] make use of a selective transfer of control points to the

fast on-chip memory of the GPU (in the following referred to as GPU shared

memory), thus providing fast access to those elements frequently accessed during

computations. Additionally, [34] utilizes a selective distribution of threads (one

GPU thread per control point for evaluation of bi-cubic Bézier patches and one

GPU thread per patch for subsequent processing). In [38], the authors present a

more generic evaluation (based on non-uniform rational B-splines) approach in

which the operations are distributed between CPU and GPU, so that inherently

serial operations are carried out by the CPU.

Despite the recent advances of computing in mobile devices, the evaluation of

Bézier surfaces in these devices has been given very little attention. To the best of

our knowledge, the only work bringing evaluation of Bézier surfaces in mobile

platforms is [7]. In this work, the authors highlight the di�culties for real-time

tessellation of complex objects.

A summary of all the works considered in this section can be found in Table 8.1. For

each of these works, the table includes the type of Bézier formulation, maximum

degree evaluated, employed optimization strategies, programming model used,

and whether rendering was the purpose of the application.

8.4 Multi-level evaluation of Bézier surfaces
On the basis of designing a �exible algorithm able to adapt to di�erent applications,

we de�ne the following requirements:

121



Paper III: High-Performance Computation of Bézier Surfaces on Parallel and
Heterogeneous Platforms

(A) Update of control points coordinates: this is the most common criterion

for real-time evaluation of Bézier surfaces. In this case, the coordinates of

the control points change in every evaluation cycle, while the number of

control points [(m+ 1)× (n+ 1)] and surface resolution (ρ× δ) remain

invariant. Applications related to evaluation of Bézier surfaces in regular

grids, like 3D representation using Bézier patches or deforming surfaces,

meet this requirement.

(B) Variable resolution of surface: subsequent evaluations of the surface present

di�erent resolutions (ρ× δ) (e.g. tessellation applications).

(C) Variable degree of the surface: this implies a change on the number of

control points [(m+1)×(n+1)] in subsequent evaluations (e.g., applications

related to degree elevation and surface subdivision).

In order to ful�ll these requirements and to reduce the number of operations, we

propose an approach based on the a decomposition of the Bézier formulation in a

hierarchy of levels. First, we expand Equation (8.1) as:

S(u, v) =

m∑
i=0

n∑
j=0

Pi,j

Bu︷ ︸︸ ︷(
n

i

)
︸︷︷︸
Cu

(1− u)(n−i)ui

Bv︷ ︸︸ ︷(
m

j

)
︸ ︷︷ ︸
Cv

(1− v)(m−i)vj . (8.5)

From this formulation, where the di�erent terms, for all points in the surface,

are computed and stored in arrays: Bu
and Bv

for arrays of Bernstein basis

with lengths |Bu| = (m + 1)ρ and |Bv| = (n + 1)δ for the directions u and v
respectively; Cu

and Cv
for arrays of binomial coe�cients with lengths |Cu| =

m+ 1 and |Cv| = n+ 1 for the directions u and v respectively.

From a data-dependency standpoint, those arrays can be structured into a hierarchy

of levels (Figure 8.2) in which each level directly corresponds to the computation

of a set of terms:

Level 1 is formed by the coordinates of the set of points S belonging to the

Bézier surface. This level requires the array of control points P and the Bernstein

polynomials corresponding to the u and v directions (Bu
and Bv

respectively),

which could have been pre-calculated. A description of the computation of Bézier

surfaces with pre-calculated Bernstein basis is given in Algorithm 4. Similarly to

Equation (8.3), the computation of level 1 is equivalent to a matrix-vector form of

a Bézier tensor-product:
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... ...

...

...

... ...

Level 1

Level 2

Level 3

Control 

Points

Figure 8.2: Decomposition of Bézier formulation in a hierarchy of levels and the associated

data items and dependencies.

S(u, v) = φφφ(u)TPψψψ(v), (8.6)

where φφφ and ψψψ are subsets of Bu
and Bv

, and P is the matrix of control points

previously described. The complexity of level 1 is characterized byO(ρ×δ×m×n).

Level 2 represents the basis Bu
and Bv

of the tensor-product (Bernstein polyno-

mials) in the directions u and v respectively, which complexity is characterized by

O(ρ×m+ δ×n) . Under isotropy conditions (i.e., equal number of control points

and resolution for the directions u and v), Bu
equals Bv

, and therefore one of

these arrays can be obtained from the other by either memory copy or direct mem-

ory addressing. A description of the process, including the copy/direct-addressing
mechanism, is described in Algorithm 5.

Level 3 is composed by the array of binomial coe�cients Cu
and Cv

which are

employed in the computation of the Bernstein basis arraysBu
andBv

. Algorithm 6

shows the computation of the binomial coe�cients. As in the Bernstein basis (level
2), there is no need of duplicated calculation of both Cu

and Cv
under isotropy

conditions. The complexity of level 3 is characterized by O(m+ n).

As shown in Figure 8.2, the multi-level evaluation of Bézier surfaces opens up

the computation (per evaluation cycle) of only those coe�cients needed, while

reusing all those coe�cients remaining invariant. Hence, for evaluations where

the number of control points and resolution are constant (i.e., requirement [A]),

we can re-utilize pre-computed level 2 and level 3, therefore using computing

resources for only level 1. Following the same logic, evaluations with variable

resolution (requirement [B]) can re-utilize level 3, only computing level 1 and level 2
for every cycle. Finally, in case the number of control points changes (requirement

[C]), all levels need to be computed every cycle.
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Algorithm 4 Bézier Surface (level 1)

1: function BézierSurface(m,n, ρ, δ,Bu,Bv,P)

� Loop over resolution in u direction

2: for i← 0 to ρ− 1 do
� Loop over resolution in v direction

3: for j ← 0 to δ − 1 do
4: Si,j ← 0

� Loop over control points in u direction

5: for k ← 0 to m do
� Loop over control points in v direction

6: for l← 0 to n do
7: Si,j ← Si,j + Pk,l ×Bu

i,k ×Bv
j,l

8: end for
9: end for

10: end for
11: end for
12: return S
13: end function

Algorithm 5 Bernstein basis (level 2)

1: function BernsteinBasis(m,n,Cu,Cv, ρ, δ)

2: for i← 0 to ρ− 1 do
3: µi← i

(ρ−1)
4: for j ← 0 to m do
5: Bu

i,j ← Cuj × µ
j
i × (1− µi)ρ−1−j

6: end for
7: end for
8: if m 6= n or ρ 6= δ then . Isotropy check

9: for i← 0 to δ − 1 do
10: µi← i

(δ−1)
11: for j ← 0 to n do
12: Bv

i,j ← Cvj × µ
j
i × (1− µi)δ−1−j

13: end for
14: end for
15: else
16: Bv ← Bu . Copy/Direct-addressing on isotropy

17: end if
18: return [Bu,Bv]
19: end function
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Algorithm 6 Binomial coe�cients (level 3)

1: function BinomialCoefficients(m,n)

� This loop computes the binomial coe�cients for u-direction basis

2: for i← 1 to m do
3: Cui ←

(m−1)!
i!(m−i−1)!

4: end for
5: if m 6= n then . Isotropy check

� This loop computes the binomial coe�cients for v-direction basis

6: for j ← 1 to n do
7: Cvj ←

(n−1)!
j!(n−j−1)!

8: end for
9: else

10: Cv ← Cu . Copy/Direct-addressing on isotropy

11: end if
12: return [Cu,Cv]
13: end function

8.5 Parallel implementations
The evaluation of Bézier surfaces is a problem suitable for parallelization due to the

lack of data dependencies between output data items (i.e., 3D surface points). The

simplest way to parallelize is the use of OpenMP [39] pre-processor directives on

multi-core CPUs. For instance, Algorithm 4 can be easily parallelized employing

the directive: #pragma omp parallel for.

More interestingly, the huge amount of points in a typical Bézier surface matches

the availability of computing resources in massively parallel processors such as

GPUs. The following section describes our GPU implementation of the evaluation

of Bézier surfaces. Afterwards, we explore the cooperation of CPU and GPU on

integrated heterogeneous systems in order to attain further acceleration.

8.5.1 GPU parallel computing

Algorithmically, the multi-level evaluation approach proposed in the previous

section facilitates the parallelization possibilities of the evaluation of Bézier sur-

faces. Hence, the parallelization strategy described in this work follows a scheme

based on the parallelization of levels, particularly level 1 and level 2. The reader

should note that these levels require signi�cantly more operations than level 3
(e.g, bi-cubic surfaces require the computation of only 2× 4× 4 binomial coe�-

cients), even for high-degree surfaces. Furthermore, for most of the applications,

level 3 remains unchanged. Therefore, level 3 can be computed by the CPU with a
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negligible impact.

Parallelization of level 1 (Algorithm 7) and level 2 (Algorithm 8) is carried out

in di�erent kernel functions using a gather approach [40], this is, assigning a

GPU thread to each output data item (i.e., Bernstein basis coe�cient for level 2
and 3D surface point for level 1). This pattern ensures that threads have write

access to disjoint memory locations, thus avoiding mutual exclusion and thread

synchronization mechanisms, which may introduce serialization. The geometry

of the kernels is 2D thread-blocks clustered in a 2D grid
2
, where the block/thread

indexes are used to address memory locations related to a particular thread. The

parallelization optimizations we apply to these kernel functions can be better

understood in terms of existing data dependencies in the computation of an output

data item and its neighboring data items within the same block (Figure 8.3a),

and mapping of data items (basis, surface points and binomial coe�cients) onto

di�erent processors and memory locations (Figure 8.3b).

As shown in Figure 8.3a, a GPU thread assigned to the computation of a 3D output

surface point (light yellow tile) requires: all the control points, a subspace of the

basis Bu
and Bv

, as well as all the binomial coe�cients (all these dependencies

highlighted in dark red in the �gure). Similarly, neighboring GPU threads within a

block (dotted tiles) require: all the control points, all the binomial coe�cients and

neighboring sub-spaces of Bu
and Bv

(in the �gure, tiles are highlighted with a

dot).

Considering these data dependencies, Figure 8.3b shows the distribution of mem-

ory in the GPU. Following the line of [8], in our level 1, control points are trans-

ferred to GPU shared memory (Algorithm 7, lines 2-4), which is a fast on-chip

memory that is accessible by all threads within a block. Additionally, in our work,

sub-spaces of Bu
and Bv

are transferred to GPU shared memory (Algorithm 7,

lines 5-12), since these elements are going to be accessed frequently. Spatial local-

ity of control points and basis ensures coalesced memory accesses, as consecutive

threads load consecutive data items. After loading the data items into GPU shared

memory, and given that not all threads within a block perform the same amount

of memory transfers, intra-block synchronization is necessary (Algorithm 7, line

13).

Computation of Bernstein basis (level 2) in GPU can not bene�t from using GPU

shared memory since the binomial coe�cients are accessed only once. However,

as in the case of CPUs, it is possible to use the copy/direct-addressing mechanism

in order to reduce the number of basis elements computed (Algorithm 8, lines

2

CUDA threads and thread blocks correspond to OpenCL work-items and work-groups respec-

tively. In this work, we use the CUDA terminology.
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9-19).

Distribution of data items across memory units can be complemented with distribu-

tion of computing across processors. To a great extent, the design and distribution

of computing is guided by the application. As shown in Figure 8.3b, and due to

the inherent parallelism, it is indicated that level 1 and level 2 are processed by the

GPU. Alternatively, and for cases where level 2 is constant (i.e., constant resolution

and number of control points), level 2 can be pre-computed in CPU. Changes

in coordinates of the control points often happen upon user interaction or in a

pre-de�ned way, CPU is therefore adequate. Although these distributions imply

cooperation between processors, CPU and GPU do not operate simultaneously,

but sequentially one after another. In the next section, we present more elaborated

cooperation techniques which allow processors to operate simultaneously in level
1 (as shown in Figure 8.3b), including inter-processor coordination mechanisms.

8.5.2 Heterogeneous parallel computing

Heterogeneous computing systems (HCS) are composed by hybrid collections

of processors (frequently GPUs and CPUs) in the same system [41], and often in

the same chip. This trend is intended to satisfy the computational needs of every

workload. Inherently sequential or modestly parallel computations are typically

executed on the CPU side, while massively parallel phases are executed on the

GPU side.

Besides discrete heterogeneous systems where CPU and GPU are connected

through peripheral component interconnect express (PCIe), a more recent trend

integrates CPU and GPU cores on the same die. The integrated heterogeneous

systems solve the bottleneck of the data transfers through the PCIe bus by means

of a uni�ed dynamic random-access memory (DRAM).

Current developments try to facilitate communication and concurrency across

CPU and GPU cores. The heterogeneous system architecture (HSA) [42] provides

cache coherence mechanisms [43] and cross-device atomic operations [44]. These

systems allow CPU and GPU cores to access the same memory space simultane-

ously.

A common way to exploit CPU-GPU cooperation is assigning serial tasks to the

CPU and parallel tasks to the GPU. However, the regularity of the operations

involved in the evaluation of Bézier surfaces makes possible cooperation strategies

in which both GPU and CPU can perform the same operations. In this line, we

use two CPU-GPU schemes based on the distribution of computation between

processors through tiling [45]. The use of tiling is supported by the fact that output

surface elements are independent and written in disjoint memory locations.
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Figure 8.3: Parallel computation of Bézier surfaces using MLE under GPU and heteroge-

neous computing approaches. (a) Geometry of the data and data dependencies at di�erent

levels for a GPU thread and its neighboring threads in a thread-block. (b) Distribution of

MLE elements across computing units and memory units.
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Algorithm 7 Bézier Surface GPU kernel (level 1).

Note: sx, sy block sizes in the x and y dimensions. tx, ty thread indexes in x and

y dimensions. Elements with double-dot accent (e.g. B̈u
i ) represent allocations in

GPU shared memory.

1: function BézierSurfaceGPU(m,n, ρ, δ,Bu,Bv,P)

� This loop transfers the control points to shared memory

2: for i← ty × sx + tx tom× n step sx × sy do
3: P̈i← Pi . Load into shared memory

4: end for
� This loop transfers needed basis (u-direction) elements to shared memory

5: for i← ty × sx + tx to sy ×m step sx × sy do
6: j ← by × sy + (i mod sy) + i

sy
× ρ

7: B̈u
i ← Bu

j . Load into shared memory

8: end for
� This loop transfers needed basis (v-direction) elements to shared memory

9: for i← ty × sx + tx to sx × n step sx × sy do
10: j ← by × sx + (i mod sx) + i

sx
× δ

11: B̈v
i ← Bv

j . Load into shared memory

12: end for
� Synchronization of threads within block

13: intra-block_synchronization()

14: a← bx × sy + tx . Thread-index of output item (x-coordinate)

15: b← by × sx + ty . Thread-index of output item (y-coordinate)

� Evaluation of the corresponding surface point

16: if a < ρ and b < δ then . If thread index is within surface

17: q← 0

18: for ki ← 0 tom do
19: bi← B̈u

tx+ki×sy
20: for kj ← 0 to n do
21: bj ← B̈v

tx+kj×sx
22: q← q + P̈ki+n+kj × bi × bj
23: end for
24: end for
25: Sa×δ+b← q

26: end if
27: return S

28: end function

129



Paper III: High-Performance Computation of Bézier Surfaces on Parallel and
Heterogeneous Platforms

Algorithm 8 Bernstein basis GPU kernel (level 2).

Note: sx, sy block sizes in the x and y dimensions. tx, ty thread indexes in x and
y dimensions.

1: function BernsteinBasisGPU(m,n,Cu,Cv, ρ, δ)

2: x← sxby + tx
3: if x < (m+ 1)ρ then
4: i← x mod ρ
5: j ← x

ρ

6: µ← i
(ρ−1)

7: Ui+j×ρ← Cuj × µj × (1− µ)(m−j)

8: end if
9: if m 6= n or ρ 6= δ then . Isotropy check

10: x← sxbx + tx
11: if x < (nx+ 1)δ then
12: i← x mod δ
13: j ← x

δ
14: µ← i

(δ−1)
15: Vi+j×δ ← Cuj × µj × (1− µ)(m−j)

16: end if
17: else
18: Vi+j×δ ← Ui+j×δ . Copy/Direct-addressing on isotropy

19: end if
20: return [U,V]
21: end function
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Figure 8.4: Heterogeneous parallel computing for a grid of 2 × 2 tiles of 3D surface

elements. (a) SDC where, the �rst n blocks are statically assigned to the CPU and the

remaining blocks are assigned to the GPU. (b) DDC where, blocks are assigned on-the-�y
(in run-time) to the CPU and the GPU as they �nish processing other blocks and become

available.

Two schemes for distributing the computational burden between CPU and GPU

are possible depending on the characteristics of the underlying hardware.

Scheme 1: static distribution of computation (SDC). In absence of memory

coherence, dynamic communication between CPU and GPU is not possible. Trans-

lated to our problem, this means that in run-time none of the processors can verify

which part of the 3D surface has already been computed by other processors with

concurrency condition guarantees. Despite of that, it is still possible to statically

assign the amount of elements that should be processed by the CPU and the GPU.

As shown in Figure 8.4a, the output surface space is divided into tiles containing

neighboring 3D surface points. Each tile is then statically assigned to either a

CPU thread or a GPU block. In highly regular problems, the number of tiles

processed by the CPU is signi�cantly lower than the number of tiles processed

by the GPU. If only level 1 is computed, o�ine pro�ling can help to �nd a fair

workload distribution thanks to the regularity of computations.

Scheme 2: dynamic distribution of computation (DDC). Under memory co-

herence conditions such as HSA platforms (Figure 8.4b), processors assume the

computation of non-processed tiles available in a list. This list can be concurrently

accessed by CPU and GPU cores through the use of cross-device atomic operations.

As opposed to SDC, the assignment of tiles to the CPU threads and the GPU blocks

is not known beforehand.
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8.5.3 Rendering and graphics interoperability

As previously mentioned, computer-graphics applications and in particular tes-

sellation are the most prominent �elds of application for Bézier surfaces. The

mechanism by which GPUs can utilize and coordinate computing and graphics

capabilities is known as graphics interoperability. This mechanism consists of a

common bu�er of vertices known as vertex bu�er object (VBO) which is shared

by the evaluation of the surface (CUDA/OpenCL) and the rendering. The use of

graphics interoperability avoids large data transfers between the CPU and the

GPU.

In order to test the performance of MLE in rendering applications, we have im-

plemented an event-driven renderer which employs OpenGL and GLUT [46],

together with CUDA graphics interoperability. With the aim to keep simplicity

and generality of results, our renderer only considers geometry/topology render-

ing without coloring and illumination which are not present in every application.

The resolution of the output is set to high de�nition (1920×1080) regardless of the

underlying hardware. The reader should note that event-driven always present

some degree of CPU computing handle the events. This type of renderers is closer

to applications where interactions that change the properties of the surface occur

(e.g., computer-aided design applications or computer games). Higher perfor-

mance can be achieved using dedicated engines avoiding events (e.g, animation

rendering).

8.6 Performance evaluation and results
In this section, we present the evaluation setup and the results obtained by the

proposed method and its parallel mapping onto di�erent hardware platforms,

including: one CPU; two discrete GPUs running our CUDA (for NVIDIA) im-

plementation; one mobile integrated GPU (NVIDIA Jetson TK1) running our

CUDA implementation; and one integrated GPU (AMD) running our OpenCL

implementation. A summary of the employed architectures and the associated

implementations are shown in Table 8.2.

The presented results are based on the comparison of the proposed approach (MLE)

with: 1) a “brute force” (BRF) iterative approach which computes Equation (8.1)

and all its elements, including those in Equation (8.2) for every evaluation cycle

(every frame); and 2) the matrix form in Equation 8.4 (MAT) employed by [25].

The reader should note that the latter approach can be seen as an optimized

formulation of the matrix form in Equation (8.3) previously employed by [7].

Performance evaluation in multi-threading (CPUs) often leads to signi�cant varia-

tion of results [47, 48] due to memory access mechanisms and operating system
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Table 8.2: GPU/CPU architectures employed for the evaluation of Bézier surfaces in this

work.

Device Codename Type Year Implementation
Intel® CoreTM i7 930 2.80GHz Nehalem CPU 2008 OpenMP

NVIDIA® GTXTM 460 Fermi Discrete GPU 2010 CUDA

NVIDIA® GTXTM 980 Maxwell Discrete GPU 2014 CUDA

NVIDIA® JetsonTM TK1 Logan/Kepler Integrated GPU
*

2014 CUDA/OpenMP

AMD® A10-7850K Kaveri Integrated GPU
**

2014 OpenCL

*Heterogeneous mobile architecture. 4-Core ARM Cortex-A15 CPU + Kepler GPU (192 CUDA cores).
**Heterogeneous architecture 4-core AMD Steamroller CPU + R7 GPU with 8 compute units.

scheduling policies. This poses a challenge for benchmarking. In order to reduce

the variability of results, our implementations consist of 10 warm-up evaluations

followed by 10 measured evaluations which are then averaged. This process is

repeated 10 times, providing 10 averaged samples from which the observations

exceeding the mean value plus 1.96 standard deviations (95% con�dence interval)

are removed. After removal of outliers, the resulting observations are used to

calculate the mean execution time.

Some of our results are expressed in terms of performance increments, measured by

a function f in frames per second (FPS). Hence, ∆MAT = f(MAT )− f(BRF )
represents the di�erence between MAT and BRF, and ∆MLE = f(MLE) −
f(MAT ) is the di�erence between MLE (in level 1) and MAT. The results include

evaluation (in our results evaluation), as well as evaluation followed by a rendering

stage (in our results evaluation+rendering) through the graphics interoperability

mechanisms explained.

In order to widen the applicability of the results, the evaluation takes into consider-

ation the use of single-precision (float), as well as double-precision (double)

data types. For many applications this is an important consideration which may

have an impact on the performance, precision and numerical stability. Computer-

graphics applications, for instance, are mostly concerned about performance and

often use single-precision as the data-type of choice; in simulation applications

on the other hand, precision and numerical stability are of paramount importance,

and hence, a double-precision data-type is preferred.

8.6.1 Evaluation on CPU

The evaluation on CPU is performed using a quad-core Intel® CoreTM i7 930 2.80GHz
processor (64-bits architecture) with Hyper-Threading technology enabled, thus

providing up to 8 virtual cores. The parallel implementation of all the methods

evaluated is obtained by means of OpenMP pre-processor directives. The degree
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of parallelization ranges from 1 to 8 CPU threads.

In a �rst experiment, the number of control points and the resolution are ar-

ranged so that the size of the Bernstein basis arrays meet favorable memory

alignment conditions (4× 4 control points and 256× 256 resolution). Then, eval-

uations using di�erent methods and di�erent numbers of threads are performed

both with and without rendering. For double-precision, the results (Figure 8.5a)

show a notable performance improvement of MLE over both MAT (2.41x to 3.12x
speedup) and BRF (18.98x to 25.47x speedup). The maximum performance is

reached by using 4 CPU threads in evaluation (1149 FPS), and 8 CPU threads in

evaluation+rendering (254 FPS). The use of single-precision favors the performance

of evaluation+rendering (1.62x to 2.82x speedup) over evaluation, where there is

no signi�cant di�erence in performance. This is mainly due to the reduction of

the CPU-GPU data transfer. Our results show adequate scalability of performance

in evaluation, this is, a linear increase of performance as the number of threads

increases (both for single and double-precision); this behavior holds separately

for 1-4 cores (physical cores) and 5-8 (Hyper-threading). Similarly, for evalua-
tion+rendering linear scaling of results is observed; for double precision, however,

linear scaling does not hold for 5-8 threads (Hyper-threading) due to memory

transfers.

In a second experiment, the number of CPU threads is �xed to 4 and evaluations

are performed as combinations of a variable number of control points (4 × 4,

8× 8 and 12× 12) with variable surface resolutions (256× 256, 384× 384 and

512× 512). As in the �rst experiment, for double-precision, MLE exhibits higher

performance than both MAT (2.18x to 3.15x speedup) and BRF (24.97x to 72.89x
speedup). The speedup of MLE over MAT and BRF diminishes as the degree

of the surfaces increases—which is further discussed in Section 8.7. For CPUs,

including rendering stages not only implies more operations to perform, but also

CPU-GPU memory transfers. Thus, the performance of evaluation+rendering is

within the range 24.4 to 261.8 FPS for double-precision. As in the �rst experiment,

the use of single-precision can improve the performance signi�cantly (1.02x to

2.50x speedup). Scalability of results adheres to the size (ρ× δ) and degree (m×n)

in a linear manner for both parameters according to O(ρ× δ ×m× n) described

in Section 4; this phenomenon can be easily observed in Figure 8.5c,d where

a quadratic increase in either the size or the degree of the surface produces a

quadratic performance decrease.

8.6.2 Evaluation on GPUs

In this section, we test the CUDA implementation of the di�erent methods on

two of the three most recent NVIDIA architectures (Maxwell and Fermi). More
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Figure 8.5: Parallel evaluation of bi-cubic Bézier surfaces in Intel® CoreTM i7 CPU 930
2.80GHz. (a) and (b) compare computation of the same surface using di�erent number

of CPU threads. (c) and (d) compare computation of surfaces of variable resolution and

number of control points using 4 CPU threads.
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Figure 8.6: Parallel evaluation and rendering of Bézier surfaces (variable control points

and resolution) in NVIDIA® GTXTM 460 (Fermi architecture).

precisely, the results are obtained from a NVIDIA® GTXTM 980 4GB and a NVIDIA®

GTXTM 460 1GB, both over a PCIe 2.0 bus. Additionally, we present results on a

mobile GPU (NVIDIA® JetsonTM TK1). The geometry (size of blocks) of the kernel

functions is 16× 16 GPU threads, which showed slightly better performance than

8× 8 and 32× 32 GPU threads, thanks to a higher occupancy value (number of

active threads per GPU core).

In a �rst experiment, the performance of the methods on the older architec-

ture (GTX 460) is evaluated. In the case of CPUs, surfaces with variable num-

ber of control points (4 × 4, 8 × 8 and 12 × 12) and resolution (300 × 300,

400× 400 and 500× 500) for evaluation and rendering. As shown in Figure 8.6,

for double-precision, MLE obtains a signi�cant performance improvement over

both MAT (1.43x to 5.42x speedup) and BRF (28.63x to 49.20x speedup). For eval-
uation+rendering, the performance varies between 57 FPS and 206 FPS under

double-precision. The use of single-precision favors both evaluation+rendering
(2.11x to 3.17x speedup) and evaluation (2.84x to 2.98x speedup) in a similar manner.

For the most recent architecture (GTX 980), the experiment consists of the evalua-

tion and rendering of high-resolution surfaces. The complexity of the surfaces

combines variable number of control points (4 × 4, 8 × 8, and 12 × 12) with a

variable resolution (500×500, 1000×1000, and 2000×2000). The results, in Fig-

ure 8.7, show a performance improvement of MLE over both MAT (1.33x to 3.69x
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Figure 8.7: Parallel evaluation and rendering of Bézier surfaces (variable control points

and resolution) in NVIDIA® GTXTM 980 (Maxwell architecture). Results in logarithmic scale.

* BRF and MAT show similar performance in both evaluation and evaluation+rendering.

speedup) and BRF (20.68x to 42.62x speedup). For evaluation+rendering in double

precision, the performance varies between 5 FPS and 99 FPS depending on the

complexity of the surface. The use of single-precision increases the performance

dramatically (5.15x to 11.82x speedup for evaluation, and 5.62x to 7.32x speedup

for evaluation+rendering). Following the same trend as in CPU (Section 8.6.1), the

speedup of MLE over MAT diminishes as the degree of the surfaces increases.

The evaluation in mobile GPU was performed using a NVIDIA® JetsonTM TK1.

For evaluation purposes, we set the hardware parameters to a high-performance

pro�le (i.e., no CPU down-scaling and GPU frequency at 852MHz). As in previous

evaluations, we conduct an experiment consisting o fthe execution of the methods

with the complexity of the surfaces presenting variable number of control points

(4×4, 8×8, and 12×12) combined with variable resolution (300×300, 400×400,

and 500× 500). Figure 8.8 shows the results in double-precision where evaluation
on MLE outperforms MAT (1.67x to 4.68x speedup) and BRF (29.3x to 49.07x
speedup). The performance of evaluation+rendering varies from 3.7 FPS to 11.5 FPS

for double-precision. The use of single-precision over double-precision increases

the performance notably (3.72x to 4.80x speedup for evaluation and 9.71x to 18.09x
for evaluation+rendering).

Similarly to our performance results in CPU, performance results in GPU adhere

to the linear decrease of performance established byO(ρ×δ×m×n) in Section 4.
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Figure 8.8: Parallel evaluation and rendering of single-precision Bézier surfaces (variable

control points and resolution) in NVIDIA® JetsonTM TK1 (Kepler architecture).

8.6.3 Evaluation on HCSs

Experiments in this section were designed to demonstrate how the CPU-GPU

cooperation can improve the performance of the evaluation of Bézier surfaces in

HCSs. Rendering is not subject to cooperation since this is a task carried out by

solely the GPU.

For the SDC scheme, we consider the multi-level evaluation approach with pre-

de�ned distribution of computation on a NVIDIA® JetsonTM TK1 (no memory

coherence). In order to obtain the optimal computation distribution, surfaces

presenting a di�erent number of control points (4× 4, 8× 8, and 12× 12) and

di�erent resolutions (300× 300, 400× 400, and 500× 500) were evaluated using

MLE. For each of these evaluations we assign a CPU load from 0% to 100% in steps

of 5%, which determines how many tiles the CPU (and therefore the GPU) will

process. We employ 4 CPU threads in order to use the four available cores. The

results, in Figure 8.9, show how the performance increases when the CPU assumes

10% to 15% of the workload (1.07x to 1.22x speedup compared to a GPU-only

approach). Such stable percentages of workload prove that o�ine pro�ling has

the ability to ensure a reasonably good workload distribution regardless of the

number of control points and resolution.

For the DDC scheme, MLE is executed on an AMD® Kaveri
TM

(HSA) under DDC.

The use of di�erent number of CPU threads (1, 2 and 4) was tested for a variable

number of control points (4 × 4, 8 × 8, and 12 × 12) and di�erent resolutions
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Figure 8.9: Parallel evaluation and rendering of Bézier surfaces in NVIDIA® JetsonTM TK1
under a SDC strategy.

(300×300, 400×400, and 500×500). Figure 8.10 shows the bene�t of introducing

some degree of CPU-GPU cooperation. The positive impact of the CPU-GPU

cooperation and the di�erence between the use of di�erent number of threads

diminish as the surface becomes more complex. This increase of performance of

the best CPU-GPU cooperation was 1.03x to 2.09x speedup compared to the GPU-

only approach. In order to compare performance results in di�erent con�gurations

(i.e. 1,2 or 4 CPU threads cooperating with GPU) careful consideration should be

paid to hardware-speci�c aspects such that power-saving policies; for instance,

low complexity surfaces in Figure 8.10 show higher performance for the use of 1

and 2 CPU threads compared to 4 CPU threads. This phenomenon, produced by

the power-saving policies of the hardware, is contrary to the expected behavior,

which is produced for complex surfaces (Figure 8.10).

For hardware platforms allowing the use of both SDC and DDC approaches, DDC

has greater potential for achieving optimal workload balance between GPU and

CPU since the discrete steps on SDC pro�ling might only �nd sub-optimal work-

load balances. This e�ect is shown in Table 8.3 where the DDC level1 computing

time is lower than the SDC level1 time. The use of separate memory spaces for

CPU and GPU processing imposes two additional memory transfers: an initial

CPU-to-GPU transfer the basis Bu
and Bv

; and a �nal CPU-to-GPU transfer of
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Figure 8.10: Parallel evaluation of Bézier surfaces inAMD®KaveriTM (HSA) using di�erent

MLE with di�erent CPU-GPU cooperation degrees under a DDC strategy.

part of the surface to the memory holding the �nal result (in Table 8.3 �nal results

are stored in GPU memory).

Theoretical order of complexity, regardless of the cooperation scheme, is preserved

as described in Section 4, that is, linear decrease of performance is observed when

either the degree or the size of the surface increases.

8.7 Discussion
The use of optimization techniques and parallel computing has been present in

modern implementations utilizing Bézier constructions (not only surfaces). As

shown in Table 8.1, the most prominent area of use of parallel computing and

optimization techniques is computer-graphics. This explains the relatively low

degree of the surfaces employed in the literature (since 3D mesh models can be

composed of low-degree sets of Bézier patches). However, due to its interesting

properties, Bézier constructions can be found in applications other than computer-

graphics. New parallelization and optimization techniques, able to extend the

application scope while keeping high-performance results in computer-graphics

are, therefore, of great interest. In this line, we propose a method (MLE) and

associated parallelization strategies to map the method onto di�erent hardware

platforms (CPUs, GPUs, mobile integrated GPUs and HCSs), thus covering a wide
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Table 8.3: Time results (in ms) for heterogeneous approaches for surfaces of 400×400 and

8×8 control points in AMD® A10-7850K (Kaveri) including level1 and level2 computations,

memory transfers and allocations.

OpenCL Cooperation Basis level2 level1 Surface Totaltransfer transfer
2.0* CPU+GPU (DDC) 0.000 0.052 4.026 0.000 4.078

1.2 CPU+GPU (SDC) 0.293 0.052 4.631 0.278 5.253

2.0* CPU+GPU (SDC) 0.000 0.054 4.603 0.000 4.657

* Allows the use of memory coherence for CPU-GPU cooperation in the same memory space.

spectrum of possible applications.

The idea behind the proposed method is to reduce the number of operations exe-

cuted. In essence, our approach exploits re-utilization of data items, thus replacing

computations by memory accesses. Compared to other methods like MAT in [25]

(some degree of re-utilization) and BRT (no re-utilization), our approach shows a

generalized increase of the performance. Using CPUs, the bene�t can be as high

as 3.12x speedup for double-precision MLE over MAT, and 25.47x speedup over

BRF. For discrete GPUs the gain is even larger, making MLE up to 3.69x faster

than MAT and up to 42.62x faster than BRF.

The trends observed in the results indicate that as the degree of the surface

increases, the speedup of MLE over MAT reduces. This can be explained by

looking at the number of operations performed by MAT (Equation 8.3) and MLE

in level 1 (Equation 8.6). Operationally, MAT needs to compute the basis U and V,

the products UR and RTVT
, as well the �nal product with the matrix of control

points P. This imposes an overhead with respect to MLE which only needs to

perform a matrix multiplication. In MAT, the size of U and V arrays of basis

grows linearly with the number of control points while the size of the matrices

grows quadratically. Therefore, the overhead takes a larger fraction of the total

time for low-degree surfaces than for high-degree surfaces.

The use of single-precision vs. double-precision arises as a very important question

since our aim is to cover a wide range of applications. Our results reveal a

generalized performance gain, that can be as high 11.82x speedup, on using single-

precision over double-precision in high-end discrete GPUs (GTX 980). Computer-

graphics applications, which do not require double-precision are clear targets for

choosing single-precision. For scienti�c applications requiring double-precision

(e.g., simulations), the best performance can be achieved by the scienti�c-class

GPU (e.g., NVIDIA® TeslaTM K20).
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New trends in computing, like HCSs, can leverage higher performance by coop-

eration mechanisms between processors. In the two strategies for cooperation

between processors (SDC and DDC), a speedup as high as 2.09x is observed using

DDC, while with the use of SDC a maximum of 1.22x speedup is obtained. The

use of SDC and DDC is determined by whether the system possesses memory

coherence mechanisms and cross-device atomic operations. For hardware plat-

forms allowing both SDC and DDC, DDC has greater potential to achieve optimal

workload balance across processors.

In mobile computing, real-time evaluation and rendering of Bézier surfaces has

been considered a di�cult task [7]. Our results show that modern mobile pro-

cessors including an integrated GPU (like NVIDIA® JetsonTM TK1), together with

parallelization and CPU-GPU cooperation can achieve real-time performance

(650.93 FPS in double-precision and 2366 FPS in single-precision) for relatively

complex surfaces (bi-cubic at resolution 300× 300). In the absence of rendering,

the computation of Bézier surfaces can reach higher performance while present-

ing better hardware integration possibilities than modern CPUs. In respect to

rendering (in which case single-precision is advised), performance can be as high

as 157.91 FPS.

With the aim of providing other researchers with a broad coverage of applications,

our results include evaluations far beyond the limits of other works found in the

literature (Table 8.1). This, together with the broad set of hardware architectures

evaluated, can be used as a guide to establish the limits and scalability of the use

of Bézier surfaces in a wide variety of applications including high-degree and

high-resolution Bézier surfaces. MLE and the associated strategies proposed, are

also easily generalizable to higher-order Bézier construction and other Bézier

formulations (i.e., rational Bézier).

8.8 Conclusion
In this work, we present a new method (MLE) and the use of di�erent parallel

computing techniques to accelerate the computation of Bézier tensor-product

surfaces in di�erent hardware platforms (CPUs, discrete GPUs, integrated GPUs,

mobile GPUs and HCSs). In line with the latest trends in hybrid computing, we

also propose two CPU-GPU cooperation strategies (SDC and DDC) to be exploited

by HCS platforms. Our results—which include an exhaustive evaluation using

di�erent data-types, di�erent degrees and resolution of surfaces and di�erent

computing platforms—show that our method achieves speedups as high as 3.12x
(double-precision) and 2.47x (single-precision) on CPU compared to other pro-

posals found in the literature. In GPU computing, the speedup is as high as 3.69x
(double-precision) and 13.14x (single-precision). CPU-GPU cooperation strategies
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CHAPTER9
PAPER IV: INTRA-OPERATIVE MODELING OF THE LEFT ATRIUM: A

SIMULATION APPROACH USING POISSON SURFACE

RECONSTRUCTION

Rafael Palomar · Faouzi A. Cheikh · Azeddine Beghdadhi · Ole J. Elle

Abstract Electroanatomic Mapping (EAM) is an important process in Radio-

frequency Catheter Ablations. In EAM, sample points are collected from the

patient’s atrium during intervention. This process is subject to inaccuracies

contributed by di�erent sources (e.g. tissue deformations and tracking errors).

Poisson Surface Reconstruction (PSR) has recently been applied for intra-operative

modeling of the left atrium through highly-dense clouds of points extracted from

intra-operative and pre-operative imaging. In this work, we study the application

of PSR under low-density sampling conditions which occur in some clinical work-

�ows. For this study we propose a simulation framework that is employed to

characterize PSR in terms of accuracy of reconstruction. Our results show that a

median error as low as 2.28 mm can be obtained for a maximum of 600 sampled

points. These results indicate the feasibility of applying PSR for low-dense clouds

of points.
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Figure 9.1: RFCA procedure: clinical work-�ow (left) and electroanatomic mapping of

the left atrium (right).

9.1 Introduction
Atrial Fibrillation (AF) is the most common heart rhythm disorder of clinical

signi�cance. Fibrillation of the aria is not only associated with a higher risk of

stroke, but also contributes to heart failure and death. Around 8 million indi-

viduals in United States and Europe are a�ected by this condition—a higher life

expectancy will increase this incidence up to more than 15 million individuals by

2050 [1]. Radio-frequency catheter ablation (RFCA), together with medication

and cardioversion are the treatments of choice for AF.

RFCA (Fig. 9.1) is a minimally invasive surgical procedure generally occurring

under local anesthesia. Ablation catheters are inserted into a femoral vessel and

advanced to the left atrium under �uoroscopy guidance. Once in the atrium, sample

points and electrophysiological data are acquired when the mapping catheter is in

contact with the endocardium in a process known as electroanatomic mapping

(EAM). The electrophysiological data associated with the geometry of the atrium

is then reconstructed in a 3D model that will guide the ablation process. The

aim of this process is the isolation of areas triggering atrial �brillation, typically

located around the pulmonary veins (PVs) ostia, by delivering energy through

radio-frequency, thus causing ablation lesions.

EAM is an essential process during RFCA interventions. Several studies show

the advantages of EAM compared to non-EAM guided approaches (e.g. [2]). 3D

reconstructions from EAM are often merged with pre-operative models obtained
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from magnetic resonance imaging (MRI) or computed tomography (CT). This

provides electrophysiologists with visualization of great anatomical detail. How-

ever, factors like added cost, patient’s discomfort and possible additional exposure

to radiation, have to be considered in order to decide on the use of pre-operative

images [3].

It is known that the EAM process is subject to errors contributed by di�erent

sources. Several works in the literature have assessed the accuracy of EAM [4, 5].

One source of errors is the underlying catheter tracking technology employed

(usually based on electromagnetic tracking). Another source of errors is physio-

logical factors like the heart motion caused by cardiac contractions and breathing

[6].

Anatomical mapping of the left atrium is currently performed under two di�erent

strategies: point-to-point acquisition with triangulation-based reconstructions, and

progressive reconstructions [7, 8]. Recently, Poisson surface reconstruction (PSR) [9]

has been used as an alternative to obtain intra-operative patient-speci�c models

of the left atrium from clouds of points [10, 11]. As opposed to the point-to-point
acquisition approach, where a low density cloud of points is acquired, approaches

based on PSR are supported on high-density clouds of points obtained either by

intra-operative ultrasound or pre-operative models, which may not be available

in some clinical work-�ows.

9.1.1 Contribution

In this work, we characterize the use and accuracy of PSR for modeling of the

left atrium using low-density clouds of points—as in the case of point-to-point
electroanatomic mapping. To this end, we propose as simulation approach taking

into consideration the impact of number of sample points, how these samples are

distributed over the atrium chamber and inaccuracies introduced by state-of-the-art
electromagnetic tracking.

9.2 Materials and methods
In this work, simulation of the EAM process is performed through sampling of

left atria included in the CARMA pre-operative segmented left atria data-set
1

(57

atria) obtained from MRI. This data-set was acquired using a 1.5 Tesla and 3.0 Tesla

scanners during contrast injection. The acquisition (transverse volume with voxel

size 1.25 mm× 1.2 5 mm× 2.5 mm) was performed under free-breathing using

navigator gating and then reconstructed to 0.625 mm× 0.625 mm× 1.25 mm
(3D inverse recovery GRE, TR/TE = 5.4/2.3 ms).

1

CARMA Left Atria MRI data-set available on

(http://www.insight-journal.org/midas/collection/view/197)
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Figure 9.2: Proposed simulation process. First, a reference mesh modelsRi, and clouds

of points Ci
Sj

are generated from the original segmented atria Ai. PSR models ∂P i
Sj

are

then generated from the clouds of points. Finally PSR errors are computed.

An evaluation framework (Fig. 9.2) consisting of several processing stages is

applied. In this process:

1. A 3D reference set is generated from the original segmented data-set.

2. The reference set is sampled under di�erent conditions.

3. The sampled set is reconstructed using PSR under di�erent parameters.

4. The reconstructed set is compared to the reference. Reconstruction error

measurements are derived from this comparison.

9.2.1 Reference set generation

Given the set A = {A1, A2, ..., A57} of segmented atria, a set of reference tetrahe-

dral meshes R = {R1,R2, ...,R57} is obtained from the application of Marching
Cubes.

MRI acquisition presents anisotropic resolution, this is, di�erent resolution over

di�erent axis. The e�ect of anisotropic resolution on the reconstruction leads
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(a) (b)

Figure 9.3: Generation of the reference set: (a) Marching cubes, where staircase arti-

facts are visible and (b) Marching cubes with smoothing and decimation post-processing

(staircase artifacts removed).

Table 9.1: Number of samples collected for EAM in the literature.

Reference Number of samples
Sra et al. [12] 126± 13
Sy et al. [5] 90± 10

Smeets et al. [4] 110± 60
Porras et al. [13] 380± 219

to staircase artifacts (Fig. 9.3.a). In order to palliate this e�ect and to reduce the

complexity of the mesh, surface smoothing and decimation techniques have been

applied on the reference set R. The result of this processing is shown in Fig. 9.3.b.

9.2.2 Sampling

During EAM, electrophysiologists acquire a variable number of samples in a pro-

cess that can last a few hours. Though this number is usually between 100 and 200

samples, this can go as high as 600 as shown in Table 9.1. The number of samples

and its distribution over the atrium chamber depends on the electrophysiologists

criteria and it has an impact on the length of the procedure and the accuracy of

the reconstructions.

In order to evaluate the impact of the sampling process in the atrium reconstruction,

�rst, all the atria from the segmented set A are converted to oriented clouds of

points C = {C1, C2, ...C57} using gradient operators. Each of these clouds of

points are then split into two separate clouds of points (upper and lower part of

153



Paper IV: Intra-Operative Modeling of the Left Atrium: A Simulation Approach
Using Poisson Surface Reconstruction

the atrium):

U ={U1,U2, ...,U57}
L ={L1,L2, ...,L57}

∣∣∣∣∣ C = U ] L (9.1)

with U ] L = {U1 ∪ L1, U2 ∪ L2, ...,U57 ∪ L57}, where Ui ∪ Li represents the

union of the cloud of points Ui (upper) containing most geometrically complex

part of the atrium, this is, the PVs; and Li (lower) containing the remaining part

of the atrium. The separation has been performed manually, with the aim of

maximizing the volume contained in each Li, but making sure that all PVs are

contained in Ui. With this separation, di�erent sampling densities can be given to

di�erent parts of the atrium, as it naturally happens during real EAM.

Once the atrium separation has been performed, a sampling space S representing

all sampling conditions is generated as the Cartesian product (×):

S = P×D = {S0, ..., S30} (9.2)

with P = {100, 200, ..., 600} the set of number of samples approximating the

space of samples in Table 9.1, and D = {0.5, 0.6, ..., 0.9} the distribution set in

which u ∈ D is the proportion of samples taken from the upper part of the atrium

(Ui) and l = 1− u represents the proportion of samples taken from the lower part

of the atrium (Li). This sampling space therefore, considers both, variability of

samples and variability of distribution of samples.

For each atrium i in the data-set, a set of clouds of points Ci
is generated by

sampling according to the sampling conditions in S:

Ci = {CiS0
, CiS1

, ..., CiS30
} (9.3)

9.2.3 Poisson Surface Reconstruction

Fig. 9.4 shows the general idea behind PSR. To obtain the surface, PSR uses the

oriented cloud of points CiSj
to reconstruct an indicator function XM : R3 → R

of an atrium model M . This indicator function resembles the segmented image

Ai, this is, a function in which the values inside the atrium are ai = 0 and the

values outside the atrium are ao = 1. The oriented cloud of points CiSj
can be

thought of as a set of samples taken from the gradient of the indicator function

∇XM . Then the problem can be stated as �nding the scalar function XM whose

gradient best matches the cloud of points CiSj
:
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Figure 9.4: Overview of Poisson surface reconstruction in 2D contour of a left atrium:

(a) oriented set of points Ci
Sj

; (b) gradient of the indicator function ∇XM ; (c) indicator

function XM ; (d) Poisson surface reconstruction ∂P .

X̃M = arg min
XM

‖∇XM − CiSj
‖ (9.4)

with ‖.‖ the Euclidean norm.

The solution is represented through an adaptive and multi-resolution basis. More

precisely, PSR constructs the minimal octree O with the property that every point

sample falls into a leaf node at depth d. Intuitively, one can think of the depth as a

parameter controlling the granularity of the mesh. Higher depth values thus lead

to more complex models able to represent smaller features (and vice versa).

9.2.4 Error estimation

In this work, the error between two meshes is approximated as the surface-to-
surface distance:

Ds(S,S ′) = max
p∈S

Dp(p,S ′) (9.5)

where p is a point contained in the surface described by S . Dp is the point-to-
surface distance de�ned as:

Dp(p,S ′) = min
p′∈S′

‖ p− p′ ‖ (9.6)

with ‖ . ‖ denoting the Euclidean norm. Since generally Ds(S,S ′) 6= Ds(S ′,S),

we always calculate the distance from the reference mesh to the reconstructed

meshes.

9.3 Results
The results presented in this section were obtained from the simulation process

detailed in Section 9.2 to the CARMA MRI Left Atria data-set. The simulation

sampling process, lead to the generation and reconstruction of 1710 atrium models.
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Samples 100 200 300

Upper 0.5 0.6 0.7 0.8 0.9 0.5 0.6 0.7 0.8 0.9 0.5 0.6 0.7 0.8 0.9

Median (no noise) 4.30 4.54 4.37 4.74 4.61 3.63 3.61 3.48 3.39 3.43 3.08 2.98 3.11 3.05 3.00

Median (noise) 4.17 4.48 4.40 4.67 4.73 3.63 3.66 3.46 3.37 3.47 3.08 2.98 3.13 3.07 2.98
Samples 400 500 600

Upper 0.5 0.6 0.7 0.8 0.9 0.5 0.6 0.7 0.8 0.9 0.5 0.6 0.7 0.8 0.9

Median (no noise) 2.80 2.75 2.79 2.80 2.82 2.67 2.64 2.64 2.62 2.56 2.51 2.44 2.46 2.33 2.28
Median (noise) 2.80 2.76 2.80 2.80 2.85 2.60 2.67 2.72 2.60 2.57 2.51 2.48 2.42 2.33 2.30
Minimum values per number of samples are highlighted in bold typeface.

Figure 9.5: Median reconstruction error using PSR (d = 5) under di�erent sampling

conditions (number of samples and distribution of samples over the atrium). The results

in the table correspond to median values relative to the population of atria reconstructed.

Additionally, the experiment was repeated for di�erent PSR depth parameters

(d = {4, 5, 6, 7, 8}) with the aim to �nd the best parameter in terms of accuracy.

For d > 4 di�erence in results were negligible and therefore our results are based

in PSR with d = 5. From the point-to-surface distance (Section 9.2.4), we derived

the median error for every atrium reconstruction, which is employed to serve as a

basis for our results (Figure 9.4).

In order to provide results for more realistic sampling conditions, we introduce

Gaussian noise (µ = 0.76, σ = 0.67) to every point in the cloud. This noise

matches the characterization of the inaccuracies introduced by electromagnetic

tracking in interventional radiology environments [14].

There is a clear trend of error reduction as the number of samples is increased. As

shown in Figure 9.5, the mean error (considering di�erent sampling proportions)

ranges from: 4.52± 0.22 mm for 100 samples, 3.51± 0.12 mm for 200 samples,

3.04±0.06mm for 300 samples, 2.78±0.03mm for 400 samples, 2.61±0.05mm
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(a) n = 100 (b) n = 200 (c) n = 300

(d) n = 400 (e) n = 500 (f) n = 600

Figure 9.6: PSR (d = 5, upper = 0.8) of CARMA0046 atrium for di�erent number of

samples. Red areas indicate clear visibility of PVs and yellow contour indicate clear

visibility of PVs ostia.

for 500 samples and 2.39± 0.11 mm for 600 samples. The proportions of upper

atrium leading to the best reconstructions in terms of median error were: 0.7 for

100 samples, 0.8 for 200 samples, 0.6 for 300 samples, 0.6 for 400 samples, 0.9 for

500 samples and 0.9 for 600 samples. Including Gaussian noise does not change

signi�cantly the median errors (Figure 9.5).

The geometry of important features of the atrium, like the PVs ostia, where the

ablation takes place, are not geometrically described for low number of samples.

In this line, Figure 9.6 illustrates the reconstruction of CARMA0046 where the

PVs are only visible for high number of samples (e.g. n ≥ 400), while the PVs

ostia can be visible for a relatively low number of samples (e.g. n ≥ 200). For low

number of samples (e.g. n < 200), PVs and PVs ostia are not visible.
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As shown in Figure 9.7, reconstruction errors over the atrium are not uniformly

distributed. A low number of prominent errors are located deep in the PVs.

Moderate errors were located in areas of relatively high curvature, like the PVs

and small features of the atrium. As shown in the �gure, these areas are close to

the median error (ẽ) contours. Finally, an elevated number of small errors were

located in low-curvature areas of the atrium chamber.

Computing time for PSR, including input/output data transfers was within the

range [0.31,2.5] seconds (median time tm = 0.60 seconds).

9.4 Discussion and Conclusion
In this work, the use of PSR for intra-operative modeling of left atria with applica-

tion to RFCA is studied. The study is performed through a simulation approach,

which is employed to isolate and analyze the errors introduced by solely the

reconstruction method (PSR) and the sampling process. This, which is achieved

by sampling static segmented MRI volumes (process that is not subject to motion

and tracking errors), avoids errors contributed by other sources like breathing,

cardiac motion or tracking technologies, thus leading to a better characterization

of the error solely introduced by the method and the sampling process. This

framework is applied for the evaluation of PSR from oriented clouds of points

generated by sampling left atria under di�erent sampling conditions. Clinically,

as acquisition of points might not include normals, these can be estimated using

techniques like in [15]. PSR has been previously used for the reconstruction of

left atria under conditions of high density of samples [10, 11], which requires

the use of pre-operative models or intra-operative imaging technologies. In our

work, we analyze the PSR reconstruction under low-density sampling to obtain

intra-operative models not requiring intra-operative imaging or pre-operative

models. This approach, can be combined with di�erent state-of-the-art techniques

like image registration and image fusion, thus providing with more �exibility to

reach a wider scope of clinical work-�ows.

Our results show that, under low number of samples a median error in the range

of 4.52± 0.22 mm is expected. This error can decrease down to 2.61± 0.05 mm
provided that a high number of samples is acquired (n = 600). Though our

results do not show any speci�c sampling proportion that should be employed

in all cases, approaches where more samples are taken from the upper part of

the atrium (upper > 0.5) generally present better behavior than just uniform

sampling (upper = 0.5). This behavior is expected since the more complex

geometry of the upper part of the atrium (local features and high curvature)

would be better described by a higher number of sample points, in contrast to the

relatively smooth and low-curvature shape of the lower part of the atrium. The
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(a) n = 100 | ẽ = 4.23mm (b) n = 200 | ẽ = 3.60mm (c) n = 300 | ẽ = 3.11mm

(d) n = 400 | ẽ = 2.44mm (e) n = 500 | ẽ = 2.67mm (f) n = 600 | ẽ = 2.38mm

Figure 9.7: Error distribution PSR for CARMA0046 (d = 5, upper = 0.8), projected in

the reference mesh. The contour (yellow) corresponds to the median error (ẽ) without

noise.
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Table 9.2: Instances of errors (accuracy) reported in related works in the literature .

Reference Errors reported Type of error
[11] 1.68mm RMS Reconstruction from highly-dense cloud of points

[10] 0.88± 0.03mm RMS Reconstruction from highly-dense clouds of points

[5] [2− 6mm] Registration error

[6]
* 5.4± 2.5mm Reconstruction in PVs (long axis) with motion compensation

3.3± 2.7mm Reconstruction in PVs (short axis) with no motion compensation

*Authors made a much richer report of error values in this work. Here, for simplicity,

only a sample of these was included.

number of samples considered in this study (n = {100, 200, ..., 600}) matches

the range of those reported in the literature [4, 5, 12, 13]. When using PSR, our

results shows the convenience of using a moderate-to-high number of samples to

capture the geometry of the PVs ostia, which are the most important anatomic

structures for EAM. Including Gaussian noise (µ = 0.76, σ = 0.67) as expected

in real acquisitions using electromagnetic tracking technologies does not increase

the median errors signi�cantly. This supports the adequacy of PSR for EAM.

The median accuracy reported in this work, is similar to the accuracy levels of other

methods reported in the literature (Table 9.2). While this comparison can be used

as indicator of adequacy of PSR for EAM, a careful comparison where all methods

are evaluated in the same conditions would be needed to perform a more accurate

assessment of the method. Furthermore, for anatomies where median errors are

high (e.g. outliers in Figure 9.5) elevating the number of samples is indicated.

Detection of these complex anatomies, as well as the separation in upper/lower

atrium, could potentially be detected automatically by prior shape analysis (e.g.

curvature and local features). Such analysis could also help performing non-

uniform sampling based on curvature/complexity criteria.

New technologies like catheters with force-sensing capabilities [16], together with

motion compensation techniques have the potential to enable the acquisition of

more sample points and therefore, the possibility of reducing the reconstruction

error beyond the results presented in this work. The framework presented in this

work can be employed to characterize these reconstructions which can �ll the gap

between our approach and that of reconstructions using high-density clouds of

points.
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APPENDIXA
ERRATA AND CORRIGENDA

This appendix is a record of errata and corrigenda of the original publications as

presented in Part II of the thesis document. None of the errors reported imply either

variations on the methodology or signi�cant deviation of results and conclusions

presented in the original publications.

• Eq. (7.4) in page (92) should be: T(S) =
∑m

i=0

∑n
j=0T(Ci,j)Bi,m(u)Bj,n(v).

• Eq. (8.5) in page (122) (also used in Fig. 8.3) should be:

S(u, v) =
∑m

i=0

∑n
j=0Pi,j

Bu︷ ︸︸ ︷(
m

i

)
︸ ︷︷ ︸
Cu

(1− u)(m−i)ui

Bv︷ ︸︸ ︷(
n

j

)
︸︷︷︸
Cv

(1− v)(n−j)vj .

• The statistical analysis in Section 6.4.4 is based on the use of the two-
sample t-test. However, the underlying data this operates on contains data-

dependences which can increase the error of tests. A more appropriate test

is the Wilcoxon signed rank test, which application yields:

∂Cbest/∂Csim → p = 0.001027

∂Cbest/∂Pbest → p = 0.000893

∂Pbest/∂Csim → p = 0.8287

165




