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Problem Description
Predicting microRNA genes by predicting the Microprocessor processing
site in the microRNA primary transcript

MicroRNAs are a newly discovered class of small regulatory RNA genes
with important functions in animal development, stress resistance, fat
metabolism, and brain morphogenesis and microRNAs are also implicated
in cancer as both oncogenes and tumor suppressors. Several hundred
microRNAs are currently characterized in the human genome, but the
current estimate of around 1000 microRNAs indicate that several genes
remain to be discovered.

MicroRNAs are recognized by a characteristic hairpin structure and the
first step in microRNA processing is the cleavage of this hairpin from
the microRNA primary transcript. The cleavage site defines one end of
the mature microRNA and predicting this site is therefore an important
step in microRNA gene prediction. This project will focus on
developing methods for predicting this processing site and test
whether such a processing site predictor can be used to predict
microRNA genes in a set of hairpin candidates.
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Abstract

MircoRNAs are ∼22nts long non-coding RNA sequences that play a central
role in gene regulation. As the microRNAs are temporary and not necessar-
ily expressed when RNA from tissue samples are sequenced, bioinformatics is
an important part of microRNA discovery. Most of the computational mi-
croRNA discovery approaches are based on conservation between human and
other species. Recent results, however, estimate that there exists around 350
microRNAs unique to human. It is therefore a need for methods that use
characteristics in the primary microRNA transcript to predict microRNA can-
didates. The main problem with such methods is, however, that many of the
characteristics in the primary microRNA transcript are correlated with the lo-
cation where the Microprocessor complex cleaves the primary microRNA into
the precursor, which is unknown until the candidate is experimentally verified.

This work presents a method based on support vector machines (SVM) for
Microprocessor processing site prediction in human microRNAs. The SVM
correctly predicts the processing site for 43% of the known human microRNAs
and shows a great performance distinguishing random hairpins and microR-
NAs.

The processing site SVM is useful for microRNA discovery in two ways.
One, the predicted processing sites can be used to build an SVM with more
distinct features and, thus, increase the accuracy of the microRNA gene pre-
dictions. Two, it generates information that can be used to predict microRNA
candidates directly, such as the score differences between the candidate’s po-
tential and predicted processing sites. Preliminary results show that an SVM
that uses the predictions from the processing site SVM and trains explicitly
to separate microRNAs and random hairpins performs better than current
prediction-based approaches. This illustrates the potential gain of using the
processing site predictions in microRNA gene prediction.
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Preface

As we learn more about human biological functions, even more important questions
are raised. Many of these question are not only important for understanding an
extremely complex system, but also quite facinating. The microRNA genes were
discovered and accepted as a separate gene class only five years ago, and have
the past few years shown to have great biological importance in areas such as
development and cancer. The functions of the microRNAs are still widely unknown
and a hot topic.

This thesis work was done at Interagon AS; a company that uses search solutions to
help the pharmaceutical and biotechnology industry overcome bioinformatic chal-
lenges. A special thanks to my supervisor P̊al Sætrom for showing a great interest
in this work and providing a superior guidance.

The result of the work is here presented in the form of an extended scientific article,
with focus on the results and how informatics was applied to obtain the results.
We will first give an introduction about some of the basic biology and related work
that has influenced this work. Further, the results are presented, and include how
the methods were developed and how they performed. The results also describe
related analyses that may help our understanding of the topic. Next, a discussion
investigates some of the results combined with results from other recent studies.
Then, the work is summarized and the natural next steps are pointed out in the
Summary and Conclusion. Finally, the Materials and Methods describe the material
sources and methods used in the work and give detailed information necessary to
recreate the work.

Basic knowledge of molecular biology is required to understand this paper. Infor-
mation beyond the introduction section can be found in the references.

Trondheim, July 2nd 2006

Snorre Helvik
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1 Introduction

1.1 MicroRNAs play a central role in gene regulation

Traditionally, genes were thought to only encode proteins. That is, it was though
that the gene sequence was transcribed from DNA into RNA, which then was trans-
lated into a protein [1]. Although some genes were known to not encode proteins,
such as tRNAs and rRNA, these non-protein-coding RNA genes were thought to
be few compared to the protein-coding genes. In 2001, a large class of non-coding
RNA genes, called microRNAs were discovered [2, 3]. MircoRNAs are approxi-
mately 22 nucleotides long non-coding RNA sequences that regulate the expression
of genes at the posttranscriptional level [4], and have been found to play key roles
in a wide variety of biological processes, including cell fate specification, cell death,
proliferation, and fat storage [5]. As the microRNAs’ importance was discovered
relatively recently, their function in gene regulation is still widely unknown, thus,
identifying them is of great interest.

The microRNA primary transcript; that is, the microRNA sequence in the RNA
transcribed from the DNA, has a characteristic secondary structure, called a hairpin
structure. In a hairpin structure there are two ∼35nts long stems joined together
by base-pairs and closed by a loop in the end; see figure 1.

This hairpin structure is shown to play an important role in the processing of the
microRNAs from the primary microRNA structure to the single-stranded mature
∼22nts long mature microRNA [6, 7]. This process consists of four steps; see figure
2. First, the microRNA is cleaved from the primary transcript (pri-microRNA) to
a separate hairpin, called the microRNA precursor (pre-microRNA). This process
is done by the Microprocessor protein complex, and defines one of the mature
microRNA ends [6, 8]. Second, the pre-miRNA is transported from the nucleus to
the cytoplasm by Ran-GTP and the export receptor Exportin-5 [9, 4]. Third, the
loop is cut from the microRNA precursor by the RNase III endonuclease enzyme
Dicer [6]. This defines the second end of the mature microRNA, leaving only the
mature microRNA joined with the other stem, called the microRNA*, by near-
perfect base-pairing. Fourth, the two stems are unwound by the helicase to create
two separate ∼22nts long sequences [10]. One of these strands is incorporated
into the protein complex that effect microRNA function and is called the mature
microRNA. This protein complex is often referred to as the RNA induced silencing
complex (RISC). The mature microRNA functions by guiding the protein complex
to mRNAs that are partially complementary to the microRNA. The protein complex
then either causes mRNA cleavage, translational suppression, or polyadenylation,
depending on the degree of sequence complementary. Collectively, microRNAs
target thousands (30%) of protein coding genes [11].

The hairpin structure is not only characteristic for all known microRNAs, it is also
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Figure 1: The hairpin structure is charac-
terised by a relatively long stem of base-
pairs, closed by a terminal loop in the end.

Figure 2: The microRNA is processed in
four steps: 1) the hairpin is first cleaved from
the primary transcript; 2) the precursor is
transported to the cytoplasm; 3) the loop is
cut from the hairpin; and 4) the two stems
are unwound. The figure originates from [4].

a requirement for the microRNA annotation. Mainly, a microRNA candidate must
fulfill two criteria to be annotated as a microRNA [12]. First, the mature microRNA
must be expressed and detected, either by northern blot analysis, cloning, micro-
array or other experimental methods. Second, the mature microRNA must be
located in the stem of a hairpin structure without large internal loops or bulges.
Alternatively, microRNA candidates that are homologs to experimentally verified
microRNAs are accepted as microRNAs without experimentally evidence.

To date, 462 human microRNAs have been identified and registered in version
8.1 of the microRNA registry [13]. The first estimates suggested that there were
only a few hundred human microRNAs [14, 15]. However, several recent studies
estimate that this number could be as high as one thousand [16, 17, 18, 19]. Thus,
microRNA discovery remains an important aspect to understand the regulation
mechanisms.

1.2 MicroRNA discovery

1.2.1 Bioinformatics play an important role in microRNA discovery

The microRNA discovery methods can be divided into two groups: experiment-
driven and bioinformatics-driven. Experiment-driven microRNA discovery methods

2



use the first of the two mentioned annotation criteria as the starting point. That
is, small RNAs from tissue samples are sequenced and analysed, and then bioinfor-
matic tools are used to verify the structural requirements of the selected microRNA
candidates. For a review of experimental-driven methods, see [20]. Bioinformatics-
driven methods use the second annotation criteria as the starting point. A set
of microRNA candidates are computationally predicted based on common charac-
teristics, and then verified through experimental techniques to demonstrate their
expression. The bioinformatics-driven methods are reviewed in the two following
sections.

Initially, the vast majority of the microRNAs were discovered with experiment-
driven methods such as massive cloning and sequencing [2, 21, 3, 22]. Although
these approaches were quite successful, they have three major limitations: 1) many
microRNAs are tissue-specific; that is, microRNAs expressed in one tissue might
not be expressed in other types of tissues [22]. 2) the tissues are often dominated by
a few microRNAs. Thus, even with a considerable amount of RNA as raw material,
the cloned products run a great risk of being dominated by a few highly expressed
microRNAs [21]. 3) the expression of microRNAs is temporary and regulated by
other factors such as environment and development [3]; that is, microRNAs ex-
pressed in a specific tissue might not be expressed in the same type of tissue at
a latter stage. In other words, many microRNAs are only expressed in certain
situations and for a short period of time, and cannot be identified by cloning or
sequencing. Therefore, the need for computational approaches to overcome these
problems has been recognized the past few years.

After the first wave of microRNA identification, the bioinformatics-driven methods
became more popular. There was now sufficient information about the microRNAs
to find common microRNA characteristics, which in turn could be used to identify
novel microRNAs. Other studies point out that computational approaches are
suited to identify microRNAs due to their characteristic secondary structure and the
evolutionary conservation of microRNAs [21], which not only is a strong microRNA
characteristic, but also a part of the requirements for microRNA annotation.

1.2.2 The principles of bioinformatics-driven microRNA discovery

The bioinformatics-driven methods can roughly be divided into two categories:
conservation-based methods and prediction-based methods.

The conservation-based methods exploit the assumption that the biologically impor-
tant parts of the genome often stay conserved through evolution, and that many of
the known human microRNAs are conserved in other species [17, 14, 3, 3]. There are
basically two ways to identify conserved microRNAs: to use known microRNAs to
identify homologs, or to search for new sequences that are conserved between two or
more species and verify whether these are part of hairpin structures. See [23, 20] for
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reviews of conservation-based microRNA discovery approaches. The conservation-
based methods have been widely used with successful results, but there is one major
drawback for these methods. They are per definition restricted to only find con-
served microRNAs, which means that the microRNAs that are unique to a specie
or have diverged too far from their homologs will stay undiscovered. Recent work
has identified several non-conserved novel microRNAs [24, 25], and estimate that
there exist around 350 non-conserved microRNAs in the human genome [24].

The prediction-based methods use machine learning to distinguish microRNAs and
random hairpins. The general principle consists of four steps. First, two datasets
are gathered: one set of positive examples of known microRNAs, and one set of
negative examples, usually random hairpin structures believed not to be microR-
NAs. Second, the positive and negative examples are examined and the features
believed to be different between the positive and negative examples are selected.
Third, a machine-learning algorithm is constructed based on the selected features
and trained with the examples, such that the algorithm is optimized to best dis-
tinguish the positive examples from the negative. Fourth, the trained algorithm is
used to classify unknown examples, that is, to predict whether a given sequence is
positive or negative. An important strength with prediction-based approaches is
that they not only consider how a microRNA should look like, but also how they
should not look like. This gives a richer ability to determine which features are
the most important to distinguish microRNAs and random hairpins. Details about
how support vector machines, the machine learning algorithm used in this work,
function can be found in section 5.2.5 in Materials and Methods.

1.2.3 MicroRNA identification by prediction-based approaches

There are four prediction-based microRNA discovery approaches, all published re-
cently. Although all four approaches are independent of conservation, only one
of them verifies non-conserved microRNAs [24]. Two of the approaches identify
novel microRNAs that are homologs with known microRNAs [26, 18], while the
fourth approach does not predict any microRNA candidates, but only describes the
methods and the features used in the approach [27].

Bentwich et al. [24] developed PalGrade, which is the only published prediction-
based approach to predict and verify non-conserved human microRNAs. They
constructed a vector-based classifier, and optimized the vectors by finding the com-
bination of features that best distinguished the microRNAs and a background set
of 10,000 random hairpins found in non-protein-coding genomic regions. The fea-
tures used in their analysis were structural features such as hairpin length, loop
length, stability score, free energy per nucleotide, number of matching base-pairs
and bulge size, and sequence features such as sequence repetitiveness, regular and
inverted internal repeats and free energy per nucleotide composition. A total num-
ber of ∼ 11,000,000 random hairpins were extracted from the entire human genome
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and scored with PalGrade. The 5,300 of the 434,239 hairpins that had a minimum
threshold score were selected for experimentally investigation. 89 of these were
validated as microRNAs, of which 53 are not conserved beyond primates.

ProMir [26] is a first order hidden markov model (HMM) based on the relationship
between nucleotide information and secondary structure. Four states are created to
describe the structure of a position in the paired hairpin; base-paired, mismatched,
inserted or deleted. As the model uses two separate states for insertion and deletion,
the HMM only model one of the stems at the time. Therefore, the 5’ microRNAs
and the 3’ microRNAs were processed separately. Additionally, two hidden states
describe whether the position is a part of the mature region or not. The total
probability for an unknown sequence is a multiplication of the transition proba-
bility and emission probability for each position. The transition probability is the
probability of going from a prior state to the current state, and the emission prob-
ability is the probability for observing the two given nucleotides in that particular
state. Both the transition and emission probabilities were trained on a positive
set of 136 human microRNAs and a negative set of 1,000 random hairpins. The
results, based on a 5-fold cross-validation, gave a sensitivity of 73% and specificity
of 96%. The processing site predictions gave an average distance of 2.66 nucleotides
between the predicted and real processing site. ProMir does not directly depend
on conservation. However, as the homologs have both similar mature sequence and
similar structure, ProMir captures the conservation features better than the general
microRNA features. They experimentally confirmed 9 of 23 predicted microRNA
gene candidates. Some of these did not demonstrate a clear sequence similarity to
the known microRNAs genes.

Sewer et al. [18] created an SVM based on over 25 distinct features, calculated from
four different regions of the candidate hairpin. The regions are 1) the entire hairpin
structure; 2) the longest symmetrical region in the hairpin; 3) the longest region
with a total asymmetry not larger than four; and 4) all possible windows of size
20 that could be placed along the hairpin. The model is trained using 178 known
microRNAs as positive examples and 5,395 hairpin structures isolated from tRNA,
rRNA and mRNA genes as negative examples, and gives a sensitivity of 71% at a
97% specificity. For predicting novel microRNAs they focus on the genomic regions
around already known microRNAs, to exploit that microRNAs often are found
in clusters. 68 of their 260 top-scoring predictions were experimentally validated
by searching a large database of cloned small RNAs from human, mouse and rat.
Although the approach is not based on any conservation, their validated microRNAs
are homologs with microRNAs in at least one other specie. The reason for this
might be because they used hairpins from genomic regions that are already known
to contain other conserved microRNAs, and that they considered a candidate as
verified if it was expressed in any specie, not only the specie the candidate was
extracted from.

Xue et al. [27] created an SVM based on a combination of structure and nucleotide
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content, which they call triplet elements. Each nucleotide is part of a local structure
according to the predicted secondary structure. That is, either the nucleotide is
part of a base-pair or it is a mismatch/insertion. A triplet element is the nucleotide
structure for three continuos nucleotides combined with the nucleotide type of the
nucleotide in the middle of these three, yielding 32 different combinations of triplets.
For example, if all thee of the nucleotides in the subsequence ”AGC” are involved
in base-pairs, the triplet element will be ”G(((”, where ”(” symbolizes a base-pair.
The hairpin structure’s feature vector is the relative number of appearances of each
of these 32 triplets along the stem of the candidate hairpin. The SVM is trained on a
set of 163 known human microRNAs as positive examples and 168 random hairpins
extracted from the protein coding regions as negative examples. The classificator
uses a separate test set of 30 microRNAs and 1,000 random hairpins to estimate the
SVM’s performance, which gives a sensitivity of 93.3% and a specificity of 88.1%.
However, no attempt was done to predict microRNA genes in genomic hairpins,
mainly because such a low specificity would give too many false positives.

1.2.4 Many features correlate with Microprocessor

The position where Microprocessor cleaves the primary microRNA into the mi-
croRNA precursor, called the Microprocessor processing site, is the start of the
mature region. That is, Microprocessor defines the mature microRNA region and
is, thus, of great biological importance. Lab-experiments have shown that Micro-
processor’s processing is exact. That is, Microprocessor creates a single product in
most cases, but may occasionally use two different processing sites [28]. It is there-
fore likely that there are certain characteristics that describe where Microprocessor
will cleave the primary microRNA.

A recent study [29] investigating known microRNA transcripts found that both
structural and sequential features are conserved in the microRNA precursor but not
random hairpins. That is, described in terms of the distance from the processing
site, the occurrences of bases, bulges and mismatches are not random, but are more
prevalent at specific positions in the microRNA precursor. Similar observations
have also been reported by several other studies [30, 31, 14]. Sætrom et al. also
found that structural and sequential features were conserved at some positions in
the flanking region, and that there was a significantly different base composition
in the precursor and flanking region. Several studies show that the flanking region
plays an important role in the Microprocessor process [6, 8, 28]. For example,
altering the base-pairing in the beginning of the flanking region can reduce the
expression of the microRNA [8, 32]. Sætrom et al. found that the base-pairing in
the flanking region is conserved up to approximately 13 bases, but not beyond this
point.

How Microprocessor recognizes the processing site is not yet fully understood. Ini-
tial studies suggested that a relatively large loop is required for efficient Micro-
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processor processing and that Microprocessor cleaved the stem by measuring two
helical turns from the loop [8, 33]. However, a recent study suggests that the loop
is unessential and that the 5’ end of the processing site is mainly determined by
a distance of approximately 13 bases from the end of the hairpin double-stranded
structure [28], which is consistent with the results from Sætrom et al.

These results not only suggest that many features are related to the Micropro-
cessor processing site, but also that there are characteristics in the primary mi-
croRNA transcript that describe where Microprocessor will cleave the primary
transcript.

1.3 The processing site can be predicted for 43% of the human
microRNAs

Several microRNA characteristics have been discovered and used in prediction-
based microRNA discovery. These characteristics include both structural features
such as hairpin length, base pairing and bulge symmetry, and sequential features
such as nucleotide content in the primary structure, often in combination with the
secondary structure. However, there is still one major weakness with the prediction-
based microRNA discovery approaches. Research suggest that there are distinct fea-
tures that describe the location of the Microprocessor processing site in the primary
microRNA transcript. Thus, seen from a microRNA discovery point of view, if we
know the location of the processing site we can create distinct features to distinguish
microRNAs from other hairpin structures. Yet, all the current prediction-based ap-
proaches fail to include this information, because unless the microRNA candidate
already has been experimentally verified they have no information of where the
Microprocessor processing site is.

To solve this, the approaches have based the features on the entire hairpin (Pal-
Grade and ProMir), different regions of the hairpin that are independent of the
processing site (Sewer et al.), or modeled each position in the hairpin indepen-
dently (Xue et al.). The only approach predicting the mature region (ProMir) does
not use this information in the microRNA gene prediction but as a parallel step to
the gene prediction.

We consider this as one of the main problems with prediction-based microRNA dis-
covery. The predictions are only based on information found in the initial primary
transcript, although the features are shown to greatly depend on how the microR-
NAs are being processed. It is therefore of great interest to develop a program to
predict the Microprocessor processing site for a given candidate microRNA. Not
only will such a program help to predict microRNA genes more accurately, but as
the processing sites define the mature microRNA region, the processing sites have
an important biological function. Consequently, finding these processing sites can
help our understanding of the microRNA process.
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This work reports a method based on support vector machines (SVM) that predicts
the Microprocessor processing sites in microRNA candidates. The SVM correctly
predicts the processing site for 43% of the known human microRNAs and gives
an average distance of only one nucleotide between the predicted processing site
and the real processing site for the human microRNAs. Further, the SVM shows a
great performance in distinguishing microRNA genes and genomic hairpins, which
indicates the advantage of processing site prediction in microRNA discovery. The
results also show that a much higher performance is gained by creating a new SVM
trained explicitly to distinguish the predicted processing sites for microRNAs and
random hairpins. In general, the Microprocessor processing site predictor is useful
for microRNA discovery in two ways. One, the processing site can be predicted
for any given hairpin structure, which in turn can be used to build the machine
learning algorithm using more distinct features and, thus, increase the accuracy
of the predictions. Two, it generates information that can be used to distinguish
microRNA genes and genomic hairpins directly. This is not only information about
how likely the predicted processing site is, but also about the differences between
the predicted and the other potential processing sites. This information can wither
be used to predict microRNA genes directly, or it can be used as new features in a
gene prediction classifier.

2 Results

2.1 An SVM to predict Microprocessor processing sites in human
microRNAs

2.1.1 Processing the microRNAs into positive and negative examples

A machine learning approach for binary classification is always trained using two
distinct training sets: one set of positive examples, and one set of negative examples.
In this case, one example is a microRNA with a given processing site, further
referred to as a processing site.

The entire set of human microRNAs was downloaded from version 8.0 of the mi-
croRNA registry [13], 332 microRNAs in total. All potential processing sites in
these 332 microRNAs were extracted and used to train and test the SVM (see sec-
tion 5.2.1 in Materials and Methods for details). A processing site is considered as
positive when the processing site is the same as the annotated one. To be more ex-
act; the processing sites are strictly defined by the 5’ end, which means the positive
processing site is the processing site where the 5’ end is the same as the 5’ end of
the annotated microRNA precursor.

The predicted secondary structures of 110nts long sequence windows centered on the
microRNA hairpins were used to find the microRNAs’ potential processing sites (see
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section 5.2.4 in Materials and Methods for details). As the microRNAs’ annotated
secondary structures are based on sequences in a range of 70-110 nucleotides, our
predicted secondary structures may vary from the annotated ones. A verification
step was therefore necessary to insure the predicted secondary structures can be
correctly processed by our software. The verification step consists of two tests. Test
1) there must be a closed loop within minimum precursor of 50nts. Several small
loops within the minimum precursor are considered the same loop. Test 2) there
must exist at least one base-pair along the stem that give a valid precursor length,
that is, a precursor length between 50-80nts.

All the 332 microRNAs passed the verification step. Five of the microRNAs, how-
ever, failed to give the real processing site. Two of these, hsa-mir-448 and hsa-mir-
451, had a precursor length outside the range defined in the premisses, a length of
82 and 42 respectively. The other three, hsa-mir-25, hsa-mir-198 and hsa-mir-453,
had a predicted secondary structure that resulted in a precursor length longer than
80 for the real 5’ end of the processing site. The number of false processing sites
found for these three were 3, 13 and 10, respectively. The false processing sites
for these five microRNAs were included in the training set, but, unless otherwise
specified, not included when evaluating the classifier’s performance on individual
microRNAs. Additionally, 22 real processing sites did not have a 3’ end identical
with the annotated 3’ end. Only three of these had a predicted secondary structure
with the 3’ end more than four nucleotides away from the annotated 3’ end. These
were hsa-mir-24-2, hsa-mir-346 and hsa-mir-431. Due to consistency, these were
included anyway.

All in all, the training set consists of 327 positive processing sites from 327 microR-
NAs, and 4,681 negative processing sites from 332 microRNAs.

2.1.2 Both primary and secondary features describe a processing site

The work by Sætrom et al. [29] found that several characteristics, both structural
and sequential, are conserved in primary microRNAs, both the precursor and the
flanking region. Structural features such as position of bulges, internal loops and
base-paring are more prevalent at specific regions and positions. Similarly, sequence
features such as base distribution is significantly different in different parts of the
primary microRNAs, and some nucleotides appear more frequently at specific posi-
tions in the precursor and surrounding regions. As a minimum, the processing site
classifier should include features covering the discussed characteristics.

The features used in the Microprocessor processing site classifier are listed in table
1, where feature 3 to 11 cover the characteristics described by Sætrom et al. In
addition, some common features not already covered is used. These are precursor
length, loop size and distance from the mature region to the loop. The precursor
length of 60-70nts is a known characteristic among microRNAs [6] and was therefore
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Table 1: The features used in the Microprocessor processing site predictor include both structural
and sequential features to create extensive profiles of the processing sites.

Id Feature description
1 Precursor length and loop size
2 Distance from the 5’ end to loop
3 Occurrence of each base separately the first 24 positions of the precursor
4 Base pair information the first 24 positions of the precursor
5 Total number of each base separately the first 24 positions of the precursor
6 Total number of base pairs the first 24 positions of the precursor
7 Occurrence of each base separately the first 50 positions of the flank
8 Base pair information the first 48 positions of the flank
9 Total number of each base separately the first 50 positions of the flank
10 Total number of base pairs the first 15 positions of the flank
11 Total number of base pairs the first 48 positions of the flank

included. The loop size is the same for each potential processing site for the same
microRNA, but should be included due to the potential relationship between loop
size and other features, especially precursor length. The precursor length and loop
size were considered as the same feature. The distance from the mature region to
the loop is important because only one microRNA has a mature region overlapping
with the loop. Note that this microRNA (hsa-mir-451) is radically different from the
other known human microRNAs, as its annotated precursor is only 42nts long, and
is therefore considered as an outlier in the analysis. As this classifier is created to
predict processing sites in unknown microRNAs, however, we generally do not know
the length or position of the mature region. Dicer’s processing of the mature region
from the precursor occurs at a later stage than the Microprocessor’s processing
of the primary transcript. Thus, the final length of the mature microRNA likely
has no influence on determining the Microprocessor complex’s processing site. The
distance from the 5’ end to the loop is therefore used instead of the distance from
the mature region to the loop.

All features listed in table 1 were used in the analysis. Feature 9 and 10, however,
showed to decrease the performance and were therefore excluded in the final version
of the SVM, see section 2.5.1 for details. For details about the features and how
they were calculated, see section 5.2.3 in Materials and Methods.

2.2 Performance of the Microprocessor processing site SVM

2.2.1 The SVM distinguishes between real and false processing sites

The machine learning method used in this study is the gist implementation of
support vector machine (SVM) (http://benzer.ubic.ca/gist/), using a gaussian

10



radial basis kernel function, see section 5.2.5 in Materials and Methods. SVMs have
been widely applied to the prediction and classification of important biological
signals such as promoters, translation initiation sites, splice sites and proteins [27],
and have recently been used in several studies predicting [27, 18, 34] and analysing
[29] microRNAs and siRNAs.

To test the performance of the SVM and give an estimate on unknown data, a 10-
fold cross-validation experiment was set up, where all potential processing sites for
the same microRNAs were put into the same fold to prevent bias in the prediction
estimates on unknown data. The known microRNAs fall into families with similar
mature sequence and secondary structure [35], and a regular 10-fold cross-validation
that randomly assigns microRNAs or processing sites to folds may therefore give
a biased estimate. In other words, by assigning microRNAs or processing sites
randomly into folds it is most likely that very similar processing sites end up in
different folds, which in turn means that the processing site in the test set has
partly been seen by the SVM during training. To avoid this, all members of the
same family were placed into the same fold. All performance estimates are based
on this 10-fold cross-validation procedure unless otherwise specified. See section
2.3 for details about this bias analysis.

The average score for the real processing sites is -0.0839, with a standard deviation
of 0.439, while the average score for the false processing sites is -0,968, with a
standard deviation of 0.592. It is a large difference in the average score for real
and false processing sites, meaning the SVM is able to distinguish real and false
processing sites. It is also interesting to see that the standard deviation is lower for
the real than false processing sites, which could mean that the real processing sites
are scored more stably. The ROC-curve in figure 3 shows that the SVM can truly
distinguish between real and false processing sites. For example, a sensitivity of
50.0% yields a specificity as high as 93.8%, which gives a positive prediction rate of
36.1%. Similarly, a sensitivity of 80.0% yields a specificity of 79.9% and a positive
prediction rate of 21.8%. The positive prediction rate for the 10, 20, 50 and 100
highest scored processing sites is 50.0% in all cases.

It is a very important factor that several processing sites belong to the same mi-
croRNA, which is the motivation for building the processing site SVM in the first
place. Although this is unknown for the SVM itself, this may, and probably will,
lead to a correlation in the score between the real and false processing sites for the
same microRNA. The results in this section only describe the overal performance
of the SVM, i.e. the performance independent of which microRNA the different
processing sites belong too.
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Figure 3: The SVM distinguishes between real and false processing sites. The figure shows the
ROC-curve from the 10-fold experiments, where the x-axis shows the relative number of false
processing sites and the y-axis shows the relative number of real processing sites.

2.2.2 The SVM predicts correct processing sites for over 43% of the
known human microRNAs

The SVM has a good performance at distinguishing between real and false process-
ing sites. However, the intuitive usage of the SVM is to predict which of the mi-
croRNA’s potential processing sites is the real one; that is, to predict the processing
site for any given candidate microRNA primary transcript. To take a closer look at
this performance, all processing sites were grouped by their respective microRNA,
such that each microRNA is evaluated separately. We designate a prediction to be
correct when the real processing site received the highest score, and false otherwise.
The prediction rate is the percentage of microRNAs with correct prediction.

The SVM predicted the real processing site for 141 of the 327 microRNAs, yielding
a prediction rate as high as 43.1%. Although the prediction rate gives a better
indication of the SVM’s performance than a simple cutoff value, it does not de-
scribe the overall performance for the microRNAs. Therefore, two addition factors
describing how well the SVM performed were calculated. First, the distance in
nucleotides from the 5’ end of the predicted processing site to the 5’ end of the real
processing site were calculated. The average distance for all the 327 microRNAs
is 1.13 nucleotides, which means that the predicted processing site averagely lies
within one nucleotide from the real processing site. Figure 4 shows the distribution
of the distances between the predicted and real processing sites. Second, the aver-
age number of false processing sites that received a higher score than the real was
1.66. Figure 5 shows the overall distribution of the number of processing sites with
a higher score than the real processing site.

Both these figures show that even for the microRNAs with false predictions, the
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real processing sites are nearby in both distance and score. There is in particular a
strong relationship between the position of the real processing site and the predicted
processing site, that is, the processing sites close to the real one gets in general a
high score. For example, 88.1% of the microRNAs’ real processing sites were within
a distance of two nucleotides from the predicted processing site.

Figure 4: Nearly 90% of the predicted pro-
cessing sites are within a distance of two
nucleotides from the real processing site.
Each bar shows the percentage of microR-
NAs with that particular distance between
real and highest scored processing site.

Figure 5: The number of false processing
sites with higher score than the real is not
random, that is, the real processing site is
more frequently found among the top scor-
ing sites. Each bar shows the percentage of
microRNAs where that particular number of
false processing sites received a higher score
than the real site.

2.2.3 Newly discovered microRNAs differ from the previously known

In the beginning of May 2006, while this work was in progress a new version of the
Sanger microRNA database was released, containing 130 new human microRNAs.
These were used as a separate independent test set.

Of the 130 microRNAs, two, hsa-mir-614 and hsa-mir-639, did not pass the valida-
tion step, failing to find any base pairs in the stem (test 2). Further, the algorithms
failed to find the real processing site for six microRNAs. Three of these, hsa-mir-
553, hsa-mir-563 and hsa-mir-626, were too short, having precursor lengths of 46,
45, and 48 nucleotides. The other three, hsa-mir-591, hsa-mir-611, and hsa-mir-
650, found 6, 5, and 2 false processing sites, but not the real site. In total, 122 of
the 130 new microRNAs were successfully processed and tested. This set is in the
following referred to as the independent test.

The performance for the independent test is shown in table 2. The prediction rate
for the independent test is 35.3% lower than the estimate given by the original
SVM. Further, the average distance between the predicted and real processing site
is increased by 111.4% and the average number of false processing sites with higher
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score than the real is increased by 128.1%. This is far from what the estimates
suggested. The ROC curve for the independent test is drawn in figure 6, as well as
the ROC curve for the original SVM as a reference, confirming the performance dif-
ference between the estimate and test set. Detailed predictions of the independent
test set can be found in appendix A.

Table 2: The performance of the SVM trained on the original set of 332 microRNAs is much better
than on an independent test of 130 new microRNAs and the SVM trained on the original dataset
plus the 130 new microRNAs. The table shows the prediction rate, the average distance between
predicted and real processing site, and average false processing sites with higher score than the
real site for the SVMs and test.

Pred. rate Distance Num false
Original SVM 43.1% 1.128 1.664
Independent test set 27.9% 2.385 3.795
Retrained SVM (452 microRNAs) 33.4% 1.668 2.281

However, published studies examining these new microRNAs state that they are
fundamentally different from the rest of the known microRNAs [20]. These 130 new
microRNAs were discovered with an experimental-based approach by sequencing
approximately 274,000 cDNA tags [25]. That is, they were first expressed, and then
computationally confirmed to be in a hairpin structure. But although they meet
the two criteria in the microRNA annotation [12], they are suspicious due to low
support among the tags and because only six were differentially expressed in a cell
line where Dicer expression was knocked down. Because of this, it has been raised
a question about whether these new microRNAs could be erroneously annotated
[20].

To investigate the properties of these new microRNAs, the SVM was retrained on
the original 332 plus the new 130. Table 2 shows the performance of the retrained
SVM, yielding a 22.5% lower prediction rate than the original SVM. Also the av-
erage distance between the predicted and the real processing site and the average
number of false processing sites with higher score than the real increased. With an
increase of 47.6% and 37.4% respectively for there two averages, the SVM shows a
great difficulty at predicting the newly released microRNAs, both when tested on
the original SVM and trained together with the existing microRNAs.

Figure 6 also includes the ROC-curve for the SVM retrained with the dataset in-
cluding the new microRNAs. The performance of the retrained SVM is better than
the independent test with the 130 new microRNAs. However, the new microRNAs
are only 28% of the the total training set, and still decrease the SVM’s performance
by 22.5% based on the prediction rates. It is therefore not surprising that these 130
new microRNAs also score a lot poorer than the original estimate. These results in-
dicate that the new microRNAs indeed differ from the already known microRNAs.
Whether this is due to bias in the set of known microRNAs or whether these new
microRNAs might have been misclassified due to the method of discovery remains
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Figure 6: The performance of both the independent test with the 130 new microRNAs and the
SVM trained with the original dataset plus the 130 new microRNA is lower than the original
SVM’s estimate.

a question.

2.3 Investigating the bias due to the microRNA family partition-
ing

2.3.1 A random fold distribution gives a biased estimate

The known microRNAs fall into families with similar mature sequence and sec-
ondary structure [35]. Currently 9 of the microRNAs have no family, and the
remaining 323 are divided into 157 different families, where the largest family, mir-
515, has 41 members.

A common technique to estimate a classifier’s performance on unseen data is to use
a standard 10-fold cross-validation, where the dataset is randomly divided into ten
evenly distributed folds with approximately the same size and the same number
of positive examples. Nine of the folds will be used as training while the tenth is
used as a test set. This process is repeated ten times such that each fold has been
tested once on a classifier trained on data other than the test set. This gives an
accurate estimate of the classifier’s performance on unknown data [36]. However,
this process assumes there is no correlation between the examples in the different
folds. In our case, where the microRNAs are divided into families according to
certain characteristics, this assumption is most likely wrong. The standard 10-fold
cross-validation can therefore give a too optimistic estimate.

To study this closer, as well as try to estimate this bias, we compared the perfor-
mance of the SVM trained using two different fold distributions. One, a random
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distribution of the microRNA, further referred to as the standard distribution, and
two, a distribution where all members of the entire family were put in the same
fold, referred to as the family distribution. The prediction rate estimate for the
standard distribution is 50.2%, compared to the 43.1% for the family distribution,
see table 3. Despite that the standard distribution and family distribution use the
same datasets and SVM, the standard distribution gives an estimate 16.3% higher
than the family distribution. Similarly, the performance for the average distance
between predicted and real processing site and average false processing sites with
higher score than the real site is 16.5% and 19.3% lower, respectively. The ROC
curves for both distributions are drawn in figure 7, confirming that the standard
distribution gives a higher performance estimate.

Table 3: A fold distribution where the entire families are put into the same fold gives a more
realistic performance estimate than a standard fold distribution, and is a better SVM than an
SVM using only one microRNA from each family. The table shows the prediction rate, the average
distance between predicted and real processing site, and average false processing sites with higher
score than the real site for the SVMs and test.

Pred. rate Distance Num false
Normal SVM, standard distribution 50.2% 0.942 1.343
Normal SVM, std. dist, famsize 1 only 41.4% 1.207 1.721
Normal SVM, std. dist, famsize 2 only 55.9% 0.882 1.397
Normal SVM, std. dist, famsize 3 only 53.2% 0.702 0.872
Normal SVM, family distribution 43.1% 1.128 1.664
Family SVM 38.7% 1.276 1.816
Family SVM test set 43.3% 1.110 1.634

To investigate this difference in more detail, the microRNAs from the standard
distribution were grouped together by the number of members in their families;
that is, the family size. To be more specific, as five microRNAs were missing in the
dataset and several microRNAs in the same family were put into the same folds,
each microRNA was grouped by the number of family members that were present
in other folds than it’s own fold. For example, if two microRNAs are in the same
family and both are put into the same fold, these will both be considered as family
size 1 microRNAs since they are tested on an SVM not trained on any microRNAs
from that family. Figure 8 shows the estimated prediction rate for each family size,
with the total prediction rate of 50.2% drawn as a reference line.

When only considering the microRNAs with a family size of 1, the prediction rate
is 41.4%, which is considerably lower than the overall estimate and indicates that
the families contribute to a positive bias. As a comparison, the prediction rates
on all the different family sizes except family size 4 are higher than the prediction
rate for family size 1. Especially family size 2 and 3 give us a good indication of
how large the bias is, as these contain both a fair number of microRNAs and a
fair number of different families. The prediction rate for the group of family size
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Figure 7: A standard fold distribution of the microRNA gives bias, resulting in a overestimated
accuracy on unseen data. The figure shows the ROC curves describing the 10-fold estimate when
the microRNAs in the same family are put into the same folds (family distribution), and when the
microRNAs are randomly put into folds (standard distribution). Additionally, the figure shows the
ROC curve when only microRNAs with family size 1 in the standard distribution are considered.

Figure 8: Dividing the microRNAs in folds randomly gives bias in the prediction estimate, as
microRNA with large family size tend to get higher prediction rate than those with family size 1.
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2 and 3 microRNAs is 32.2% higher than for the family size 1 microRNAs. Simi-
larly, the average distance between predicted and real processing site and average
false processing sites with higher score than the real site is 33.0% and 31.3% lower,
respectively. In other words, the SVM performs approximately 30% better on mi-
croRNAs in the same family as microRNAs used for training compared to unknown
microRNA families, which is important to consider in a performance estimate of
unknown data.

An estimate based on the assumption that unknown microRNAs are not in family
with the already known will remove the positive bias and give a much more realistic
performance estimate on unknown microRNAs. As there might be undiscovered
microRNAs that are in family with known microRNAs, however, the estimate based
on such an assumption might be an underestimate.

The prediction rate estimate for the family size 1 microRNAs is as mentioned
41.4%, which is 3.9% lower than the family distribution. The average distance
between the predicted and real processing site and the average number of false
processing site with higher score than the real is 7.0% and 3.4% higher, respectively.
The ROC curve for the family size 1 microRNAs is drawn in figure 7, giving a
ROC area 0.6% less than the ROC area for the family distribution. Although this
is not a significantly lower performance this could indicate that there is a larger
correlation between the known families than correlation between the microRNAs
with no other family members. The estimate given by the family distribution
involves the performance of the entire set, while the estimate given by the family
size 1 microRNAs only involves one third. As the results indicate that the family
size 1 microRNAs might not represent the entire set of microRNA families, the
family distribution estimate is therefore the best estimate on unknown data for
this SVM.

2.3.2 The SVM performs better when trained on all microRNAs rather
than on one per family

Distributing entire families into the same fold removes bias in the performance
estimate, as shown in the previous section. Another way of dealing with the bias is
to train the SVM on only one member from each family. In additional to removing
bias in the estimate, this will also remove bias in the prediction of unknown data.
That is, since the microRNAs in the same family have very similar characteristics,
the characteristics for the large-family microRNAs might be weighted heavier by the
SVM than single-family microRNAs, and therefore reduce the SVM’s performance
on new families. On the other hand, training on only one microRNA from each
family will reduce the size of the training set, which in turn may lead to a poorer
performance.

The SVM trained using a dataset with only one microRNA from each family is here
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referred to as the family SVM, and the SVM trained on the entire set of microRNAs
for normal SVM. The prediction rate for the normal SVM is the estimate given
by the family distribution, and should therefore be directly comparable with the
estimates from the family SVM. There are in total 166 families (version 8.1 of the
microRNA registry). However, three of the five microRNAs that missed the real
processing site have a family size of 1 (hsa-mir-198, hsa-mir-451 and hsa-mir-448)
and only 163 of the families are therefore processed, yielding 163 real processing
sites and 2,292 false processing sites. A list a of the microRNAs included in the
family SVM can be found in table B-1 in the appendix.

As shown in table 3, the prediction rate for the family SVM is 38.7%, which is a
performance 10.4% lower than the normal SVM. Similarly, the family SVM has an
average distance from the predicted and the real processing site of 1.28 nucleotides
and an average number of false processing sites with a higher score than the real
of 1.82 processing sites, which is 13.1% and 9.2% higher than the normal SVM.
The ROC curves for the normal and family SVM are drawn in figure 9, showing a
slightly better performance for normal SVM.

As the family SVM only uses 163 microRNAs as training set, the remaining 164
were used as a separate test set. Although this test set has not been used to train the
SVM it is important to note that this test set is not independent, as it completely
consists of microRNAs that are in families with exactly one microRNA already used
to train the SVM. In other words, a performance above the family SVM estimate
is expected. To be more precise, the expected performance for the test set is the
same as the performance for the family size 2 microRNAs of the normal SVM using
a standard distribution, as also this set of microRNAs have been tested on an SVM
trained on exactly one microRNA in the same family.

The performance rate for this test is 43.3%, while the average distance from the
predicted and the real processing site and average number of false processing sites
with a higher score than the real is 1.11 and 1.63, respectively. Compared to
the family size 2 microRNAs this is a 17%-26% lower performance. In fact, the
performance of the test is even only 0%-2% better than the normal SVM using the
family distribution. The performance of an SVM trained on the entire set of human
microRNAs is therefore better than the performance of an SVM trained on only
one human microRNA from each family.

2.4 The processing site SVM can be used for microRNA gene pre-
diction

2.4.1 Extracting six million hairpins from the human genome

To fully understand the regulation mechanism microRNAs are a part of, it is also
very important to discover the unknown microRNA genes, which has been a hot
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Figure 9: An SVM trained on the entire set of human microRNA gives a slightly higher performance
than an SVM trained on only one microRNA from each family. Also the family SVM test gives
poorer performance than expected.

topic the past 4-5 years. Although this SVM was built and trained to predict
Microprocessor processing sites, it is interesting to see how well it performs at
distinguishing microRNA genes and random hairpins. To investigate this, we set
up an experiment to test whether one can use the score of the best processing site
of a given sequence to separate microRNAs from random hairpins. In other words,
the predicted processing site, i.e. the processing site with the highest score, for a
microRNA represents the microRNA itself. Likewise, the predicted processing site
for each of the random hairpins represents the hairpins.

An initial set of hairpin candidates were extracted from the entire human genome
using a program called ScorePin [23]. Using a threshold score of 110, the program
found a set of 8,556,723 hairpin candidates. This set includes 326 of the 332 known
microRNAs; only hsa-mir-98, hsa-mir-198, hsa-mir-134, hsa-mir-384, hsa-mir-425,
and hsa-mir-484 were missed. At this early stage it is important to maintain as
high sensitivity as possible, as latter steps including more variables than only the
structure will be able to distinguish microRNA hairpins from random hairpins more
precisely [23]. Although this threshold does not give the optimal trade off between
sensitivity and specificity, it gives a sensitivity as high as 98% and a reasonable
number of random hairpins, relative to previous published results [24, 26], and was
therefore chosen to gather the initial set of hairpin candidates.

ScorePin is developed with special emphasis to extract hairpins from the entire
genome in a resonable time. To do this, ScorePin uses an edit distance-based algo-
rithm instead of a traditional secondary structure tool, scoring each hairpin candi-
date by how well it may be folded as a hairpin structure. Although the program
showed a great performance, it does not guarantee that the predicted secondary
structure for the hairpin candidate actually is a hairpin. It is therefore useful to
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run the random hairpin candidates through a verification, not only to eliminate
falsely predicted hairpins, but also to verify that the sequences have predicted sec-
ondary structures that can be processed by the program. The verification step for
the random hairpins is therefore the same as the verification step for the microR-
NAs, as described in section 2.1.1. 20.5% of the random hairpins were removed in
this verification step; 2.1% at test 1 and 18.5% at test 2. As a comparison, 0% of the
microRNAs were removed in this step. Note, however, that only the top predicted
secondary structure for each candidate is used in this filtering step, so some true
hairpins might be lost due to alternatively predicted secondary structures.

In total 6,798,341 random hairpins were processed, resulting in 75,124,493 potential
processing sites.

2.4.2 The SVM distinguishes random hairpins and microRNA genes

The set of random hairpins was scored by the SVM trained on the entire set of
known human microRNAs. The score for a random hairpin was, as mentioned, the
score of the highest scoring processing site for that random hairpin. Similarly, the
score of the predicted processing sites were the scores for the microRNAs. As the
score for a microRNA is independent for the real processing site, the five microRNAs
that did not give the real processing site were also included in this experiment. This
is consistent with an approach to discover new microRNA genes, in which we do
not know whether or not the correct processing sites have been included.

Figure 10 shows the ROC curve describing the performance of the SVM at dis-
tinguishing microRNAs and random hairpins. For a desired sensitivity, the ROC-
graph shows that the SVM can separate random hairpins from microRNAs with
high specificity. For example, a sensitivity of 10.1% gives a specificity 99.9751%. In
other words, a total number of 1,667 random hairpins have as high score as 10.1%
of the microRNAs. These random hairpins should be considered as microRNA can-
didates. In fact, 322 of these random hairpins are known microRNAs. As ScorePin
uses a fairly small window size of 14 nucleotides, several high-scoring predicted
hairpins could in reality be the same hairpin. This is also the case for the known
microRNAs in the initial set of random hairpins. These 322 known microRNAs
are in reality only 285 different microRNAs, as 37 is represented twice. Using an
estimate of a total of 1,000 human microRNAs, there are 668 microRNAs that
are unseen by the SVM. As ScorePin has a sensitivity of 98.2%, it is expected
that 655 of these 668 unseen microRNAs are included in the initial set of random
hairpins. Based on the 10-fold cross-validation estimate for unknown microRNAs,
10.1% (66) of these 655 unknown microRNAs are expected to be present among
the 1,345 novel microRNA candidates, that is, 4.9% of these 1,345 are expected to
be novel microRNA genes.

Further, if we increase the sensitivity to 30.0% this gives a specificity of 99.738%,
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Figure 10: The SVM distinguishes very well
between microRNA and random hairpins,
independent of which processing sites belong
to which microRNAs.

Figure 11: For gene prediction, an SVM
trained to distinguish microRNAs and ran-
dom hairpins gives a much better perfor-
mance than the original SVM trained to pre-
dict the processing site.

which means 17,427 microRNA candidates, of which 330 are known microRNAs.
Using the same estimates, the number of expected novel microRNAs among these
17,177 novel microRNA candidates is 197, or 1.1%. The highest percentage of ex-
pected novel microRNAs among the microRNA candidates is 30.8%, and is found
at a sensitivity of 0.612% and specificity of 99.99893%, yielding 72 microRNA can-
didates, of which 59 are known microRNAs. In other words, there are 13 novel
microRNA candidates, of which 4 are expected to be microRNAs.

A comparison of the microRNA scores and hairpin scores shows that there are
some major differences, especially in the score for the highest scoring processing
site and the standard deviation of the scores for a candidate’s processing sites.
The difference in the score of the predicted processing site is reflected in the ROC
curve. The average score for the predicted processing site is 0.0422 and -0.454
for the microRNAs and hairpins. Thus, microRNAs are on average scored higher
than random hairpins. The standard deviation of the scores from the candidates’
processing sites shows a striking difference between the microRNAs and random
hairpins. For the microRNAs, the standard deviation is much higher (0.518) than
for the random hairpins (0.249). This indicates that some of the microRNAs’
processing sites receive very good scores, while others very bad scores. To take a
closer look at this, the difference between the score for the predicted processing
site and the average score for all of the candidate’ processing sites was calculated.
This average difference is nearly 60% lower for the random hairpins (0.375) than
the microRNAs (0.910). These values give valuable information about how likely
the predicted processing site is compared to the rest of the potential processing
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sites, and in turn how likely the candidate is to be processed by the Microprocessor
in the first place. In other words, by using the SVM to predict a candidate’s
processing site, one additionally gains valuable information that can be used to
separate microRNAs from random genomic hairpins in a latter step.

2.4.3 An SVM trained to distinguish microRNAs and random hairpins
gives a much better performance

The approach to identify a set of microRNA candidates described in the previous
section uses only the score of the predicted processing site as a separation criteria,
and can therefore be seen as a parallell step to the processing site prediction. How-
ever, an SVM that includes the predicted processing sites alone and trains explicitly
to distinguish microRNAs and random hairpins is expected to give a much higher
performance, as random hairpins now are a part of the training.

To investigate this, a new SVM, called the gene prediction SVM, was created by
using the same features as the processing site SVM. However, the new SVM was
trained with the predicted processing sites in the known human microRNAs as
positive examples and the predicted processing sites in 3,000 random hairpins as
negative examples. A test set of 17,000 random hairpins representative for the entire
genome was used to test the performance of the new SVM. Figure 11 shows the
performance of the new SVM compared to the processing site SVM on the same test
set. As we can see from the figure, there is a drastic difference in performance. This
illustrates the importance of first predicting the processing site as a separate step
and then create a new SVM based on this information. An SVM including other
features that are shown to be characteristic for the microRNAs is expected to give
an even higher performance. These could be features that distinguish microRNAs
from hairpins but are independent of the processing site and therefore not included
in the processing site SVM, such as free energy, symmetry of hairpin and stability
of the secondary structure.

As described in the previous section, the processing site SVM gave a sensitivity of
30.0% at 99.738% specificity. Based on the two SVMs’ performance on the test
set, we can estimate the gene prediction SVM’s performance on the entire genome.
At this specificity the gene prediction SVM gives a 86.7% better sensitivity than
the processing site SVM on the same test set. Converted to the entire genome,
a specificity of 99.738% means approximately 17,177 novel microRNA candidates.
The sensitivity for the processing site SVM at this specificity was as mentioned
30.0%, and with an increase in the sensitivity of 86.7% the estimated sensitivity for
the gene prediction SVM is 56.0% at this specificity. In other words, over half of
the unknown microRNAs are expected to be among this set of ∼17,000 microRNA
candidates. Based on the estimate of 1,000 human microRNAs in total, 367 novel
microRNAs are expected in the set of 17,177 top-scoring random hairpins predicted
by the gene prediction SVM.
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2.5 Analysing which features are the most important in the SVM

2.5.1 The precursor and loop size, and base occurrences are most im-
portant for the processing site SVM

It is interesting to see which features are most important for the processing site
prediction. First, this gives a good idea of what features characterise the real
microRNAs, and second, it might give an indication of features that are important
for the Microprocessor processing itself. Thus, the features described in table 1
were removed one at the time and a new SVM was trained with the remaining
features. The performance is measured by the following four variables: 1) the ROC
area given by the ROC curve of real and false processing sites independent of which
microRNA the processing sites belong to; 2) the prediction rate; 3) the average
distance from the predicted to the real processing site, called average distance for
short; and 4) the average number of false processing sites found before the real,
called average false for short. The average distance and average false are based
on one calculation from each of the 327 microRNAs, and thus, the importance is
best described by a statistical significance test. However, none of these variables
are normal distributed and both have a very low distribution range. It it therefore
very difficult to calculate any good statistical significance. The variables’ relative
changes give, however, a good indication of the features’ importance.

Table 4 shows the results as the percentage change compared to the SVM based
on all features. As we can see from the table, three features, 1, 3 and 7, gave a
much lower performance when removed. Especially feature 1, which is the precursor
and loop size, had a drastic impact on all four variables. It is, for instance, very
interesting to see that this feature impacts the ROC area, average distance and
average false over twice as much as the other features. These results show that
the precursor and loop size is a very important characteristic for the microRNAs.
Further, feature 3 and 7, which are occurrences of the bases at each position in the
stems (3) and at the flank (7), show a lower performance in nearly all variables. This
indicates that also these two features should be considered important for predicting
the processing site. In addition, feature 8, the base-pair information for the 48 first
bases at the flank, gives a lower performance, although not as low as the three
others.

Five features, 2, 4, 5, 6, and 11, gave a small performance change. When removed,
almost all of them gave a higher average distance and average false, which indicate
that the features are indeed helping the SVM, although not dramatically. Removing
features 4, 5, or 6, though, results in a higher prediction rate, which indicates that
these features may create bias instead. To investigate this more carefully, all of
these three features were removed and a new SVM was trained. The result (see
table 4) showed a lower performance for this SVM, which indicates that these three
features also help the SVM.
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Table 4: Some features are more important for predicting the processing site than others. Each
feature was separately removed from the SVM. For each feature removed the SVM was re-trained
to measure the feature’s importance for processing site prediction, and used to classify a test
set to measure the feature’s importance in distinguishing microRNAs and random hairpins. The
performances are given as the percentage change compared to the SVM based on all features.

Feature Processing site prediction Gene pred
removed ROC area Pred. rate Avg dist. Avg false ROC area
1 -5.3% -13.4% 25.2% 26.6% 2.5%/-4.5%
2 -1.5% 0.0% 2.0% 7.2% 0.6%
3 -0.8% -7.9% -0.5% 10.2% 1.0%
4 -0.5% 1.6% 2.3% 3.0% 0.9%
5 -0.4% 1.6% 1.3% 4.3% -2.2%
6 -0.3% 1.6% 0.5% -1.8% -0.9%
7 -2.5% -15.0% 6.0% 12.3% 3.3%
8 -0.8% -3.9% 4.0% 10.0% -6,5%
9 1.0% 7.9% -3.0% -3.2% -0.8%
10 -0.2% 3.9% -0.7% -0.4% -5.3%
11 0.3% -1.6% 0.5% 0.5% -0.8%
4, 5 and 6 -1.6% -3.9% 8.2% 13.4% -
9 and 10 0.9% 11.0% -7.8% -2.7% -

Finally, the last two features, 9 and 10, gave a better performance when removed,
which suggests that these features should not be included in the processing site
SVM at all. A new SVM without these two features were created, showing a much
better performance (see table 4). This version of the SVM was therefore used as
the final version of the SVM.

In summary, the precursor and loop size, as well as the base occurrences in the entire
primary microRNA are the most important features for processing site prediction.
Further, the total number of each of the bases in the flank and the total number
of base-pairs at the first 15nts in the flank give bias and lower performance of the
SVM.

2.5.2 Loop size and base-pair information in the flank are most impor-
tant for gene prediction

The previous section looked at the features’ importance for processing site pre-
diction. It is also of great interest to determine which features are important for
distinguishing microRNAs and random hairpins. As the features originally were
selected to predict processing sites, this analysis is not complete. That is, it will
only look at the features used in this study and not all potential features for pre-
dicting microRNAs. However, it will indicate which features that are important
for microRNAs in general, and give a hint at which direction one should look when
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gathering features to distinguish microRNAs and random hairpins.

A test set of 20,000 random hairpins representative for the human genome was
tested on each of the SVMs created in the previous section. As the random hairpins
do not have any real processing sites, the only performance variable we can use is
the ROC area given by the ROC curve of microRNAs and random hairpins. The
score for the mircoRNAs and random hairpins are based on the predicted processing
sites for each of the microRNAs and random hairpins. Table 4 shows each SVM’s
performance change in percentage of the performance of the SVM based on all
features. As the performance now is measured by only one processing site from each
hairpin, the precursor length and loop size should be considered as two different
features and were therefore tested separately. Removing the precursor length gives
a performance 2.5% higher than when the precursor length was included. Removing
the loop size gives a performance 4.5% lower.

Three features; 1(II), 8 and 10, gave a performance lower than 3% when removed.
Feature 1(II) is the loop size. Features 8 and 10 is the base-pair information in the
flanking region and the total number of base-pairs in the first 15 positions of the
flank which are consistent with other studies [29].

Only one feature gave a performance increase higher than 3% when removed, which
is the base occurrences in the flanking region (feature 7). In contrast, feature 7
was one of the most important features when predicting the processing site. The
reason for this might be the large number of vector columns the features gives.
With 50 positions at each stem, each describing four different nucleotide types, this
yields 400 columns, which easily could create bias in such a relatively small test
set. That is, even though the base occurrences are important for fine-tuning the
Microprocessor processing site, other features are more important for separating
random hairpins from microRNAs. Random hairpins can for example have the
correct base-occurrences, but miss important secondary structure elements that
are essential for microRNAs.

The rest of the features only give a small change in performance. That is, as the
decision is made from only one performance variable, there might be relative large
bias and a performance change under 3% should therefore be considered as a small
change.

In summary, the loop size and the base-pair information in the flanking region, espe-
cially the first 15 bases, are the most important for distinguishing microRNAs and
random hairpins. Further, the base occurrences in the flanking region create bias
and should therefore be excluded. Note, however, that although these features are
important when the SVM is used to distinguish microRNAs and random hairpins,
it does not directly indicate that these features are the most important features for
microRNA discovery in general. That is, in this case the SVM distinguishes mi-
croRNAs and random hairpins in parallell to predicting the best processing site for
the candidates. An SVM trained to distinguish microRNAs and random hairpins
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given only the best processing site from each candidate would give a much better
indication of the features’ importance in microRNA discovery.

2.6 The SVM also predicts processing sites in other species

The SVM has so far only been trained and tested on human microRNAs, but it
is also of great interest to see how it performs on other species, both closely and
distantly related to human. 1,976 microRNAs from 15 species were used as a
test. Of these, 118 have not yet been mapped to a position in the genome and
can therefore not be classified by the SVM. Additionally, 15 microRNAs were too
short, 26 too long, and 14 did not find the real processing site due to a predicted
secondary structure that was different from the annotated secondary structure. All
these microRNAs passed the verification step. In total 1,803 of the microRNAs
were processed and classified by the SVM. The results for each specie are listed in
table 5.

Figure 12: The prediction rate for other species decreases with evolutionary distance from humans.
The figure shows the total prediction rate for the different evolutionary steps from human.

First of all, the prediction rate for 11 of these 15 species is much better than the
estimate for human microRNAs. However, this is not very surprising as many of
these microRNAs are homologs or in family with the human microRNAs, meaning
they got a very simliar mature sequence and structure. For a more in-depth study,
the predictions should be independent of conservation. That is, the microRNAs
should be classified on an SVM strictly trained on microRNAs in other families.
These results give, however, still a good impression of the performance on other
species.

To take a closer look on the relationship between diversity and prediction rate, the
species were grouped according to the diversity; see figure 12. The figure indicates a
higher prediction rate the closer the species are to human. We find a best prediction
rate in chimpanzee (hominidae) which has a genome highly conserved with the
human genome. We find the lowest prediction rate, which is even lower than the
estimate for unknown human microRNAs, in the non-vertebrate species (metazoa).
Some microRNA characteristics, such as the base-paring in the flanking region differ
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Table 5: The SVM predicts processing sites for other species, but gives a lower performance the
more evolutionary distant a specie is to human. The table shows how many of the microRNAs
found in the microRNA registry were removed due to an unknown location in the genome, a too
short precursor length, a too large precursor length, and because the real processing site was not
extracted. The SVM prediction rate describes the percentage of processed microRNAs that were
correct predicted, while the total prediction rate describes the percentage of microRNAs with
known location that were correct predicted, which means the microRNAs that did not make it
through the processing step are considered as a false prediction.
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Anopheles gambiae AGA 38 1 1 0 0 36 29.7% 30.6%
Apis mellifera AME 25 1 0 0 0 24 37.5% 37.5%
Bos taurus BTA 33 11 0 0 0 22 77.3% 77.3%
Caenorhabditis elegans CEL 114 1 2 3 1 107 21.2% 22.4%
Canis familiaris CFA 6 0 0 1 0 5 50.0% 60.0%
Danio rerio DRE 372 62 3 2 0 305 54.8% 55.7%
Drosophila melanogaster DME 78 1 0 3 1 73 27.3% 28.8%
Fugu rubripes FRU 130 0 0 0 0 130 55.4% 55.4%
Gallus gallus GGA 144 0 0 0 0 144 75.7% 75.7%
Macaca mulatta MML 71 9 0 0 3 59 85.5% 89.8%
Mus musculus MMU 340 10 6 15 6 303 59.1% 64.4%
Pan troglodytes PTR 83 16 0 0 0 67 92.5% 92.5%
Rattus norvegicus RNO 234 6 2 1 2 223 69.7% 71.3%
Tetraodon nigroviridis TNI 131 0 0 1 1 129 55.0% 55.8%
Xenopus tropicalis XTR 177 0 1 0 0 176 58.8% 59.1%
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Table 6: The gene prediction SVM gives a better performance than the other published prediction-
based approaches. The table shows the sensitivity for both the processing site SVM and the gene
prediction SVM at the same specificity as the other approaches.

Sensitivity
Approach Specificity Approach Proc site SVM Gene pred SVM
Sewer et al. 97% 71% 59% 89%
ProMir 96% 73% 62% 90%
Xue et al. 88.1% 93.3% 80.7% 96.5%

in metazoa compared to human [29]. The microRNAs in the non-vertebrate species
are processed by a Microprocessor that might have different characteristics from the
Microprocessor processing human microRNAs; for example, the Microprocessor is
larger (650kDa) in humans than in Drosophila melanogaster (500kDa) [9].

3 Discussion

3.1 The gene prediction SVM performs better than other prediction-
based MicroRNA discovery approaches

To get an indication how the processing site SVM and gene prediction SVM per-
form compared to other methods, we compared our results with the three other
prediction-based microRNA discovery approaches that estimate the sensitivity and
specificity. The sensitivity was chosen as the comparison variable; that is, the sen-
sitivity of the other approaches is compared to the SVMs’ sensitivity at the same
specificity. As all approaches, including ours, use different sets of hairpins and dif-
ferent number of microRNAs in the training set, there might be some bias in the
comparisons. We consider this bias as relatively small, as all approaches used test
sets that are fairly representable for the entire genome.

Table 6 shows the SVMs’ performance compared to the three other published ap-
proaches. The performance of the processing site SVM for gene prediction is much
lower than the other approaches. As the processing site SVM was only trained
to distinguish small differences between real and false processing sites and have
not seen any random hairpins during training, the lower performance is expected.
The gene prediction SVM, however, score much better than current approaches.
Despite the excellent performance, the gene prediction SVM was only meant as a
comparison to the processing site SVM on microRNA discovery and to illustrate
the potential gain of using the predictions of the processing site SVM in microRNA
gene prediction. The features used in the gene prediction SVM are therefore the
same as the ones used in the processing site SVM analyses. We expect even better
predictions when including other and more general microRNA characteristics, such
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as bulge symmetry and hairpin stability, and the statistics from the initial pro-
cessing site analysis. Nevertheless, these results illustrate the benefits of predicting
the potential Microprocessor processing site in hairpin candidates before predicting
whether the hairpin candidates are microRNAs.

3.2 Investigating the base-pair conservation in the flanking re-
gion

A recent study by Han et al. [28] suggests that the microRNA primary tran-
scripts are cleaved ∼13nts (at the 5’ stem) from the junction where the double-
stranded hairpin structures (dsRNA) splits into two single-stranded sequences (ss-
RNA). These results are consistent with Sætrom et al.’s work [29] that found that
the base-pair structure is conserved the first 13 bases of the flanking region, but
not beyond this point.

However, our results do not indicate a particular strong importance of this feature.
In fact, the results indicated the opposite; feature 10, the total number of base-
pairs the first 15nts of the flanking region, creates bias in the processing site SVM
and was therefore removed from the final version. The reason for this bias may
be that feature 10 only describes the base-pair conservation at the beginning of
the flanking region, and not the relationship between the beginning and the other
parts. This can therefore create bias by for example favoring short hairpins over
long hairpins.

A feature describing the distance between the junction and the processing site
would be an optimal replacement for feature 10. However, this turned out to be
very difficult due to the large bias in the secondary structure predictions. It has for
example been shown that 8 out of 10 experimentally investigated microRNA sec-
ondary structures were different from the predicted secondary structure, especially
in the areas around the loop and flanking region [31]. The bias in secondary struc-
ture prediction tools increases exponentially as a function of the sequence length.
As a relatively large flanking region is required to find the dsRNA-ssRNA junction,
the task become very difficult. Besides, it is a difficult task to define computation-
ally where the dsRNA-ssRNA junction is.

As an alternative solution, feature 10 was replaced by two new features: 1) the
total number of base-pairs the first 11 bases of the flanking region, counted from
the first position in the 3’ stem; and 2) the total number of base-pairs the 11 next
bases of the flanking region, that is, at position 12 inclusive to 22 inclusive, relative
to the 3’ stem. It is expected that these two features will describe the conservation
in the flanking region better than the original feature 10, as they not only describe
the number of base-pairs up to the expected dsRNA-ssRNA junction, but also the
number of base-pairs the same number of positions after the junction.

However, the results show only a small performance improvement. The ROC area
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and prediction rate were increased by 0.1% and 0.8%, while the average distance
between the predicted and real processing site and the average number of false
processing sites with higher score than the real were decreased by 3.2% and 5.2%,
respectively. This indicates that the processing site SVM does not find any strong
relation between the processing site and the number of base-pairing in the beginning
of the flank. One explanation could be that the base-pairing information in this
region is already covered by feature 8. It could be very interesting to see a more
in-depth study of the flanking region.

3.3 Examining four short microRNAs that may have falsely anno-
tated processing sites

The results from Han et al. also suggests that the microRNA primary transcripts
have two processing sites. The processing site ∼13nts from the dsRNA-ssRNA juc-
tion is called the productive processing site. Additionally, the primary microRNAs
can occasionally be cleaved at a distance of ∼13nts from the terminal loop, called
the abortive processing site. In the abortive processing the loop is mistaken as
the dsRNA-ssRNA junction, which occurs more frequently when there are small
internal loops near the productive processing site and lack of the same near the
abortive processing site. In other words, the abortive processing site is more likely
to be used when the precursor stems are joined together by a perfect or close to
perfect base-pairing.

Four human microRNAs have a precursor length shorter than 50 nucleotides, and
were considered as outliers in our study. Three of these (hsa-mir-553, hsa-mir-563
and hsa-mir-626) are newly predicted in a set of microRNA that are shown to
be fundamentally different from the previous known microRNAs [20]. The fourth
(hsa-mir-541) is radically different from the other microRNAs as the mature region
continues through the entire predicted terminal loop. The question whether these
four microRNAs are correctly annotated should therefore be raised. Figure 13 shows
a detailed analysis of three of these four microRNAs, where each microRNA’s score
is plotted as a function of the processing sites’ distance from the real processing
site. The SVM predicts a singel processing site region for hsa-mir-451 and hsa-
mir-533, with the predicted processing site a distance of 8nts from the annotated
processing site (figure 13a and 13b). The SVM did not find such a singel region
for hsa-mir-563 figure 13c). Hsa-mir-626 was not analysed due to an insufficient
number of potential processing sites.

As both hsa-mir-451 and hsa-mir-553 have a perfectly base-paired stem this could
indicate that the abortive processing of these two microRNAs has been detected
and annotated instead of the productive processing site, which the SVM predicts
8nts downstream from the currently annotated site. Also a fifth short hairpin,
hsa-mir-617, differ from the rest. Although it has a precursor length of 52, the
mature region overlaps with the loop, which is unusual. Similar to hsa-mir-451 and
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(a) Hsa-mir-451 (b) Hsa-mir-553

(c) Hsa-mir-563 (d) Hsa-mir-617

Figure 13: The SVM predicts a single processing site region for three of the four analysed short
microRNAs, including a predicted processing site with a relatively high score. The figures show
the score as a function of the processing sites’ distance from the annotated site.

hsa-mir-553, the SVM predicts a singel processing site region with the predicted
processing site a distance of 3nts downstream from the annotated processing site;
see figure 13d.

In summary, the results from the processing site SVM combined with recent research
indicate that three short microRNAs (hsa-mir-451, hsa-mir-553, and hsa-617) might
have a falsely annotated processing sites. That is, it might be the abortive pro-
cessing that cleaved the microRNAs when their expression were detected. Further
investigation of these microRNAs is encouraged. The forth examined short mi-
croRNA (hsa-mir-663) also differ from the previously known microRNAs. However,
the processing site SVM does not clearly indicate that the abortive processing site
has been annotated for this microRNA.

4 Summary & Conslusion

This work describes an approach to predict the Microprocessor processing site in
any given microRNA candidate. Eleven different features from the entire primary
microRNA transcript were calculated. These features were related to the Micropro-
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cessor processing site and include both structural features such as percursor length,
loop size, distance from the 5’ end to the loop and base-pair information, and se-
quence features such as occurrences of the different nucleotides at each position in
the primary microRNA. An SVM was then trained with the known human microR-
NAs’ real processing site as positive examples and all other possible processing sites
in the known human microRNAs as negative examples.

The SVM correctly predicts the annotated processing site for 43% of the known
human microRNAs, based on a performance estimate from 10-fold cross-validation.
To avoid a positive biased estimate due to closely related microRNAs, both real
and false processing sites from all microRNAs in the same family were placed in
the same fold. The predicted processing site is on average within a distance of one
nucleotide from the real processing site, which means that for many of the cases
where the SVM falsely predict a processing site, it is close enough to the real site,
to be used in a latter step of gene prediction.

The SVM was also used to distinguish microRNAs and random hairpins extracted
from the entire human genome. Although the SVM was trained to only distinguish
real and false processing sites in human microRNAs and has not seen any random
hairpins during training, it also performs well for microRNA gene prediction. Fur-
ther, the results show that an SVM trained explicitly to distinguish microRNAs
and random hairpins can give 87% higher sensitivity at the same specificity. An
SVM that additionally includes other features known to be characteristic for the
microRNAs is expected to give an even better performance.

To get an indication of the most important features in the processing site SVM
and, thus, the Microroprocessing process, each of the eleven features were removed
separately from the SVM. This revealed that the most important features are the
precursor length and loop size, and tre nucleotide occurrences on each position
in the precursor and in the flanking region. Similarly, a representative test set
of random hairpins were then classified with each of the different SVMs with one
feature removed. This was done to get an idea of the different features’ importance
at separating random hairpins from true microRNAs. The results indicate that the
loop size, base-pair information in the flanking region and total number of base-
pairs the first 15nts of the flank are the most important features distinguishing
microRNAs from random hairpins.

MicroRNAs from 15 other species were also classified by the SVM. The 15 species
were selected from all levels of evolutionary diversity from human, and included
1,976 microRNAs in total. The results showed that the SVM performed very well
on all species but the non-vertebrates and that the prediction rate decreases with
evolutionary distance from humans. Although these microRNAs were not used
to train the SVM, many of the microRNAs are homologs to human microRNAs
and are therefore not representable for the unknown microRNAs in their respective
species. For a more in-depht study, the microRNAs’ conservation with microRNAs
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used for training should be considered.

In general, the processing site SVM is useful for microRNA discovery in two ways.
One, it predicts the processing site for any given hairpin structure. This predicted
processing site can be used to calculate more distinct features, which in turn will
increase the accuracy of the microRNA predictions. Two, it gives information that
can be used to distinguish microRNAs genes and genomic hairpins directly. This
is not only information about how likely the predicted processing site is, but also
information about the difference between the predicted and the other potential pro-
cessing sites. This information can be used to extract novel microRNA candidates
directly, or it can be used as new features in microRNA gene prediction. Prelimi-
nary results show that an SVM that uses the predictions from the processing site
SVM and trains explicitly to separate microRNAs and random hairpins performs
better than all the current prediction-based approaches.

A natural next step will therefore be to train a new machine learning algorithm
based on the features used in this work, the information generated by the processing
site SVM, and other general features that have shown to distinguish microRNAs
and random hairpins. The algorithm should be trained explicitly to distinguish
microRNAs and random hairpin structures, and aim to extract a small set of novel
microRNA candidates for experimental verification.

This work is the first of its kind and will hopefully increase the accuracy of compu-
tationally microRNA gene discovery, as well as contribute to a better understanding
of the microRNA processing.

5 Materials and Methods

5.1 Materials

The microRNA registry [13] is a publicly available database of all annotated mi-
croRNA sequences. The set of known human microRNAs used to train and estimate
the performance of the SVM was downloaded from version 8.0 of February 2006
of the microRNA registry (ftp://ftp.sanger.ac.uk/pub/mirbase/sequences/
8.0/genomes/hsa.gff). The unseen independent test set with 130 new human mi-
croRNAs was downloaded from version 8.1 of May 2006. Version 8.1 was also used
for downloading microRNAs sequences for all other species than human.

The partitioning of known microRNAs into families was downloaded from version
8.1 of the microRNA registry, and is consistent with version 7.0 of the RNA fam-
ily database Rfam [35] (ftp://ftp.sanger.ac.uk/pub/mirbase/sequences/8.1/
miFam.dat.gz).

The random hairpins used for microRNA gene prediction were extracted from the
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1 def FindProce s s i ngS i t e s ( ) :
2 loopstart = FindLoopPosit ion5prime ( )
3 foreach po s i t i o n p from loopstart to 0 :
4 i f p base−pa i r s with a 3prime nuc l e o t i d e :
5 lastBP5 = p
6 lastBP3 = the po s i t i o n base−par ing with p
7 pos3End = ( the d i s t ance from p to lastBP5) + lastBP3 + 2
8 i f the d i s t ance from p to pos3End < 50 :
9 continue

10 e l i f the d i s t ance from p to pos3End > 80 :
11 break
12 processing sites . add ( [ p , pos3End ] )
13 return processing sites

Listing 1: Pseudo code for finding all potential processing sites in a sequence.

entire human genome. The DNA sequences are based on NCBI build 35 of Novem-
ber 2005, and were downloaded from the Ensembl FTP site (ftp://ftp.ensembl.
org/pub/release-37/homo sapiens 37 35j/data/fasta/dna/). The DNA sequences
consist of the 24 chromosomes, the mitochondrial chromosome, and the nonchromo-
somal sequences, i.e. DNA that has not yet been assembled to a chromosome.

5.2 Methods

5.2.1 Extracting and processing the processing sites

Four principles to define the concept of a processing site were used in all analyses
and experiments: 1) the microRNA’s processing site is strictly defined by the 5’
end of the processing site; 2) all processing sites give a two nucleotides overhang on
the 3’ end, that is, the 3’ end has two additional bases relative to the 5’ end; 3) the
distance between the 5’ end and the 3’ end must be between 50 and 80 nucleotides;
that is, the allowed precursor length is between 50 and 80 nucleotides; and 4) the
positive processing site is the processing site where the 5’ end is the same as the
real 5’ end as found in the microRNA registry [13].

The algorithm that extracts all possible processing sites from a microRNA candidate
is based on the three first principles. Listing 1 shows the pseudo code for this
algorithm. The fourth principle is used in the latter step where the processing sites
are divided into the positive and negative examples.

5.2.2 Estimating the classifier’s performance

All performance estimates were based on 10-fold cross-validation. A standard fold
distribution, which was used in the family SVM and in one version of the normal
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Figure 14: A position refers to a unique nucleotide. The index number refers to the distance
from the nucleotide to the processing site. The postfix ’a’ and ’b’ refers to the 5’ and 3’ stem,
respectively. The position reference system is therefore applicable to any given primary microRNA.

SVM, assigns each microRNA to a random fold that is not already full. This
means that all processing sites from the same microRNA were located in the same
fold. As there are five microRNAs missing the real processing site and the different
microRNAs have different number of false processing sites, this could lead to slightly
uneven folds. This was, however, not considered to give a significant bias, and was
necessary in order to measure the performance of each microRNA candidate and
not only the overall performance of the set of real processing sites compared to the
false processing sites. The final performance estimate for the SVM was, however,
based on a family distribution of the dataset. The family distribution assigns all
microRNAs from the same family into the same fold. To ensure as even folds
as possible, the families were first sorted by their size. The largest family not yet
assigned to a fold was put into the currently smallest fold. This process was repeated
until all families had been assigned to a fold. As the largest family consists of 40
microRNAs this gave one fold that was larger than the others. However, results
showed that this did not give a noticeable bias.

5.2.3 Calculating the features

All features used in the analysis, except the loop size, are specific to the particular
processing site candidate they are describing. Figure 14 shows how each nucleotide
in any given primary microRNA with a defined processing site is referred to with a
unique position index, consisting of a number and a postfix letter. The number refer
to the distance from the processing site, where the nucleotides in the microRNA
precursor is referred to with a positive distance, while the nucleotides in the flanking
region is referred to with a negative distance. The distance for the first nucleotide
of the stem is defined as 0 and the first nucleotide of the flank is defined as 1. Due
to the two nucleotides overhang at the processing site, position 1 in the 5’ stem will
not necessary match position 1 in the 3’ stem. In other words, the nucleotides in the
5’ stem and 3’ stem are indexed separately. To avoid confusion, the positions in the
5’ stem is given the postfix ’a’ while the positions in the 3’ stem the postfix ’b’; for
example, position ’4a’ refers to the 4th nucleotide in the 5’ precursor stem.
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Table 7: The table shows a detailed description of the features used in the analysis, where each
feature is relative to the specific processing site they describe.

Id Index Feature description

1
1 Precursor length; distance from pos 0a inclusive to 0b inclusive
2 Loop size

2 3 Distance from position 0a inclusive to the loop exclusive

3
4 - 99 Occurrence of each base separately at pos 0a to 23a, both incl
100 - 195 Occurrence of each base separately at pos 23b to 0b, both incl

4 196 - 219 Base-pair information for and inclusive pos -2 to 21, relative to
the 5’ stem

5
220 - 223 Total number of each base separately from pos 0a to 23a, both

incl
224 - 227 Total number of each base separately from pos 23b to 0b, both

incl
6 228 Total number of base-pairs from pos -2 to 21 relative to 5’ side,

both inclusive

7
229 - 428 Occurrence each base separately at pos -50a to -1a, both incl
429 - 628 Occurrence each base separately at pos -1b to -50b, both incl

8 629 - 676 Base-pair information for and inclusive pos -50 to -3 relative to
5’ side

9
677 - 680 Total number of each base separately from pos -50a to -1a, both

inclusive
681 - 684 Total number of each base separately from pos -1b to -50b, both

inclusive
10 685 Total number of base-pairs from pos -17 to -3 relative to the 5’

stem, both inclusive
11 686 Total number of base-pairs from pos -50 to -3 relative to the 5’

stem, both inclusive
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1 def FindLoop ( ) :
2 loop start, loop end = −1
3 flag loop = 0
4 foreach po s i t i o n p in the minimum precur so r :
5 bp p = the po s i t i o n base−pa i r i n g with p
6 i f flag loop != 1 :
7 i f bp p and bp p > p and bp p i s i n s i d e the minimum precur so r :
8 loop start = p + 1
9 e l i f bp p and bp p < p and loop start > −1:

10 loop end = p − 1
11 flag loop = 1
12 else :
13 i f bp p and bp p > p and bp p i s i n s i d e the minimum precur so r :
14 endloop1 = the c l o s e s t p o s i t i o n < p that i s base−pa i r i n g
15 startloop1 = the po s i t i o n base−pa i r i n g with endloop1
16 loop start = ( the c l o s e s t p o s i t i o n < startloop1 that base−

pa i r s ) + 1
17 startloop2 = p
18 endloop2 = the po s i t i o n base−pa i r i n g with startloop2
19 loop end = ( the f i r s t p o s i t i o n > endloop2 that i s base−

pa i r i n g ) − 1
20 continue at po s i t i o n p = loop end
21 return [loop start, loop end]

Listing 2: Pseudo code for finding the loop in a hairpin structure.

Table 7 shows a detailed description of the features used in the analysis. All features
were designed for precursors with flanking regions of 50nts. As the maximum
precursor length is 80nts, the maximum sequence length we consider is 180nts.

The size of the loop is calculated by an algorithm that detects the beginning and
end of the loop. The algorithm has one premiss; that there must be a closed loop
within the 50nts of the minimum precursor. Listing 2 shows the pseudo code for the
algorithm that detects the loop. The algorithm works in two steps. The algorithm
first finds the first closed loop inside the minimum precursor and then searches
for base-pairs that create new closed loops inside the minimum precursor. If any
additional loops are found, these loops are considered as the same loop and the
start and end indexes are extended accordingly.

The occurrence of bases at one specific position results in four columns with a binary
value for each of the four nucleotide types, according to whether that nucleotide
type occurs at that position or not. For example, occurrences of bases for the
sequence ACGG will be [1,0,0,0, 0,1,0,0, 0,0,1,0, 0,0,1,0]. The total number of
bases in a subsequence is the number of occurrences of each of the four nucleotide
types in that subsequence. The example sequence above yields a total number of
bases equal to [1,1,2,0].

The base-pair information for each position is calculated strictly from the position
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indexes, independent of the degree of asymmetri in the stem. That is, the base-
pair value for a position relative to the 5’ side is the average number of nucleotides
base-pairing in that position on the 5’ stem and in that position plus two on the 3’
stem. The base-pair value BPx at a position x is:

BPx =

 0 if neither pos xa nor (x + 2)b is base-paring with the other stem
0.5 if either pos xa or (x + 2)b is base-paring with the other stem
1 if both pos xa and (x + 2)b is base-paring with the other stem


Note that BPx = 1 does not necessarily mean that the two nucleotides are base-
pairing with each other, but only that both are base-paring with a nucleotide in
the opposite stem. The total number of base-pairs for an area is the sum of all the
BPx for each position x in that area.

5.2.4 The classifier uses two different secondary structure predictions

As mentioned, to be able to include features from the 50nts flank, a sequence length
of 180nts is necessary. As the features include base-pair information in the flank, a
secondary structure prediction of the entire 180nts sequences is also required.

However, the secondary structure predictions of the 180nts sequences often differ
from the secondary structure predictions of the hairpin structures alone, which
typically are 90-110nts long. As the algorithm that extracts potential processing
sites from a sequence is entirely based on the secondary structure prediction, the
difference between the structure of the 180nts sequence and the structure of the 90-
110nts annotated sequence could therefore impair the precision of the algorithm.
Also the features involving base-pair information will be impacted by such a differ-
ence in the secondary structure. A subsequence of the 110 nucleotides in the center
of the original 180nts sequence was therefore folded into a secondary structure, and
is referred to as the 110nts folding.

20.5% of the random hairpins failed the verification step described in section 2.1.1
using the 110nts foldings, against 35.3% when the 180nts foldings were used. All the
known microRNAs passed the verification step when both the 110nts and the 180nts
foldings were used. However, this verification step should not be considered as a
step to eliminate bad hairpins and distinguish random hairpins from microRNAs,
but to insure that there are at least one potential processing site present and that
all features can be calculated. Further, the SVM showed a better performance when
the features involving the precursor’s secondary structure, features 1, 2, 4 and 6,
were calculated based on the 110nts foldings rather than the 180nts foldings (results
not shown).

Based on these results, the processing site detection and the features involving
the precursor’s secondary structure were based on the 110nts foldings, despite that
this could give an inconsistent set of features for some of the candidates. All
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secondary structures were predicted using version 1.4 of RNAfold [37, 38]. The
default parameter setting was used, and only the top predicted secondary structure
was considered.

5.2.5 SVMs combined with kernels give non-linear classification

The machine learning method used in this work is the gist implementation of the
support vector machine (SVM) (http://benzer.ubic.ca/gist/). SVM is a lin-
ear machine learning method that can be used for classification and regression [39].
The SVM uses dot product to find the similarity between two instances. Combined
with a separate weight for each instance, the SVM classifies an unknown instance
according to the similarity between the unknown instance and the entire set of
known instances. For a training set X with N instances, let instance xi in X have
the label li and weight αi. The score F (y) for an unknown instance y is given by

F (y) = sgn(
N∑

i=1

liαi‖xi, y‖)

The training of the SVM consists of optimizing the weights αi for 0 < i ≤ N . This
is done by maximizing

N∑
i=1

αi −
1
2

N∑
i=1

N∑
j=1

liljαiαj‖xi, xj‖

such that

0 ≤ αi ≤ Ci and
N∑

i=1

liαi = 0

where Ci is the penalty parameter for misclassifying instance xi.

For data that is not possible to separate linearly, the SVM can be combined with a
kernel to enable non-linearity [40, 39]. That is, the SVM now uses a kernel function
instead of the dot product to find the similarity between two instances. This kernel
function maps the non-linear data into a higher dimensional space where the data
is more likely to be linearly separable, and returns a score of the similarity between
the two instances in this higher space. An example of such a kernel function is the
gaussian radial basis function which maps the data to the Hilbert space of infinite
dimensions [40]. For two instances x and y, the similarity score K(x, y) between
them is given by

K(x, y) = exp(−‖x, y‖2

2w2
))
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where w is the width of the kernel. The width can be optimised or chosen in some
heuristic manner; for example as the median of the distance from each positive
training point to the nearest negative training point.

5.2.6 Extracting genomic hairpin structures using ScorePin

The set of random hairpins used for the microRNA gene prediction was extracted
from the entire human genome, using a program called ScorePin [23]. In general,
ScorePin is based on the edit distance algorithm and uses dynamic programming
and several states to calculate the structural similarity between the given sequence
and a hairpin structure with a perfect base-paired stem. ScorePin uses in other
words the predicted base-pairing in the stem alone as scoring criteria.

ScorePin is designed to quickly find hairpin structures in large amount of data,
typically entire genomes, and differ from the traditional RNA folding tools such
as Vienna [38] because of the low runtime. That is, instead of finding the most
likely secondary structures for a given sequence, ScorePin predicts how likely the
sequence is to be folded like a hairpin structure. By doing so, ScorePin reduces
the runtime from O(n3), which is the runtime for the RNA folding tools, to O(n2),
where n is proportional to the sequence length. Adding additional constraints
such as maximun hairpin asymmetry reduces the runtime further to O(n), which
in practice means ScorePin uses one day to extract hairpin structures from the
entire genome, compared to six months for the traditional RNA folding tools. As
this work is strictly time limited, ScorePin was used instead of a traditional RNA
folding tool.

ScorePin assigns a score to each position in the input sequence based on the sim-
ilarity score where that position is in the middle of the hairpin loop. In this way,
ScorePin enables the user to extract a set of hairpin structures according to a pre-
ferred sensitivity or specificity. For our approach, a high sensitivity was crucial, and
a threshold of 110 was chosen, which gives a sensitivity of 98.2%. A window size
of 14 was chosen, which means that all high-scoring positions within each window
size of 14 position are considered as the same hairpin.
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A Prediction results for the newly discovered microR-
NAs

Table A-1: The table shows the prediction results for the 130 newly discovered microRNAs [25].
Two of these (hsa-mir-614 and hsa-mir-639) failed the verification step and could therefore not be
predicted at all. Six of the remaining 128 (hsa-mir-553, hsa-mir-563, hsa-mir-591, hsa-mir-611, hsa-
mir-626, and hsa-mir-650) did not give the real processing site. The table shows the score assigned
to the predicted processing site and the real processing site. Further, the table shows the distance
from the predicted processing site to the real site (Dist) and the number of false processing sites
that got a higher score than the real (# false). Finally, the table shows the average and standard
deviation of the processing sites’ scores.

Predicted Real # Avg
MicroRNA Site Score Site Score Dist false score Stdev
hsa-mir-33b 60,120 -0.04 60,120 -0.04 0 0 -0.75 0.50
hsa-mir-411 62,118 0.39 62,118 0.39 0 0 -0.93 0.65
hsa-mir-421 59,122 0.05 61,120 -0.42 2 2 -0.84 0.57
hsa-mir-449b 61,120 0.34 60,121 -0.22 -1 1 -0.81 0.57
hsa-mir-532 60,121 -0.32 61,120 -0.59 1 1 -1.01 0.37
hsa-mir-548a-1 61,119 -0.01 61,119 -0.01 0 0 -0.87 0.41
hsa-mir-548a-2 61,120 0.19 61,120 0.19 0 0 -0.87 0.53
hsa-mir-548a-3 61,119 1.21 61,119 1.21 0 0 -0.80 0.69
hsa-mir-548b 61,119 0.44 61,119 0.44 0 0 -0.85 0.59
hsa-mir-548c 61,119 0.72 61,119 0.72 0 0 -0.74 0.62
hsa-mir-548d-1 61,119 0.45 61,119 0.45 0 0 -0.90 0.71
hsa-mir-548d-2 61,119 0.60 61,119 0.60 0 0 -0.81 0.55
hsa-mir-549 59,121 0.21 63,117 -0.56 4 4 -0.87 0.64
hsa-mir-550-1 58,122 -0.02 60,120 -0.15 2 2 -0.81 0.48
hsa-mir-550-2 59,121 0.16 60,120 -0.03 1 1 -0.77 0.48
hsa-mir-551a 60,120 -0.10 60,120 -0.10 0 0 -0.89 0.44
hsa-mir-551b 59,121 -0.16 60,120 -0.20 1 1 -1.14 0.57
hsa-mir-552 60,121 0.41 62,119 -1.21 2 2 -0.94 0.56
hsa-mir-553 59,121 0.24 - - - - -0.81 0.57
hsa-mir-554 60,121 0.09 58,123 -0.10 -2 2 -0.85 0.64
hsa-mir-555 61,120 0.23 55,126 -1.46 -6 6 -1.01 0.61
hsa-mir-556 61,119 0.06 60,120 -0.22 -1 1 -0.98 0.58
hsa-mir-557 59,122 0.35 64,117 -0.76 5 5 -0.87 0.53
hsa-mir-558 56,124 0.44 63,118 -0.76 7 7 -0.71 0.54
hsa-mir-559 59,122 -0.05 59,122 -0.05 0 0 -0.78 0.49
hsa-mir-560 59,121 0.60 55,125 -0.79 -4 4 -0.67 0.49
hsa-mir-561 62,119 0.29 62,119 0.29 0 0 -0.74 0.62
hsa-mir-562 60,121 0.06 59,122 -0.61 -1 1 -0.94 0.59
hsa-mir-563 58,124 -0.19 - - - - -0.78 0.45
Continues next page
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Table A-1 - continued from previous page

Predicted Real # Avg
MicroRNA Site Score Site Score Dist false score Stdev
hsa-mir-564 59,122 -0.05 59,122 -0.05 0 0 -0.46 0.26
hsa-mir-565 53,128 -0.55 55,126 -0.86 2 2 -0.81 0.16
hsa-mir-566 63,117 -0.23 64,116 -0.68 1 1 -0.79 0.38
hsa-mir-567 61,119 -0.27 61,119 -0.27 0 0 -0.94 0.39
hsa-mir-568 64,117 0.04 58,123 -0.94 -6 6 -0.96 0.63
hsa-mir-569 59,121 0.39 58,122 -0.90 -1 1 -1.07 0.55
hsa-mir-570 61,120 0.20 61,120 0.20 0 0 -0.62 0.46
hsa-mir-571 61,120 -0.07 57,124 -1.05 -4 4 -0.81 0.53
hsa-mir-572 60,120 0.00 64,116 -1.04 4 4 -0.72 0.38
hsa-mir-573 60,119 0.04 56,125 -0.52 -4 4 -0.99 0.56
hsa-mir-574 57,123 -0.19 62,118 -0.48 5 5 -0.67 0.35
hsa-mir-575 59,120 0.18 54,127 -1.10 -5 5 -0.71 0.56
hsa-mir-576 61,119 0.09 59,121 -0.11 -2 2 -0.96 0.72
hsa-mir-577 60,121 0.41 62,119 -0.52 2 2 -0.87 0.68
hsa-mir-578 63,117 0.05 61,119 -0.12 -2 2 -1.12 0.74
hsa-mir-579 63,117 -0.09 61,119 -0.11 -2 2 -0.90 0.61
hsa-mir-580 60,121 0.25 60,121 0.25 0 0 -0.95 0.64
hsa-mir-581 60,121 -0.18 60,121 -0.18 0 0 -0.92 0.51
hsa-mir-582 58,122 0.13 60,120 0.03 2 2 -0.86 0.67
hsa-mir-583 63,117 -0.21 60,120 -0.52 -3 3 -1.08 0.50
hsa-mir-584 59,121 0.60 59,121 0.60 0 0 -0.89 0.74
hsa-mir-585 60,120 -0.02 64,116 -1.32 4 4 -0.95 0.60
hsa-mir-586 59,122 0.02 62,119 -0.57 3 3 -0.75 0.42
hsa-mir-587 60,120 0.45 55,125 -1.30 -5 5 -0.91 0.63
hsa-mir-588 61,119 0.07 61,119 0.07 0 0 -0.79 0.51
hsa-mir-589 60,121 0.47 60,121 0.47 0 0 -0.91 0.60
hsa-mir-590 59,122 0.18 60,121 -0.19 1 1 -1.00 0.70
hsa-mir-591 53,108 -0.48 - - - - -0.96 0.39
hsa-mir-592 60,120 0.11 60,120 0.11 0 0 -0.92 0.69
hsa-mir-593 63,117 0.06 54,126 -0.91 -9 9 -1.14 0.66
hsa-mir-594 61,119 0.10 59,123 -1.01 -2 2 -1.06 0.63
hsa-mir-595 62,124 -0.01 57,124 -0.86 -5 5 -0.98 0.48
hsa-mir-596 61,120 0.36 63,118 -0.73 2 2 -0.92 0.56
hsa-mir-597 58,122 0.17 59,121 -0.39 1 1 -0.83 0.58
hsa-mir-598 58,123 0.30 61,120 0.05 3 3 -0.96 0.56
hsa-mir-599 59,123 0.07 62,118 -0.70 3 3 -0.84 0.48
hsa-mir-600 61,119 -0.13 63,117 -1.13 2 2 -0.84 0.44
hsa-mir-601 59,124 -0.18 62,119 -0.20 3 3 -0.85 0.44
hsa-mir-602 60,121 0.27 61,120 0.06 1 1 -0.83 0.56
hsa-mir-603 61,120 0.80 61,120 0.80 0 0 -0.89 0.65
Continues next page
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Table A-1 - continued from previous page

Predicted Real # Avg
MicroRNA Site Score Site Score Dist false score Stdev
hsa-mir-604 64,117 0.02 56,124 -1.06 -8 8 -1.00 0.52
hsa-mir-605 61,120 0.29 62,119 0.04 1 1 -0.72 0.56
hsa-mir-606 61,119 0.22 52,128 -1.52 -9 9 -0.86 0.56
hsa-mir-607 60,121 0.21 60,121 0.21 0 0 -0.75 0.41
hsa-mir-608 53,112 -0.81 55,110 -0.95 2 2 -1.01 0.09
hsa-mir-609 57,123 0.40 58,122 -0.39 1 1 -0.85 0.70
hsa-mir-610 60,121 -0.22 60,121 -0.22 0 0 -0.75 0.33
hsa-mir-611 66,129 -0.67 - - - - -0.92 0.18
hsa-mir-612 61,120 0.29 59,122 0.20 -2 2 -0.65 0.58
hsa-mir-613 63,120 -0.15 57,123 -0.69 -6 6 -1.04 0.52
hsa-mir-614 - - - - - - - -
hsa-mir-615 63,117 -0.08 59,121 -0.77 -4 4 -0.75 0.40
hsa-mir-616 58,122 -0.04 59,121 -0.16 1 1 -1.01 0.63
hsa-mir-617 60,120 0.36 63,117 -0.71 3 3 -0.86 0.73
hsa-mir-618 62,119 0.45 57,123 -0.69 -5 5 -0.82 0.70
hsa-mir-619 61,120 -0.42 61,120 -0.42 0 0 -1.13 0.55
hsa-mir-620 62,118 0.12 53,127 -1.58 -9 9 -0.97 0.57
hsa-mir-621 62,118 -0.04 61,119 -1.03 -1 1 -0.71 0.46
hsa-mir-622 63,117 0.25 58,122 -0.06 -5 5 -0.89 0.55
hsa-mir-623 61,123 0.19 56,125 -0.93 -5 5 -0.86 0.53
hsa-mir-624 57,123 0.01 61,119 -0.40 4 4 -0.86 0.52
hsa-mir-625 61,120 0.07 61,120 0.07 0 0 -0.69 0.47
hsa-mir-626 51,109 -0.78 - - - - -1.00 0.16
hsa-mir-627 61,119 0.12 60,120 -0.02 -1 1 -1.02 0.57
hsa-mir-628 60,121 0.43 62,119 -0.54 2 2 -1.03 0.61
hsa-mir-629 61,120 0.15 60,121 -0.02 -1 1 -0.51 0.40
hsa-mir-630 60,119 0.26 58,122 -0.42 -2 2 -0.82 0.50
hsa-mir-631 58,119 -0.24 64,116 -0.68 6 6 -0.80 0.39
hsa-mir-632 60,120 -0.25 59,121 -1.09 -1 1 -0.98 0.35
hsa-mir-633 60,121 0.06 61,120 -0.02 1 1 -0.63 0.46
hsa-mir-634 62,119 -0.32 63,118 -0.71 1 1 -0.82 0.32
hsa-mir-635 63,119 -0.09 53,127 -1.57 -10 10 -1.14 0.61
hsa-mir-636 60,121 -0.03 59,122 -0.91 -1 1 -0.76 0.39
hsa-mir-637 60,119 -0.24 53,127 -1.19 -7 7 -0.72 0.29
hsa-mir-638 56,126 -0.11 51,130 -1.43 -5 5 -0.84 0.39
hsa-mir-639 - - - - - - - -
hsa-mir-640 62,119 -0.20 54,127 -1.40 -8 8 -0.88 0.40
hsa-mir-641 61,119 0.04 55,125 -0.65 -6 6 -0.89 0.59
hsa-mir-642 62,119 0.42 62,119 0.42 0 0 -0.66 0.54
hsa-mir-643 60,121 0.28 60,121 0.28 0 0 -0.83 0.75
Continues next page
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Table A-1 - continued from previous page

Predicted Real # Avg
MicroRNA Site Score Site Score Dist false score Stdev
hsa-mir-644 60,121 0.14 65,116 -0.27 5 5 -0.90 0.59
hsa-mir-645 60,121 0.50 60,121 0.50 0 0 -0.91 0.59
hsa-mir-646 61,121 -0.19 58,123 -0.69 -3 3 -0.86 0.44
hsa-mir-647 66,117 -0.65 56,127 -1.14 -10 10 -0.90 0.18
hsa-mir-648 60,120 -0.16 58,122 -0.55 -2 2 -0.76 0.42
hsa-mir-649 57,126 -0.37 59,122 -0.94 2 2 -0.77 0.29
hsa-mir-650 50,101 -1.56 - - - - -1.62 0.07
hsa-mir-651 60,120 0.23 60,120 0.23 0 0 -0.99 0.59
hsa-mir-652 61,120 0.27 58,123 -0.24 -3 3 -0.94 0.72
hsa-mir-653 62,119 0.04 62,119 0.04 0 0 -0.99 0.61
hsa-mir-654 61,120 0.19 63,118 0.07 2 2 -0.67 0.68
hsa-mir-655 60,120 0.62 60,120 0.62 0 0 -0.97 0.63
hsa-mir-656 62,118 0.85 62,118 0.85 0 0 -0.99 0.76
hsa-mir-657 61,120 -0.29 63,118 -0.35 2 2 -0.46 0.14
hsa-mir-658 62,118 -0.46 55,125 -0.88 -7 7 -0.95 0.42
hsa-mir-659 61,120 0.14 60,121 0.06 -1 1 -0.98 0.64
hsa-mir-660 61,119 0.84 61,119 0.84 0 0 -1.07 0.77
hsa-mir-661 63,118 -0.10 65,116 -1.07 2 2 -0.83 0.37
hsa-mir-662 60,120 -0.03 58,122 -0.43 -2 2 -0.87 0.43
hsa-mir-663 59,121 -0.10 57,123 -0.80 -2 2 -0.89 0.49
hsa-mir-92b 59,122 0.24 60,121 -0.10 1 1 -0.59 0.40
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Figure A-1: The figures show the score for each processing site in each of the 130 newly discovered
microRNAs. Two of these (hsa-mir-614 and hsa-mir-639) failed the verification step and could
therefore not be processed. The triangle at the bottom of each figure marks the real processing site
in the microRNA. The columns give the scores for the different processing sites, sorted ascending
according to the precursor length. That is, the first column represents the processing site that
gives a precursor length of 50-51nts, and the last column a precursor length of 79-80nts. Gaps
in precursor lengths due to bulges and internal loops are filled with a ’x’ on the x-axis for avoid
confusion with the score zero.

51



52



B The microRNAs used in the family SVM

Table B-1: The family SVM was trained on only one microRNA from each family. The table
shows which microRNA was used from each of the families and the size of the family, that is, the
total number of human microRNAs in the family. Nine microRNAs are not assigned to a family
yet (version 8.1 of the microRNA registry) and were therefore considered as separate families with
family size 1. Three of the microRNAs with family size 1 (hsa-mir-198, hsa-mir-451, and hsa-mir-
448) were excluded because the real processing sites were not found. This gives a total of 163
families used in the family SVM.

Family ID Used microRNA Family size
MIPF0000001 hsa-mir-17 8
MIPF0000002 hsa-let-7a-1 12
MIPF0000005 hsa-mir-30a 6
MIPF0000006 hsa-mir-15a 5
MIPF0000007 hsa-mir-181a-2 6
MIPF0000009 hsa-mir-29a 4
MIPF0000011 hsa-mir-19a 3
MIPF0000013 hsa-mir-92-1 4
MIPF0000014 hsa-mir-9-1 3
MIPF0000017 hsa-mir-125b-1 3
MIPF0000018 hsa-mir-154 16
MIPF0000019 hsa-mir-200b 5
MIPF0000020 hsa-mir-520e 40
MIPF0000021 hsa-mir-124a-1 3
MIPF0000022 hsa-mir-7-1 3
MIPF0000024 hsa-mir-103-2 3
MIPF0000025 hsa-mir-99a 3
MIPF0000026 hsa-mir-218-1 2
MIPF0000027 hsa-mir-23a 2
MIPF0000028 hsa-mir-135a-1 3
MIPF0000029 hsa-mir-133a-1 3
MIPF0000031 hsa-mir-196a-1 3
MIPF0000033 hsa-mir-10a 2
MIPF0000034 hsa-mir-130a 3
MIPF0000036 hsa-mir-27a 2
MIPF0000038 hsa-mir-1-2 3
MIPF0000039 hsa-mir-34a 3
MIPF0000040 hsa-mir-199a-1 3
MIPF0000041 hsa-mir-24-1 2
MIPF0000042 hsa-mir-204 2
MIPF0000043 hsa-mir-26a-1 3
MIPF0000044 hsa-mir-219-1 2
Continues next page
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Table B-1 - continued from previous page

Family ID Used microRNA Family size
MIPF0000046 hsa-mir-101-1 2
MIPF0000048 hsa-mir-128a 2
MIPF0000050 hsa-mir-153-1 2
MIPF0000051 hsa-mir-221 2
MIPF0000053 hsa-mir-22 1
MIPF0000054 hsa-mir-216 1
MIPF0000055 hsa-mir-194-1 2
MIPF0000056 hsa-mir-148a 3
MIPF0000057 hsa-mir-28 2
MIPF0000058 hsa-mir-205 1
MIPF0000059 hsa-mir-184 1
MIPF0000060 hsa-mir-21 1
MIPF0000061 hsa-mir-365-1 2
MIPF0000062 hsa-mir-214 1
MIPF0000063 hsa-mir-192 2
MIPF0000064 hsa-mir-31 1
MIPF0000065 hsa-mir-212 2
MIPF0000066 hsa-mir-183 1
MIPF0000067 hsa-mir-223 1
MIPF0000068 hsa-mir-371 2
MIPF0000069 hsa-mir-32 1
MIPF0000070 hsa-mir-33 1
MIPF0000071 hsa-mir-302a 4
MIPF0000072 hsa-mir-96 1
MIPF0000073 hsa-mir-129-1 2
MIPF0000074 hsa-mir-105-1 2
MIPF0000075 hsa-mir-138-2 2
MIPF0000076 hsa-mir-190 1
MIPF0000077 hsa-mir-217 1
MIPF0000078 hsa-mir-187 1
MIPF0000079 hsa-mir-145 1
MIPF0000080 hsa-mir-127 1
MIPF0000082 hsa-mir-193a 2
MIPF0000084 hsa-mir-142 1
MIPF0000085 hsa-mir-140 1
MIPF0000086 hsa-mir-210 1
MIPF0000088 hsa-mir-224 1
MIPF0000091 hsa-mir-368 4
MIPF0000093 hsa-mir-144 1
MIPF0000094 hsa-mir-143 1
MIPF0000095 hsa-mir-122a 1
Continues next page
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Table B-1 - continued from previous page

Family ID Used microRNA Family size
MIPF0000097 hsa-mir-338 1
MIPF0000098 hsa-mir-95 3
MIPF0000099 hsa-mir-136 1
MIPF0000103 hsa-mir-146a 2
MIPF0000105 hsa-mir-147 1
MIPF0000106 hsa-mir-137 1
MIPF0000108 hsa-mir-203 1
MIPF0000109 hsa-mir-186 1
MIPF0000110 hsa-mir-329-1 3
MIPF0000111 hsa-mir-489 1
MIPF0000112 hsa-mir-134 1
MIPF0000113 hsa-mir-188 3
MIPF0000114 hsa-mir-375 1
MIPF0000115 hsa-mir-126 1
MIPF0000116 hsa-mir-182 1
MIPF0000117 hsa-mir-139 1
MIPF0000118 hsa-mir-220 1
MIPF0000121 hsa-mir-202 1
MIPF0000123 hsa-mir-197 1
MIPF0000126 hsa-mir-379 3
MIPF0000128 hsa-mir-450-1 2
MIPF0000129 hsa-mir-455 1
MIPF0000130 hsa-mir-509 2
MIPF0000133 hsa-mir-449 1
MIPF0000137 hsa-mir-383 1
MIPF0000138 hsa-mir-363 1
MIPF0000139 hsa-mir-500 3
MIPF0000142 hsa-mir-431 1
MIPF0000143 hsa-mir-326 1
MIPF0000147 hsa-mir-325 1
MIPF0000157 hsa-mir-155 1
MIPF0000159 hsa-mir-296 1
MIPF0000162 hsa-mir-367 1
MIPF0000163 hsa-mir-320 1
MIPF0000164 hsa-mir-424 1
MIPF0000165 hsa-mir-324 1
MIPF0000167 hsa-mir-370 1
MIPF0000168 hsa-mir-378 1
MIPF0000172 hsa-mir-361 1
MIPF0000173 hsa-mir-499 1
MIPF0000176 hsa-mir-506 3
Continues next page
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Table B-1 - continued from previous page

Family ID Used microRNA Family size
MIPF0000177 hsa-mir-433 1
MIPF0000178 hsa-mir-208 1
MIPF0000180 hsa-mir-483 1
MIPF0000183 hsa-mir-503 1
MIPF0000185 hsa-mir-542 1
MIPF0000186 hsa-mir-299 1
MIPF0000188 hsa-mir-346 1
MIPF0000189 hsa-mir-345 1
MIPF0000190 hsa-mir-342 1
MIPF0000191 hsa-mir-340 1
MIPF0000192 hsa-mir-412 1
MIPF0000193 hsa-mir-339 1
MIPF0000194 hsa-mir-191 1
MIPF0000195 hsa-mir-337 1
MIPF0000196 hsa-mir-335 1
MIPF0000197 hsa-mir-150 1
MIPF0000199 hsa-mir-331 1
MIPF0000200 hsa-mir-330 1
MIPF0000201 hsa-mir-485 1
MIPF0000202 hsa-mir-185 1
MIPF0000203 hsa-mir-328 1
MIPF0000209 hsa-mir-362 1
MIPF0000211 hsa-mir-432 1
MIPF0000217 hsa-mir-505 1
MIPF0000219 hsa-mir-484 1
MIPF0000220 hsa-mir-486 1
MIPF0000229 hsa-mir-490 1
MIPF0000230 hsa-mir-493 1
MIPF0000231 hsa-mir-497 1
MIPF0000242 hsa-mir-425 1
MIPF0000274 hsa-mir-149 1
MIPF0000287 hsa-mir-452 1
MIPF0000288 hsa-mir-374 1
MIPF0000289 hsa-mir-384 1
MIPF0000291 hsa-mir-512-1 2
MIPF0000301 hsa-mir-511-1 2
MIPF0000314 hsa-mir-513-1 2
MIPF0000318 hsa-mir-488 1
MIPF0000319 hsa-mir-491 1
MIPF0000329 hsa-mir-423 1
- hsa-mir-373 1
Continues next page
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Family ID Used microRNA Family size
- hsa-mir-422a 1
- hsa-mir-492 1
- hsa-mir-498 1
- hsa-mir-504 1
- hsa-mir-514-1 1
- hsa-mir-514-2 1
- hsa-mir-514-3 1
- hsa-mir-544 1
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