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Problem Description

In news search it is desirable to recognize entities in both documents and queries and link
synonymous entities together. This may to aid in retrieval of relevant documents when the users
are searching after one variant of the entity, for instance "United Nations” instead of "UN".

In this project we will explore using Wikipedia as the mining source for automatically building a
dictionary of synonyms referring to the same named entity. Next, we will use this dictionary in a
search application, where query expansion is used in an attempt at normalize the named entities.
In the evaluation we will evaluate the quality of the extracted entities and their synonyms using
precision/recall, then we will evaluate the modified search system against the original version to
see if it is actually improving the results.
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Abstract

News articles are often closely tied to named entities such as a person, a company or similar.
One challenge from an information retrieval point of view is that a single entity can have more
than one way of referring to it. This means that when users look for articles about a specific
person that is appearing in the news, unless they use the same name for the entity they may
not find the articles they are looking for. For example, some articles will refer to the United
Nations by the full name, others will use the abbreviation, UN, and the rest may even use both.

In this thesis we explore the idea of using Wikipedia as a subject to data mining with the goal
of building a large dictionary of named entities and their synonyms. The motivation for this
is that we can then use it to recognize and link different synonyms together and thereby be
able to include documents where the entity being sought is included, but where the naming is
different.

As part of this thesis we implement a mining component which is capable of extracting named
entities from Wikipedia using two different strategies. Secondly, we implement a modified
search system using query expansion to reformulate queries to include synonyms when an
entity is detected. At the end we evaluate and discuss the results.

The evaluation shows that Wikipedia is well suited as a source of named entities and syn-
onyms as the semi-structure aids in recognizing entities and related synonyms. The use of
the dictionary in a modified search solution is giving mixed results on the other hand. One
challenge with evaluating the modified search solution is that when only a single entity is used
as a query, then the relevant documents will easily exceed the top 10 results. In the end we
consider Wikipedia a good source of entities, but the usage of such an entity dictionary can be
improved.
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Chapter 1

Introduction

With the growth of the internet, the web search engines have to deal with more and more
documents. And the content they have to deal with spans all kinds of domains, yet the average
users will usually specify a very short query using a very limited syntax. This makes it difficult
to determine the domain of the users’ interest. Another approach which is becoming more
popular is to dedicate a search engine to a specific domain, known as vertical search. The
advantage of this is that the search engine can make use of domain specific knowledge in
order to improve the search quality.

News search is one kinda of specialization and is the domain that will be the focus of thesis.
One property of the news is that it is always changing very rapidly. Regular web search engines
may only visit a page every few days as they have to cover a verge large amount of sites. A
news search engine on the other hand will in comparison only have to index and keep up to
date content from a very small selection of sources. Secondly, a news search engine can easily
be adapted to only index the actual content of an article and not all the surrounding text that is
included on every page as part of the layout. A common property of news sites is the inclusion
of a list of links to other news stories on every page, and a visiting web search engine which
knows nothing about the structure of the site may mistake the text used in the links as content
belonging to the page.

A second property of news search is that the news stories are often related to named entities,
for example United Nations, President Bush, etc. The result of this is that the keywords that
the users are looking for when searching are often named entities too, but a closer look at
various news stories show that well known entities are often referred to with different names.

For example instead of United Nations, some news articles may write UN. The result of this
can be seen in figure 1.1 and 1.2 where the first query was for United Nations and the second
was for UN. What we see here is that the result set is different despite that both queries are
referring to the same entity. We believe that, in a news search context when the users search
for a named entity, that they are actually referring to the entity by any name. Instead Yahoo!
News search, which was used in both the figures mentioned earlier, treated the queries as if
the user was interested in a particular spelling. When looking closer at the two result sets we
see that some of the topics referred to in the news articles are actually different.
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What we are going to explore in this thesis is how we can automatically generate a dictionary
of named entities and synonyms that are all referring to the same entity. With such a dictionary
in hand we can then look at how we can make use of it to handle entities in a way so that the
spelling of the entity becomes less important, making it so that the search engine can return
potentially interesting news articles mentioning the entity, but with a different synonym.

1.1 Approach

As mentioned earlier, the motivation for this thesis is to explore ways of finding and making
use of named entities in news search. In an earlier work[1] we explored the possibility of using
query logs to generate a set of related entities, but the results were mixed. We were able to
find some related entities but often they were only related, and not proper synonyms. Another
issues was that unless we sacrificed the precision, we would only find very few entities.

In this thesis we take a different approach in finding entities. Instead of using query logs
we use an unrelated data source, namely the well known and freely available encyclopedia,
Wikipedia. What we find attractive about Wikipedia is that it is made up of a large amounts of
semi-structured data and we think that it would therefore be a good candidate for data mining.

Our main contribution is based on using Wikipedia to automatically construct a large dictio-
nary of named entities and various synonyms. The named entities are recognized and used as
a basis for the synonyms extraction.

Using the named entity dictionary we then implement a modified search system that is based
around query expansion. The idea is to include different synonyms if a named entity is used
by the user, or if the entity is ambiguous, let the user select among a list of possible queries.

1.2 Results

The results from the named entity recognition shows that Wikipedia can be a very good source
of named entities. In fact, it shows that with a very simple approach, we can find news related
entities with a very high precision. The method yielding the highest precision would also
classify the named entities as people, organizations, and companies, which we consider a
bonus.

The results from the improved search system shows mixed results. While the precision is the
same as the original system, the improved version seems to favor articles that were ranked
considerably lower before due to the mix of synonyms.

1.3 Outline

In chapter 2 we give an overview of the technical concepts that are relevant to information
retrieval, followed by a summary of various related work that is relevant to us in chapter 3. In
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News Stories for united nations  (Resufts 1 - 10 of about 28,858)

1.

YaHOO! News

915 News Photos 30 News Videos

United Nations ups pressure on Myanmar's aid-shy junta - Summary =

EARTHtimes.org - May 21 3:44 AM

Bangkok - United Nations Secretary General Ban Ki-moon said Wednesday that he wants to reinforce cooperation with
Myanmar's military junta in scaling up disaster relief during his visit this week to the cyclone-devastated country. | hope we will
b...

- United Nations ups pressure on Myanmar's aid-shy junta =

EARTHtimes. org - May 21 2:69 AM

Bangkok - United Nations Secretary General Ban Ki-moon is likely to ask Myanmar's junta chief for more cooperation in
providing disaster relief for his own people in the wake of Cylone Nargis when they meet later this week, a senior UN official
said ...

. United Nations chief says Myanmar to allow foreign helicopters to fly aid to cyclone-hit areas =

AP via Yahoo! Philippines News - May 20 5:40 PM
The United Nations has received permission from Myanmar to use nine helicopters to ferry relief supplies to stranded cyclone
victims, U.N. Secretary-General Ban Ki-moon said as he wamed that relief efforts are at a "critical moment.”

- DuPont Leader Urges United Nations to Move Agriculture Higher on Agenda =

PR Newswire via Yahoo! Finance - May 21 6:00 AM

DuPont Group Vice President James C. Borel told a special United Nations meeting on the global food crisis here yesterday that
providing farmers in developing countries access to improved agricultural technelogies and farming techniques is critical in
addressing the global food crisis.

. United Nations keeps pressure on Myanmar to allow in more foreign cyclone aid =

AP via Yahoo! Malaysia News - May 20 11:56 AM

The United Nations' top humanitarian official said Tuesday he hopes Myanmar will allow foreign helicopters to help rescue
otherwise unreachable cyclone victims, as U.N. Secretary-General Ban Ki-moon warned that now is a "critical moment” for relief
efforts.

. Steve Weisz, CEQ & Founder of In Ticketing. Named United Nations ECOSOC Advisar =

Centre Daily Times - May 19 5:45 PM

Steve Weisz, CEQ & Founder of In Ticketing, was named as a Special Advisor on Renewable Energy to the International
Renewable Energy Organization (IREQ), in association with the United Nations Social and Economic Council (ECOS0C). Weisz
was welcomed as a VIP at the Diamond Awards Gala for Renewable Energy and The Friends of Climate Change hosted by Paolo
Zampalli, Damon Dash and Ivanka Trump at ...

Steve Weisz, CEO & Founder of In Ticketing, Named United Nations ECOSOC Advisor &=

Business Wire via Yahoo! Finance - May 19 5:26 PM

SAN RAFAEL, Calif —Steve Weisz, CEO & Founder of In Ticketing, was named as a Special Advisor on Renewable Energy to
the International Renewable Energy Organization , in association with the United Nations Social and Economic Council .

U.N. racism envoy tours United States =

UPI - May 20 7:54 AM

UNITED NATIONS, May 20 (UP1) — A U.N. investigator of racism and discrimination has begun a three-week visit to examine
human rights abuses in the United States, a statement says.

United Nations keeps pressure on Myanmar =

International Herald Tribune - May 20 12:26 PM

The UM Secretary General, Ban Ki-moon, prepared to travel to the military-run country with a waming that now is a "critical
moment” for relief efforts.

10. U.M. Chief Making Appeal to Myanmar =

MNew York Times - May 21 6:26 AM
The secretary general of the United Nations, Ban Ki-moon, was to leave for Myanmar on Thursday, hoping to pry open the door
to more international aid.

Figure 1.1: A query for United Nations

Extracting Named Entities and Synonyms for use in News Search
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News Stories for un  (Results 1 - 10 of about 31,541)

1,901 News Photos 62 News Videos

UN's Ban says will meet Myanmar junta leader =

AFP via Yahoo! Mews - 30 minutes ago

UN Secretary General Ban Ki-moon said Wednesday he would meet Myanmar's reclusive junta leader during a high-profile trip to
convince the country to accept a full-scale cyclone relief operation.

UN eyes talks after 22 killed in Sudan oil flashpoint =

AFP via Yahoo! News - May 21 5:34 AM

The UN was optimistic about chairing talks on Wednesday to shore up calm in Sudan’s flashpoint oil area of Abyei, one day after
22 government troops died in fighting that threatened the peace process.

- UN chief to visit Myanmar to press leader for more access =

International Herald Tribune - May 21 5:48 AM
UN Secretary General Ban Ki Moon was en route to Myanmar to seek a visit with the leader of the ruling military junta and to help
coordinate delivery of increased UN aid to cyclone survivors.

UN's Ban to try to convince Myanmar on aid =

AFP via Yahoo! News - May 21 12:07 AM

UN Secretary General Ban Ki-moon was headed Wednesday for Myanmar, looking to convince the generals who have snubbed
~ his phone calls to accept a full-scale relief operation for Cyclane Nargis.

. Downer wanted for UN mission =

News Interactive - 2 hours, 55 minutes ago
FORMER foreign minister Alexander Downer has been approached for a senior job with the UN to revive the Cyprus peace
process.

- UN chief says he will meet Myanmar's military leader =

Channel NewsAsia - 17 minutes ago

YANGON: UN Secretary General Ban Ki-moon said on Wednesday he would meet Myanmar's military leader during a high-profile
trip to convince the country to accept a full-scale cyclone relief operation.

- UN urges Myanmar junta focus on saving lives; plans to visit Thursday =

The Canadian Press via Yahoo! Canada MNews - May 21 9:04 AM

BANGKOK, Thailand - UN Secretary General Ban Ki-moon urged everyone involved in Myanmar relief efforts to focus on saving
lives not on politics Wednesday a day before the start of his planned visit to the cyclone-ravaged country.

Fighting rages in Sudan as UN urges ceasefire. US seeks solutions =

AFP via Yahoo! Mews - May 20 1:00 PM

Deadly fighting raged Tuesday in Sudan’s flashpoint oil area of Abyei between government forces and southern troops, threatening
a fragile peace process and sparking a truce call from UN chief Ban Ki-moon.

. Burma junta seizes UN aid shipments which would have fed 95.000 =

Daily Telegraph - 1 hour, 24 minutes ago
Burma's ruling military junta has seized the only two UN aid shipments to make it into the devastated country, which would have
fed 95,000 people.

10. UN's Ban says will meet Myanmar junta leader =

TODAYonline - 1 minute ago

Myanmar's junta leader Senior General Than Shwe (C, uniformed), along with top military brass, inpects relief goods provided to
cyclone-affected families on the outskirts of Yangon on May 18. UN Secretary General Ban Ki-moon has said he will meet
Myanmar's reclusive junta leader during a high-profile trip to convince the country to accept a full-scale cyclone relief operation.

Figure 1.2: A query for UN
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chapter 4 we give a more detailed description of the approach we took in this thesis, followed
by a description of our implementation of an automated named entity extractor and a simple
search system making use of these entities in chapter 5. Chapter 6 gives an overview of how
we evaluated the results followed by the results themselves, followed by a discussion of the
results and different improvements we believe would improve the results in chapter 7. The last
chapter is the conclusion, which is found in chapter 8.

Extracting Named Entities and Synonyms for use in News Search
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Chapter 2

Technological Overview

In this chapter we give an overview of some of the technological background which is relevant
to this thesis. We start out with an overview of information retrieval and then take a closer
look at a common ranking model. Next we look at text preprocessing techniques commonly
used in information retrieval, before we look at some data mining techniques.

2.1 Information Retrieval

Information retrieval is the field of retrieving relevant information about a subject and then
present the information nicely ordered by relevance. A retrieval process starts with the user
who must translate their information request into a query which can be sent to the retrieval
system. A query is made up of one or more terms and usually expert users are better at spec-
ifying more terms. Few terms make it difficult for the system to determine which documents
are the best answer to the user query. Next, the information retrieval system must match the
query terms against all the information in its index. This is where information retrieval is
differentiated from data retrieval. An information retrieval system focuses on finding rele-
vant information and presenting the most relevant information first, a data retrieval system on
the other hand aims at finding all objects that satisfy clearly defined conditions[2]. The main
problem of information retrieval is therefore to determine what constitutes the most relevant
documents based on a very limited user query, and especially in the case of web search the
search system has to deal with what contexts the user is interested in.

Information retrieval systems are usually built around indexes where all the terms that occur
in the indexed documents are stored together with occurrences of each term to speed up the
process of finding documents that contain the query terms. The system does not have to read
all the documents, but can instead get lists of documents matching the different query terms.
Unfortunately from a user’s point of view, this result set can be quite huge, and the user is rarely
interested in manually going through hundreds or thousands of possibly relevant documents
to find the ones they are most interested in. To help with this, different retrieval models are
used in order to try to determine which documents will be the most interesting ones. The

11
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simplest retrieval model is the boolean model and does not actually provide any ranking of the
result set. Instead it will only include the documents that include all the required terms, and
exclude any documents that have any unwanted terms. Users rarely browse more than the first
few pages of the result set. To overcome this, two different retrieval models are usually used
instead; The vector space model and probabilistic models. In this section we will have a closer
look at the vector space model works.

The vector space model aims to give a more meaningful ranking of the documents by measur-
ing the similarity of the query terms versus the documents found in the document collection.
This is done by assigning weights to both the index and the query terms. The weights are
a product of the term frequency and the inverse document frequency. The term frequency is
calculated based on term occurrences in the document only, and is given by this formula:

_ term_freq
 max_freq

where term_freq is the frequency of a given term in the document, and max_freq is the
frequency of the most frequent term in the document. This means that the more frequent a
term is within a document, the more important it is considered to be. A problem with only
weighing a document based on the frequency of a term within the document is very visible
in the cases where multi-terms are issued. If one of the terms is very popular throughout the
document collection it can dominate the lesser popular one, despite how the lesser popular one
can be a better discriminator between relevant documents and non-relevant ones. To counter
this, the inverse document frequency is applied and is used to decrease the weight of terms
that are globally popular. The formula for this is given by:

idf = log™*

ny

where 7 is the total number of documents in the document collection, and #; is the number of
documents that have the term in them. The weight of a term is then given by

w=tfxidf

and is this formula can be used to weight both the index terms and the query terms.

At last the similarity between the query terms and a document must be found, which is done
by combining the #f-idf scores of both query terms and index terms and given by the formula:

sim(d, q) =

2.1.1 Vertical Search

Vertical search is one approach in information retrieval where the information retrieval system
is geared toward a specific domain. Web search on the other hand is a horizontal approach
to search, where the goal is to index as much as possible, with as wide a selection of topics

Extracting Named Entities and Synonyms for use in News Search



2.2, Text Preprocessing 13

as possible. This makes the systems different in the approaches that can be taken to improve
the relevance of the results. In vertical search engines domain knowledge can be applied
to improve the search results, and they will try to limit their index to only domain relevant
documents. For instance, a vertical search engine have the advantage of being able to return
only relevant results where query terms have a very different, but popular meaning onside
the domain targeted by the vertical search engine. The vertical search system will simply not
include all the documents that fall outside the domain.

2.2 Text Preprocessing

In this section we discuss some text preprocessing techniques that are commonly used in in-
formation retrieval systems.

2.2.1 Tokenization

Tokenization is the process of converting a character stream into tokens by detecting word
boundaries. In the most basic form this would be to split the characters in an input character
stream whenever a space is found. In more advanced forms it has to take into account hyphens,
punctuations, etc. This is something that can be easily done by humans, but is more challeng-
ing when it has to be done by a computer[3]. For instance, a punctuation can be part of an
abbreviation and not a sentence ender. In that case it should not split the characters. Another
complication is that some language do not even use spaces to separate words.

2.2.2 Normalization

Normalization is a technique which is applied to terms to minimize the number of variations
of a word. In natural languages words often appear in multiple forms, plurals, gerund, past
tense, etc. These syntactical variations may result in poor recall if an exact match against the
query keywords is required. Stemming and lemmatization are two commonly used methods
used to normalize words which we will look at a bit closer.

Stemming

These forms usually share a common root, or stem [2]. The stem is what is left after any
prefixes or suffixes have been removed, and if the stem is used instead of the whole word, the
number of variants are often reduced. One example given in [2] is the word connect which can
be the stem for connected, connecting, connection, and connections. In [4], four stemming al-
gorithms are described; affix removal, table lookup, successor variety and n-grams. According
to [2] the most popular stemming algorithm implementation is the Porter stemmer which is a
suffix removal algorithm. The Porter stemmer uses suffix lists, and applies a series of rules in
a specific order. One disadvantage of stemming is that the stem may not be a real word.

Extracting Named Entities and Synonyms for use in News Search
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Light Stemming

Light stemming is a simpler variant of stemming where only plural forms are stemmed. For
example papers becomes paper. The advantage of light stemming is that it is very easy to
perform precisely and it results in some reduction of variants. This gives us a smaller reduction
in index size, but at the same time it improves the recall slightly and it reduces the risk of
having unrelated words being reduced to the same stem.

2.2.3 Lemmatization

Lemmatization is another way of translating words into their normalized forms. It is usually
based around dictionary lookups, which is different from stemming algorithms that are usually
rule based. They may also take in account the context of the word when determining the
correct normalized form. An advantage of lemmatization is that it will give valid words, but
that comes at the cost of having to know all the words in advance. If the word is not in the
dictionary, lemmatization can not be performed. A possible solution to this is to use a hybrid
solution where lemmatization is first applied, and if it fails, the normalizer will fall back to
using a stemmer.

2.2.4 Stop Word Removal

Stop words are frequently used words that by themselves hold very little meaning and because
of their frequency are not very good at discriminating between concepts. Removing them can
reduce the index size dramatically, by as much as 40%[2]. But the removal of stop words can
also result in weird effects from the reduced recall. For example The Who is the name of a
group, but both of the words used are usually considered to be stop words. This can make
it impossible to find documents about the group, which was very visible with Google in its
earlier days when such a query would return an empty result with the message that both query
terms had been removed due to being too common. Another problem is that common stop
words like may, can, and will are homonyms for rarer nouns[5]. For example may is a stop
words, but it is also the name of a month, May.

2.3 Ontologies

The term ontology has multiple meanings, depending on the context. Within computer and
information science it is considered to be an agreement on a domain specification[6]. The
purpose of an ontology is to provide a shared understanding of a domain, and how the encap-
sulated concepts are related to each other[7].

Extracting Named Entities and Synonyms for use in News Search



2.4. Data Mining 15

2.4 Data Mining

Data mining can in simple terms be described as extracting or "‘mining"’ knowledge from
large amounts of data [8]. Another used term for data mining is Knowledge Discovery from
Data, or KDD, which may be less misleading as to the real goal of data mining. [8] describes
the process as a 7 step process, where the first step is to remove any unwanted data, often
referred to as data cleaning. Next, if the data is coming from multiple sources, it has to be
combined before the data relevant to the mining goals is selected. Before the actual mining,
the data has to be transformed into a suitable form to ease mining, and after the mining is
done, pattern evaluation is done to extract the really interesting bits. Finally, the data has to be
presented in a meaningful way.

A data mining algorithm is usually trying to classify data into sets of predefined groups, cluster
data into groups based on logical relations, identify associations between data, or identifying
sequential patterns. One classification method is decision trees where a decision tree is con-
structed using a set of training tuples. The construction algorithm uses the training data to
select good attributes to partition the data as good as possible.

Another method for classifications are Markov chains[8] which generates a sequence where
the probability of the next state only depends on the previous state. This makes it memory
less, as it only has to keep a one step history. The sum of all possible transitions from one step
to the next must be equal to 1. A Hidden Markov model is a variant where the parameters are
unknown, and the goal is to determine these parameters.
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Chapter 3

Related Work

In this chapter we take a closer look at projects we think are somewhat related to our work in
the terms of using Wikipedia related to information retrieval, recognizing entities, and using
dictionaries in search engines.

3.1 Accessing Wikipedia

In [9] the authors evaluate the usefulness of Wikipedia as a lexical semantic resource, and
compares it to more traditional resources, such as dictionaries, thesauri, semantic wordnets,
etc. Their motivation is that Wikipedia has most likely become the largest freely available
collection of knowledge. As of March 2008, there are more than 2.2 million articles included
in the English version [10]. Next they find that Wikipedia is one valuable property that is not
found in regular encyclopedias. Heavy linking is used to connect different entry together and
make it easy to find a more descriptive page of entries mentioned in the text. Secondly it is not
restricted in size.

They point out four possible sources of lexical semantic information found in Wikipedia:
* Articles
* Article links
» Categories
* Disambiguation pages

In each articles, the first paragraph can be considered a definition of the subject, and the full
text as a more thorough description of the meaning. Some articles do not hold any content
themselves, except for a redirect to another article. These redirects are useful for finding
synonyms, spelling variations, common misspellings and abbreviations of article topics. Last,
they found the titles to often be made up of nouns, which are useful for named entities or
domain specific terms.
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The second useful source is the article links. Each link consists of a target article, as well as an
option label which defaults to the title of the target article. This can be used for finding context
of related terms, and the link labels are another source of synonyms and spelling variations,
as well as related terms. Third, the targets can be used to construct a link graph, useful for
finding related terms.

3.2 Using Wikipedia for Named Entity Disambiguation

In [11] the authors look at using Wikipedia for detecting and disambiguating named entities
in open domain text. Their motivation is to improve search quality by being able to recognize
entities in the indexed text, and disambiguate between multiple entities that share the same
proper name by making use of the context given by the text. Then during searches they want
to group results according to sense rather than as a flat, sense-mixed list. That would give
the users access to a wider range of results as today’s search engines may easily favor the
most common sense of an entity, making it difficult to get a good overview of the available
information for a lesser known entity.

The first step they took was to build a dictionary of entities where they use the titles Wikipedia
entries as the primary names for the entities. This process is somewhat complicated unfortu-
nately, as every article title in Wikipedia is required to begin with a capital letter. Therefore
it is not possible to use the first letter in the title to differentiate between proper nouns or not.
Instead they present a simple, three-steps heuristics:

 If multi word title and every word is capitalized, except prepositions, determiners, con-
junctions, relative pronouns or negations, consider it an entity.

* If the title is a single word, with multiple capital letters, consider it an entity.

 If at least 75% of the occurrences of the title in the article text itself are capitalized,
consider it an entity.

Next, they use the redirect pages to find alternative names for the entities, and disambiguation
pages are used to identify different entities that all share the same proper name.

To evaluate their disambiguation engine, they make use of the hyperlinks embedded in all the
articles. Each hyperlink has a label which defaults to the article title of the target article, unless
an optional alternative is specified. For the evaluation they use the alternative label strings as
queries and the target article as the answer.

3.3 A Semantically Annotated Wikipedia XML Corups

In [12] the authors present their system, YAWN, for converting Wikipedia into semantically
annotated articles. Their motivation is to open up for a more advanced query syntax, making it
possible to use semantically rich structural queries that are very precise in what they are look-
ing for like //person[about(//work,physics( and about(//born,Germany)] to query Wikipedia.
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While the entire collection of Wikipedia articles are available in XML, the articles themselves
do not use XML to structure the content. Instead, XML is only used to bind the article text
together with the title and various meta data. The structure of the articles is specified using a
Wikipedia specific markup language.

The first step taken by YAWN is to convert the Wikipedia markup into a more formally spec-
ified XML format, with the goal of capturing some of the semantics inherited in the articles.
In doing so they run into problems of having to deal with HTML markup being mixed in
with the Wikipedia markup, as well as the flexibility of the markup language which allows
different components to be combined arbitrarily. The Wikipedia HTML generator, which con-
verts Wikipedia markup into HTML is fault-tolerant, allowing the users to specify incorrect
or inconsistent markup. This causes problems when attempting to convert the articles into
well-formed XML where the rules are very strict.

3.4 Different Approaches to Named Entity Recognition

Named entity recognition is nothing new, but traditional the focus has been on recognizing
named-entities embedded in text. Different approaches have been taken to do this, both rule
based and statistical variants have been made. In this section we will look closer at some of
the used approaches.

3.4.1 Rule Based

Rule based systems rely on predefined rules in order to recognize proper names and classify
them based on entity categories such as people, organization, location, etc. One such system
is the Proteus system [13][14] which make use of local contextual cues such as capitalization,
prefixes and suffixes. For example Mr. or Ms. followed by a capitalized word indicates a
person, or if a capitalized word is followed by Inc. or Co., it follows the pattern of a company
name. This gives a system that is heavily reliant on its authors ability to discover the various
patterns during its design [15]. One problem with this approach is when entities make use of
some of the cues as part of its name, for example Mrs. Field’s Cookies is a corporation, not a
person.

3.4.2 Decision Trees

A decision tree can be considered to be composed of three elements[16]; futures, history, and
questions. The futures are the possible outcomes, and in the case of named entity recognition,
it is the classification of each entity. For instance this can be different categories. The history
is the data available to the model[15] and can be the current word, or any of the words before
and after. The questions are the split points used in growing the tree. When growing the tree,
the most determining ones should be at the top.
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3.4.3 Hidden Markov Models

Hidden Markov Models were used in [17][18]. Conceptually they build a Hidden Markov
Model with 8 states two special states. The 8 states represents the different categories, in-
cluding a not-a-name category used for the non-entities. For each entity-class state they use a
statistical bigram language model. On mixed case input they are able to achieve an F-measure
of 90%, but if the text is converted to upper case this drops by 3%.

3.44 Maximum Entropy

Maximum entropy is another statistical method original described in [19][20] and within in-
formation retrieval it has been used in different settings. [15] suggests using it for named
entity recognition and presents a system that was well above the median of other systems in
the MUC-7 named entity evaluation, but is beaten by the best handcoded systems. The ad-
vantage of their system is shown in its portability. Without any knowledge of Japanese, the
authors were able to port their system and archive results that could compete with the systems
created by native speakers.

Similar to decision trees, the maximum entropy approach makes use of futures, histories, and
features. The features are used to predict the futures, which are the possible outcomes or
categorizations. The history is used to assign probabilities to the possible futures.

3.4.5 Combining WordNet and Wikipedia

WordNet is a large lexcial database of English where nouns, verbs, adjectives and adverbs are
grouped into sets of cognitive synonyms, or synsets, expressing distinct concepts[21]. Synsets
are linked through a hierarchal structure, based on conceptual-semantic and lexical relations.
In [22], Magnini et al. describes a method where WordNet is used to create a collection
of named-entities, grouped by categories such as person, location, organization, etc. Their
method is based around capturing external and internal evidence, where internal evidence are
the words in the text that are considered to be an entity and the external evidence are the
surrounding sentence. First an part of speech tagger is applied to find the nouns, together with
multiword recognition. Basic rules are then applied to tag potential named-entities before high
level rules are used to clear up any ambiguity.

Toral et al. used this as the basis for their named-entity extraction in [23]. They use the first
sentence of Wikipedia articles as the source for their named-entity recognition and apply it to
a randomly selected subset of 3517 articles. The resulting named-entities they find are split
among three categories: location, organization and people. Location makes up 58% of the
resulting 695 entities, with 34% being people and only 8% are organizations.
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3.5 Query Expansion

Query expansion is a technique where the users’ queries are expanded with additional key-
words with the goal of improving recall or improving precision. Some query expansion sys-
tems are automatic while others rely on user feedback, such as [24] where the users are pro-
vided with upto 100 refinement suggestions. Their algorithm is based around precomputed
suggestions for single term queries, and yield similar results to the much slower DM algo-
rithm.

In [25] the authors use WordNet for query expansion of geographical terms. They start off by
identify proper nouns in the query string and when a proper noun is found, WordNet is used to
expand the query with any country, state, or land related synset. This turns the users’ queries
into new queries where the original query strings have been ORed together with synonyms.
As a result they found that while the recall was slightly the improved, the precision suffered.

In [26] they take a different approach where instead of expanding the query, they expand the
index. They still make use of WordNet, this time to find holonyms of geographical locations.
A holonyms of A is a concept which encapsulates A among other concepts. In a geographical
context Trondheim is part of Norway and therefore documents mentioning Trondheim are re-
lated to Norway even if Norway is not explicitly mentioned in the text. After the geographical
locations are expanded to include holonyms, they are separated from the rest of the text re-
sulting in a geographical index and a text index. This is done to prevent other entities sharing
the same name of a location to match queries for the graphical location. For example John
Houston should not match a query searching for the city in Texas, Houston. The results are
similar to [25], where the recall was slightly improved at the cost of the precision.

Another approach is taken in [27] where WordNet is use for sense disambiguation where their
goal is to improve precision. WordNet is used to list all senses of the user query, and also
to find conceptual relations which are used in the reformulated query. For example, if the
users are searching for Java, they give them the option between returning documents of all
related senses, or refined to only the island, coffee, or the programming language. They also
implement a version where the results are classified based on the different senses, but find that
the query rewriting approach is yielding better results. Another problem with the classification
of the result set is that it can become rather large.

3.6 Entity Recognition and Normalization

Instead of using query expansion to include synonyms, entity normalization can be used to
change the ambiguous entities into non-ambiguous ones. [28] uses an automatically con-
structed a named entity dictionary of genes and proteins. The entity dictionary is built from
five existing databases where all aliases for unique identifiers are added together. From their
earlier work[29] they had noticed that most synonyms were simply orthographic variations.
Using the synonyms extracted from existing database they create missing variants of hyphens
replaced by space, space replaced by hyphens, etc. After the entity dictionary was complete,
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they used it to normalize the documents before indexing. Their idea was that ambiguous terms
would also have a non-ambiguous reference earlier in the document. If one such unique refer-
ence was found, the ambiguous ones would be replaced by the unambiguous one.
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Chapter 4

Approach

In this chapter we describe the approach taken to build a prototype of extracting named-entities
from Wikipedia for us in a news context.

4.1 General Idea

The origin of this thesis was to improve the handling of entities when used in news search.
The idea was that when users are querying for named entities that appear in the news, they are
not really only interested in the hits that use exact same name of the entity as they did.

Instead, we believe they are interested in finding articles about the entity itself independent
of which synonym the article is using to refer to the entity. The problem is made up of two
steps, a collection of entities and their synonyms must be found before they can be used. In
[1] we tried finding these synonyms by looking at query logs. We used query log aggregates
with a granularity of 1 week, which seemed to be insufficient. In the end we were only able to
produce a very small set of entities without sacrificing precision.

For this thesis we decided to try to build a collection of named entities from a different source.
One option we considered was to use dmoz[30], which is an open directory project. While we
believe it could have been a useful source of entities, it did not seem to provide very much in
the way of synonyms. Instead we took an interest in Wikipedia, which is another project that
freely provides a full dump of all its content for download.

4.2 Wikipedia

In this section we will look at some the Wikipedia features that make it attractive as a mining
source when building a large collection of named entities. There are four features that are
in particular interest to us: internal links, redirects, disambiguations, and categories. In the
following sections we will shortly discuss how me intend to make use of them.
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The Wikipedia dumps themselves are freely available for download at http://download.wikipedia.com.
The dumps are available in different versions, where the difference is in how complete they

are. The most complete dumps contain the entire editing history of every article, as well as user

pages and talk pages. Because of this, the complete dump file is very huge at about 150GB
compressed and almost 3TB uncompressed. Since we are not interested in the editing history,

nor the user and talk pages we can use the lighter versions, which contains only the latest ver-

sion of each article. Due to this is is only 3.5GB compressed and around 12GB uncompressed.

The dumps are also available in multiple languages, but we are only interested in the English
version.

Internal Links

Internal links are used to link words in one article with another article, thereby making it very
easy for the users to find more information about a specific keyword mentioned in the article
text. Listing 4.1 shows an excerpt of the article text, including wiki markup, from the article
about the Shortest path problem. The internal links are enclosed in Wiki-markup, // and ]].
Inside the tag an label of the link can be set to another value than the default label which is the
name of the target article by separating the target name from the link label using a I.

We intend to collect all links pointing to the same article and then aggregate them based on the
label to find synonyms as well as the popularity of that synonym. But not all tags that appears
to be links behave by inserting a linked piece of text in the rendered page. The target article
can be prefixed with a namespace, and the namespace can be a language code. In this case,
the tag is used to indicate that the article is available in a different language, and the language
represented by the language code is automatically added to the list of versions of the page
available in different languages. Secondly, if the namespace is Category, it means the article
is a member of the category rather than it trying to link to a category page. Actually, to make
it a link from an entry to a category page, the category namespace has to be prefixed with a
colon.

Listing 4.1: Wiki markup for the Shortest Path Problem article

ERERE)

In [[graph theory]], the shortest path problem’’’ 1is the
problem of finding a [[path (graph theory)lpath]] between
two [[vertex (graph theory)lvertices]] such that the sum of
the [[ Glossary of graph theory\# Weighted graphs and
networks | weights]] of its constituent edges is minimized.

Redirects

Redirects are almost similar to links, except that they can not include an alternative text. We
intend to use them as another source of synonyms or alternative spellings of entities, as was
done in [9]. A difference between redirects and links are that the links pointing to different
articles can share the same display text, but a redirect can only redirect to a specific article.
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This makes the redirects less ambiguous. An example of a redirect is shown in listing 4.2. It
is used to redirect Shortest path to Shortest path problem.

Listing 4.2: Wiki markup for the Shortest Path

#REDIRECT [[ Shortest path problem]]

Disambiguations

Disambiguation pages are used by Wikipedia to resolve conflicts between terms having mul-
tiple senses [31] by either listing all the senses for which articles exist, or treat the dominant
sense as the primary article, and then presenting a small link to less popular senses. An ex-
ample of an ambiguous term is Mercury which can refer to both the element and the planet
as all Wikipedia article titles start with a capital letter. An excerpt of the disambiguation page
for Mercury is shown in listing 4.3. Sense unique titles are made by attaching the domain as a
suffix.

Disambiguation pages are easy to detect. They have the suffix (disambiguation) attached to
the title in cases where one sense is considered the primary meaning. Another identifier is the
{{disambig}} template which is usually referred to from disambiguation pages to automatically
add some standard text.

Listing 4.3: Excerpt of the disambiguation page for Mercury including wiki markup

s

7> Mercury ’’’ commonly refers to:

* [[Mercury (planet)]], the nearest planet to the Sun in the
solar system

* [[ Mercury (element)]], the chemical element (also called
quicksilver > )

#* [[Mercury (mythology)]], a Roman god

LR

>

>’ Mercury ’’’ may also refer to:

== Architecture ==

#* [[ Mercury City Tower]], a Moscow, Russian skyscraper

* [[Mercury Court]], a large office building in Liverpool,
England

{{disambig}}

Categories

Categorization is used to group one or more article together, and every article should be a
member of at least one category[32], but this is only encouraged, not required. The categories
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that a page is a member of are always shown at the bottom of the article, and can help the
users in finding other articles related to the domain. Listing 4.4 shows the markup used to
include the article Shortest path problem in the categories Graph theory and Polynominal-time
problems. The categorization system is flexible as it is not limited to a tree structure, instead it
is a direct cyclic graph. While avoiding cycles is encourage, it is not enforced by the software
and therefore some cycles exist. This may make it difficult to determine which category is the
parent category and which one is a sub-category.

Listing 4.4: Categorization of the Shortest path problem article

[[ Category: Graph theory ]]
[[ Category: Polynomial —time problems ]]

4.3 Prototype Overview

As part of this thesis we are making a simple prototype system made up of two components.
A named entity mining component that is used to extract entities from Wikipedia in order to
build a dictionary of named entities, with a list of common synonyms for each entity. It will
also be used to build a list of ambiguous entities, that is, entities with multiple senses. For
example, Bush may refer to George W. Bush as well as George H. W. Bush. To experiment
with the use of the automatically constructed named entity dictionary we are making a search
system which is making use of the dictionary to do query expansion.

4.4 Named-Entity Recognition

Originally we considered using capitalization of words to find entities. The idea was that if
all the words in an article title were capitalized we were most likely dealing with a proper
noun, or a named-entity. The problem was that all article titles have their first letter capitalized
even if they are nouns rather than proper nouns. This means we would be unable to use this
to find single-word entities, as well as entities containing a non-capitalized words like Prince
of Wales. To work around this we considered making use of the categories and try to find
categories that seemed like they were mainly made up of entities and then mark the remaining
entries in the category as entities, as an alternative to the capitalization requirement.

Instead we decided to use an algorithm similar to [11] which also builds upon the idea of
looking for capitalized words. But to handle single-word titles or small uncapitalized words,
they look at the occurrences of the title in the text itself. In other words, if the number of
instances of the title that are exactly matching the title is above a certain threshold then the
title is considered to represent a named entity.

Since we are especially interested in finding entities related to news, we thought of a much
simpler algorithm as well, aimed at just finding people, companies, and organizations entities.
Instead of trying to look at the categories as some kind of tree and try to find a node that
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represents all entities of a kind, we looked at how the category names often follow certain
patterns when multiple categories are related. For instance, there are multiple category groups
that follow a Companies based in xxx pattern where xxx is a geographical location. We believe
that this can possibly be very useful for gathering a large collection of entities related to a
few groups. Also, this collection of entities will be useful in evaluating the recall of the more
generic entity recognition algorithm.

4.5 Synonym Extraction

After a set of named entities have been identified, we want to find their synonyms. As de-
scribed earlier we intend to use the internal links, redirects and disambiguation pages for this,
and we can easily extract all of these after we have the named entities. This will give us a list
of captions, all used on links to a particular entity, which is likely to generate a various amount
of junk synonyms. That is, synonyms that are not really synonyms, but instead the result of
people vandalizing articles. The second type of noise are link captions where a noun has been
appended to the proper noun which it is linking to. For example Bush administration’s is
linking to the article about President Bush, yet it is not a good synonym.

To filter out the noise we have considered two options, one is weighting each link caption based
on the number of links using the same caption. Then we can filter out the less popular ones,
which are less likely to be good synonyms since they are used infrequently. Another option we
considered was to apply the same algorithm used to the classification of link captions, where
we use versions of the link captions that are capitalized in different ways as an alternative since
we have no article text.

4.6 Query Expansion

The motivation for wanting to automatically building a dictionary of named entities was to put
it to use in a search context. What we wanted to do was to use it to perform named entity
disambiguation and improve robustness. By disambiguation we simply want to be able to
recognize entities in order to detect when a user specifies a query that is ambiguous, i.e. it can
be a reference to multiple entities. For example Jennifer can refer to both Jennifer Aniston
and Jennifer Lopez. The second usage we had in mind was robustness, by which we mean
being able to improve the recall when entities are referred to using different names in the
query and the documents. For example United Nations and UN are two names that are both
referring to the same entity, yet some news articles will use the full version while others use the
abbreviated one. In the case of news search, we believe the user is more interested in stories
about the entities referred to than stories where the entity is using the exact same spelling as
in the query.

One approach to making use of the entity dictionary would be to perform entity normalization
before indexing. That is, we would translate all occurrences of an entity into its main entity
reference if we can determine which entity the document is about, or a list of the unique names
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of multiple entities if there are no unambiguous references in the text. The problem is that to
do this we need to have the original news articles and the ability to normalize them before
indexing.

Instead we tried to use query expansion by expanding the query to include multiple synonyms.
By taking the users’ original query we can determine if it is referring to one or multiple entities
in our dictionary. If we have multiple matches, we will present the user with a list of possible
queries that would be less ambiguous, while at the same time present the user with the original
result set. In the other case, where the query is uniquely referring to an entity and we can
expand the query to include synonyms.

4.7 Web Application

A web application was made to provide a simple user interface to the search system. It uses
the dictionary for query expansion if the query given is a known entity. If the system is given
an ambiguous entity, the system will list possible unambiguous entities with the most popular
entities first. The most popular entities will be determined based on how each of the synonyms
are when appearing in the link captions. The modified queries are then run against the original
search engine, and the results are extracted an presented to the user.
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Implementation

In this chapter we describe the system we implemented for extracting named entities and
synonyms from Wikipedia and how we used the resulting dictionary in a modified search
system.

5.1 Overview

Classify article
titles as entity /

non-entity
- Extract data from Extract links and Combine entities
W'k'%efr:?pXML the XML dump B redirects with synonyms Entity Dictionary

Classify entries
based on
category

membership Search system

Figure 5.1: System overview

An overview of the system design is shown in figure 5.1. The entries are extracted from the
Wikipedia XML dump and are then use for the following processes:
* Classify the entry titles as entity/non-entity

¢ Extract all the links and redirects
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» Extract the category memberships for each page

All these processes are independent and the output of each of them are therefore stored on disk
for later when we want to use the links to find synonyms for the recognized entities.

The named entity recognition and synonym extracting was implemented in Ruby, with small
amounts of c++ used in performance critical spots to speed up the processing, making it easier
to do multiple test runs with different parameters. Various libraries were used, sqlite for storage
along a simpler flat-file format used for reading and storing data sequentially, libxml was used
to parse the Wikipedia XML dump, Hpricot was used to extract search results from the HTML
returned by the original search engine, ferret was used to index and search the named entity
dictionary. The search application was implemented as a web interface using Ruby on Rails.

5.2 Constraints

The scope of this thesis is limited to news search, which limits our interest in entity categories
to a few we consider very relevant to news. It also means that we have made assumptions that
we do not would hold true in a general sense.

Secondly, we did not have direct access to a news index except through the public front end.
This limited us in how we could use the entity dictionary to modify the search results as we
could only issue queries like everyone else, with a very limited query syntax. We could not
use normalization on the news articles before they were indexed. One reason why we would
have wanted to try this is because of how the ranking algorithms work where word frequency
within the document and the document collection affect the results. The idea was that if the
articles were normalized then synonyms would not be considered more important than others
simply before their use was less frequent.

5.3 Preprocessing

The Wikipedia XML dumps are available in multiple versions, with the largest version con-
taining the entire editing history for every article, as well as user and talk pages. As we are only
interested in the title and the article text, we used smaller dump. The one we used was the Jan-
uary dump of 2008 that was available at http://download.wikimedia.org/enwiki/20080103/enwiki-
20080103-pages-articles.xml.bz2 at the point of writing.

In listing 5.1 an excerpt from the dump file used is shown. Of all the information, we are only
interested in the <title> and <text> tags of the latest revision of the entry, and we stored the
information of interest in a binary file to save us from having to parse the XML file every time
we wanted to rerun any of the processes that took the Wikipedia entries as input. The entry
shown in the excerpt is a redirect that is use to point an entry using an old naming convention
to the new entry title with the new naming convention.
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Listing 5.1: Wikipedia XML dump extract

<mediawiki xmlns="http: //www.mediawiki.org/xml/export —0.3/"
xmlns:xsi="http: //www.w3.0rg/2001/XMLSchema—instance"
xsi:schemalLocation="http: //www. mediawiki.org/xml/export —0.3/_http: //www. mediawi
version="0.3" xml:lang="en">
<page>
<title>AlbaniaGovernment</title>
<id>35</id>
<revision>
<id>74467128</id>
<timestamp>2006—09—-08T04:19:45Z</timestamp>
<contributor>
<username>Rory096</username>
<id>750223</id>
</contributor>
<comment>cat rd</comment>
<text xml:space="preserve ">#REDIRECT [[ Politics of Albanial]]
{{R from CamelCase}}</text>
</revision>
</page>
<page>...</page>
</mediawiki>

5.4 Generic Named Entity Recognition

The generic named entity recognition is only classifying a Wikipedia entry as an entity or not.
It starts out by looking at the title of the entry, since as mentioned earlier, most of the article
titles are nouns, and the only nouns we are interested in are the proper nouns. To classify the
entries we implemented an algorithm using the following steps when given a title, 7', and the
text of an entry:

1. Remove any domain suffix from T

2. Tokenize T into n units, wi,wy, ..., wy,

3. Remove any w; from W where w; is included in S

4. Classify as an entity if any of these conditions holds true:
* YC(wj))=nandn>=2
* YD(w;) >=2

o LET)

YN(T)

A domain suffix is the text enclosed in parentheses that follows the title of entries with multiple
senses. They are used to disambiguate between the senses, but since they are not part of the

>=a
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Article Name Is Named-Entity?
Esoteric knowledge false
Princess of Wales true
Doifiana National Park true
English literature false
Single occupancy vehicle false
High occupant vehicles false
High occupancy vehicles false
High-occupancy vehicle lane | false
Clinton County true
DeWitt Clinton true

Table 5.1: Excerpt of the named-entity recognition output

entity name, we must first strip them from the title. Next we strip all w; which are found in
S, which is a list of stop words. See appendix B for the list of stop words used[33]. The
classification makes use of multiple functions:

» C=lifany /; € [A..Z], 0 otherwise
* D=1if |Q| >=2 where Q =Y C(l;), 0 otherwise

* D returns 1 if the parameter has multiple capital letters, O otherwise C is a function that
returns 1 if the parameter is capitalized, and 0 otherwise, while D is a function that that
returns 1 if the parameter has multiple capital letters, and O otherwise. o is a variable
used as a threshold for the third condition.

An excerpt of the output generated is shown in table 5.1. It shows the titles of a random
selection of a few Wikipedia entries and whether or not they were classified as entities using
the algorithm described above.

5.5 Category Based Named-Entity Recognition

The category system can also be 