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ABSTRACT

For many years, NTNU in Ålesund (formerly Aalesund
University College) has maintained a close relationship
with the maritime industrial cluster, centred in the sur-
rounding geographical region, thus acting as a hub for both
education, research, and innovation. Of many common
relevant research topics, virtual prototyping is currently
one of the most important. In this paper, we describe
our first complete version of a generic and modular
software framework for intelligent computer-automated
product design. We present our framework in the context
of design of offshore cranes, with easy extensions to other
products, be it maritime or not. Funded by the Research
Council of Norway and its Programme for Regional R&D
and Innovation (VRI), the work we present has been
part of two separate but related research projects (grant
nos. 241238 and 249171) in close cooperation with two
local maritime industrial partners.

We have implemented several software modules that
together constitute the framework, of which the most
important are a server-side crane prototyping tool (CPT),
a client-side web graphical user interface (GUI), and a
client-side artificial intelligence for product optimisation
(AIPO) module that uses a genetic algorithm (GA) lib-
rary for optimising design parameters to achieve a crane
design with desired performance. Communication between
clients and server is achieved by means of the HTTP and
WebSocket protocols and JSON as the data format.

To demonstrate the feasibility of the fully functioning
complete system, we present a case study where our
computer-automated design was able to improve the exist-
ing design of a real and delivered 50-tonnes, 2.9 million
EUR knuckleboom crane with respect to some chosen
desired design criteria.

Our framework being generic and modular, both client-
side and server-side modules can easily be extended or
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replaced. We demonstrate the feasibility of this concept in
an accompanying paper submitted concurrently, in which
we create a simple product optimisation client in Matlab
that uses readily available toolboxes to connect to the CPT
and optimise various crane designs by means of a GA.
In addition, our research team is currently developing a
winch prototyping tool to which our existing AIPO module
can connect and optimise winch designs with only small
configuration changes. This work will be published in the
near future.

INTRODUCTION

With the geographical heart of the Norwegian maritime
cluster located on campus, NTNU in Ålesund (formerly
Aalesund University College) has played the role of a hub
for collaborations in education, research, and innovation.
According to the Global Centre of Expertise (GCE) Blue
Maritime, one of only three industrial clusters in Norway
that have been awarded this prestigious title and fund-
ing from the Norwegian Innovation Clusters Programme,
the Norwegian maritime cluster consists of 13 design
companies, 14 ship yards, 20 ship-owner companies, 169
equipment suppliers, 22,500 employees, and a total annual
revenue of about 5.7 billion EUR.1 Together with two of
these companies, ICD Software AS (provider of industrial
control systems software)2 and Seaonics AS (designer and
manufacturer of offshore equipment),3 we have received
funding from the Research Council of Norway and its
Programme for Regional R&D and Innovation (VRI)
for two independent but related research projects (grant
nos. 241238 and 249171) for using artificial intelligence
(AI) for intelligent computer-automated design (CautoD)
of offshore cranes and winches, respectively.

Our main focus is on the development of a generic
and modular software framework for intelligent CautoD of
products such as crane and winches. We use the recently
completed crane design project for exemplification but
emphasise that our work has strong synergies with our

1www.bluemaritimecluster.no, accessed 8 February 2016.
2www.icdsoftware.no
3www.seaonics.com
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ongoing winch design project and generically can be
extended to other products and CautoD methodologies.

In the following, we begin with a background overview
of virtual prototyping (VP) in general and CautoD in
particular, offshore cranes, and the motivation and aim
of our work. Next, we outline the method we have used,
including details about the software architecture of our
framework and each of its main components. Then we
demonstrate how our first, complete version of our system
is able to improve the design of a real knuckleboom crane
that has already been sold and delivered to a company
in Baku, Azerbaijan. Finally, we discuss our results and
impact on future work.

BACKGROUND
Virtual Prototyping (VP)

We may define VP as the computer-aided construction
of digital product models (usually virtual prototypes or
digital mockups) and realistic graphical simulations for the
purpose of design and functionality analyses in the early
stages of the product development process (Pratt, 1995).
Both the shipbuilding (Kim et al., 2002) and automotive
(Wöhlke and Schiller, 2005) industries have made signific-
ant use of VP aspects such as modelling, simulation, and
visualisation techniques, in the process of evaluating and
improving product design and to the validation of product
planning and manufacturing processes (e.g., Mujber et al.,
2004; De Sa and Zachmann, 1999; Weyrich and Drews,
1999).

Common VP methodologies include computer-aided
design (CAD), realistic virtual environments (VEs), virtual
reality (VR), and CautoD. CAD is related to the use of
computer systems to aid in the creation, modification,
analysis, or optimization of a design (Narayan et al., 2008),
and is generally associated with 2D and 3D modelling
software. VEs can be used to improve collaboration and
teamwork in product design, for example in construction
engineering (e.g., Waly and Thabet, 2003; Sarshar et al.,
2004; Yerrapathruni, 2003) or component and assembly
design (e.g., Shyamsundar and Gadh, 2002; Chang et al.,
1999; Chan et al., 1999), and can be particularly useful in
multidisciplinary product development (e.g., mechatronics
engineering), to avoid inefficient communication between
designers and engineers with different backgrounds that
can slow the design process (Shen et al., 2005). Likewise,
employing VR as a collaborative VP tool can greatly
improve the product design, test and review loop before
committing to physical fabrication (Choi and Cheung,
2008). Here, our main focus is on applying AI for CautoD,
and a GA in particular, to automate and optimise the
design phase of product development.

Computer-Automated Design (CautoD)
Likely the first scientific report of CautoD was reported

by Kamentsky and Liu (1963), who created a computer
programme for determining suitable logic circuits satisfy-
ing certain hardware constraints while at the same time
evaluating the ability of the logics to perform character

recognition. Many contributions of CautoD have been
made since then, particularly in the field of structural
engineering (see Hare et al., 2013, for a survey). The
general paradigm is that of optimisation, where one for-
mulates the design problem as the optimisation of an
objective function; that is, minimisation of a cost function
or maximisation of a fitness function. For complex optim-
isation problems for which analytical and exact solutions
are difficult or impossible to obtain, AI methods such as
machine learning and evolutionary computation can often
be used with great success (see Zhang et al., 2011, for a
survey).

A seminal example of design optimisation using AI
is the simulated annealing (SA) algorithm (Kirkpatrick,
1984; Černỳ, 1985), which is still in use today, e.g.,
for CautoD of tensegrity systems (Xu and Luo, 2010).
Another highly influential algorithm is the GA, which has
been used for a variety of design optimisation problems,
including computer-based control of gas pipeline systems
(Goldberg, 1983), structural systems (Rajeev and Krish-
namoorthy, 1992), 2D geometrical nonlinear steel-framed
structures (Pezeshk et al., 2000), the piping process of
offshore drilling platforms (Peng et al., 2010), and the
influential work on design planar and space structures by
Erbatur et al. (2000). Finally, we would like to guide the
reader to the work of Kaveh and Talatahari (2009), who
used particle swarm optimisation (PSO) and ant colony
optimization (ACO) to find an optimal design of different
types of truss structures, and the work of Schoning and Li
(2013); Schöning (2014), who used a set of different AI
algorithms that could connect and interrogate a simulator
for a homogeneous charge microwave ignition system in
search of novel design solutions, much in the same vain
as the software framework we present here.

Virtual Prototyping of Offshore Cranes

An offshore crane such as the one in Figure 1 is a
complex system of components interacting to achieve safe
movement of heavy goods, often under harsh and difficult
conditions.

Even simple versions of such offshore cranes con-
sist of a large number of components, including hooks,
winches, slewing rings, cylinders, booms, hinges, sheaves,
and pedestals (see Figure 2 for an illustration of the
main components). The choice of crane components and
their physical properties and interrelationships determines
various measures of performance of interest to the crane
designer. For example, key performance indicators (KPIs)
such as the desired workspace, the working load limit
(WLL) and the safe working load (SWL) within that
workspace; the total weight of the crane; its control system
characteristics, durability, installation and operating costs;
and safety concerns are all factors that the crane designer
must take into account when designing a new crane. In
addition, laws, regulations, and the use of design codes
such as the standards provided by classification socities
like DNV-GL, Lloyd’s Register Group Limited, and the



Figure 1: Boomerang-shaped knuckleboom crane by
Seaonics AS with an ingeniously designed wire or fibre
rope running directly from winch to boom tip. The design
increases the workspace compared to standard knuckle-
boom cranes while reducing wear and tear of the wire or
fibre rope. This crane is ideal for arctic operations and
fibre rope use. Image courtesy of Seaonics AS.

Figure 2: Illustration of the main components of an off-
shore knuckleboom crane and its 2D load chart. Image
courtesy of ICD Software AS.

American Bureau of Shipping all put constraints on the
choice of design parameters.

VP is currently the main focus of research of the
Software and Intelligent Control Engineering (SoftICE)
Laboratory4 at NTNU in Ålesund. For the last few years,
the SoftICE lab and our colleagues in the Mechatronics
Laboratory5 have published several papers relating to VP
and aspects of modelling, simulation and visualisation
of offshore cranes, marine operations, installations, and
industrial robotics (e.g., Bye et al., 2015; Sanfilippo et al.,

4blog.hials.no/softice
5www.mechatronics.hials.org

2013, 2015; Chu et al., 2014, 2015; Chaves et al., 2015;
Hatledal et al., 2015).

Of particular interest is the recent work by colleagues
Hatledal et al. (2015), who present a voxel-based nu-
merical method for computing and visualising the 3D
workspace of offshore cranes. Despite the importance of
a crane’s lifting capacity in different positions in the
workspace (often visualised as a 2D load chart), which
depends on the properties of crane components such as
the length of the boom and jib and the maximum pressure
of their cylinders, workspace and load chart calculations
are usually not taken into account in the design phase and
are merely realised as an indirect consequence of a priori
design choices (Hatledal et al., 2015). However, Hatledal
et al. note that employing their algorithm as a trial-and-
error VP tool during the preliminary design phase, factors
such as the length of the boom and jib and the size of
their cylinders can be designed to yield better workspace
characteristics.

Several other researchers have recently published relev-
ant work relating to VP of offshore cranes, operations, and
control. Bak et al. (2011); Bak and Hansen (2013); Peng
et al. (2010); Pawlus et al. (2014) present VP of offshore
knuckleboom cranes and pipe handling equipment, includ-
ing techniques for modelling, simulation, and parameter
identification that can aid in the VP process. Park and Le
(2012) employ VP technology for modelling and control
design of a mobile harbour crane system, whereas He et al.
(2014) focus on VP-based multibody systems dynamics
analysis of offshore cranes.

The work presented above shows that VP of offshore
cranes and is an active field of research, however, as we
will detail in the following section, most of this work
can be improved by intelligent automation of the design
process, which is the motivation for our own work.

Motivation and Aim
While the contributions above are valuable, the various

models, calculations, simulations, and visualisations are
mainly used as VP tools requiring a human to manually
try and test design solutions until satisfied. For example,
the work of Hatledal et al. (2015) describe how their VP
environment can be used for a trial-and-error procedure
to improve the traditional experience-based rule-of-thumb
approaches employing pen-and-pencil or spreadsheet cal-
culations commonly employed in the maritime industry but
their method is hardly satisfactory given the large number
of design parameters involved.

The findings reported in the literature typically describe
various means to determine offshore crane properties and
behaviour based on pre-determined design parameters,
analogous to calculating the forward kinematics of a
robotic arm. However, the inverse problem, namely that
of choosing appropriate, possibly conflicting, values for
numerous offshore crane design parameters such that some
desired design criteria are satisfied, is much harder.

The aim of our two research projects is to solve this
problem for respectively offshore cranes and winches

https://blog.hials.no/softice
http://www.mechatronics.hials.org/


by means of an intelligent CautoD software framework
employing a GA for searching through the vast number of
design choices and combinations until an optimised design
is found. The design will inevitably involve tradeoffs and
thus be Pareto optimal, which means that improving some
aspect of the design will necessarily detract from another.

METHOD
Software Architecture

The diagram in Figure 3 shows the software architecture
for our complete system.

We have adopted a server-client software architecture,
in which the CPT act as as server to which clients such
as the AIPO module and the web GUI can connect via
two different communication interfaces. The first inter-
face uses the Hypertext Transfer Protocol (HTTP), with
data transferred as JavaScript Object Notation (JSON), a
lightweight human-readable data-interchange format. The
second interface uses WebSocket (WS), which is a pro-
tocol providing full-duplex communication channels over
a single TCP connection, also with JSON as the data
format. Because WS enables streams of messages on top
of TCP, uing WS for communication is advantageous for
bidirectional conversations involving many small messages
being sent to and from a server. If this is not a concern,
clients may prefer to use HTTP, since this protocol is very
mature and well supported in many different programming
languages. Two server modules that implement the com-
munication interfaces both connect to a third module, the
crane calculator. All three modules are implemented in
Java and together constitute the CPT.

On the client side, we have implemented an AIPO
module that uses a GA library module for optimisation.
Both modules are programmed in Haskell and are used
for CautoD of offshore cranes. In addition, we have
implemented a web GUI in JavaScript. Finally, to test
the modularity of the software framework, we have also
implemented a crane optimisation client in Matlab. The
Matlab client and a test suite for optimal crane design is
presented in an accompanying paper submitted together
with this paper (Hameed et al., 2016).

The CPT server accepts messages that conform to a
set of rules that we have defined. Specifically, the AIPO
module sends a JSON message object consisting of three
parts (subobjects): (i) a "base" object with a complete set
of default design parameter values; (ii) a "mods" object
with a subset of design parameter values that modifies the
corresponding default values; and (iii) a "kpis" object with
the desired KPIs to be calculated and returned by the CPT.

The design is highly modular. On the server side, we
can swap prototyping tools as long as they conform to the
HTTP/JSON or WS/JSON communication interfaces and
message formats that we have defined. Thus, we can easily
create a winch prototyping tool (currently under develop-
ment in a parallel project) or another product prototyping
tool, as long as the tool is able to receive such messages
as described above and calculate and return desired KPIs.
Likewise, on the client side, different optimisation clients

can connect to the CPT (or another product optimisation
tool), again as long as they conform to the communication
interface.

Crane Calculator
The components of an offshore crane may total several

thousand parameters, making it infeasible to manually
pick good values for each parameter. However, through
the years, crane designers have been able to reduce this
number to a set of about 120 design parameters that are
considered the most important. Based on the values of
these parameters, which can be set manually or by a
CautoD tool such as AIPO, our crane calculator is able to
calculate a fully specified crane design and its associated
KPIs. The goal of the designer is thus to determine
appropriate design parameter values that achieve desired
design criteria (KPIs), while simultaneously meeting re-
quirements by laws, regulations, codes and standards.

The accuracy of our crane calculator has been verified
against other crane calculators and spreadsheets currently
in use in the industry, and, as a result, Seaonics AS has
already adopted the CPT server and web GUI client for
manual crane design.

A block diagram depicting how the crane calculator can
be used for manual crane design is shown in Figure 4.

Web Graphical User Interface (GUI)
To simplify practical use of the crane calculator, we

have created a web graphical user interface (GUI) that can
be used to interact with the crane calculator via WS/JSON
communication. Using the web GUI to manually adjust the
120 design parameters in the crane calculator by trial-and-
error, the effect of the parameters on a number of KPIs
and other design criteria can be investigated numerically,
with the possibility for exporting to text files, and visually,
by depicting the main components of the crane and its 2D
SWL load chart.

The GUI consists of three parts aligned horizontally: a
left column with "drawers" where design parameters can
be modified; the visualised crane and load chart in the
middle; and a right column that shows numerical results,
including the load vector (position and SWL), slewing
ring torque, boom angle, jib angle, and the main and jib
cylinder data (compression force, buckling force and SWL,
and pressure and its SWL).

The load chart is a graphical representation of the lifting
capacity in the workspace of a particular crane design
as determined by the crane calculator. The workspace is
divided into zones, where each zone is highlighted by a
colour indicating the maximum SWL in tonnes in that
particular crane configuration.

Due to space consideration, we refer to Bye et al. (2015)
for a screenshot of the GUI.

Artificial Intelligence for Product Optimisation (AIPO)
The manual design process using the web GUI together

with the CPT is cumbersome. Indeed, there are more



Figure 3: Software architecture for intelligent CautoD of offshore cranes, winches, or other products. The winch
calculator is shown in grey because it is still under development. Solid and dashed lines indicate whether modules and
their interconnections are inside or outside the scope of this paper, respectively.

Crane calculator
x y = f(x)

Human designer or AIPO

Figure 4: Human crane designer using a manual trial-
and-error approach with the crane calculator to tune the
input design parameters x until the resulting design y
matches the desired design criteria. Our aim is automate
this process by a CautoD solution, namely AIPO.

than 120 parameters that must be specified by the crane
designer. Clearly, this large number of parameters makes
the search space (the space of all possible combinations
of parameter values) very large and a manual trial-and-
error approach will necessarily be both time-consuming
and cost-inefficient and lead to suboptimal designs. Hence,
we have developed an AI for product optimisation (AIPO)
software module replacing the human operator in Figure 4
in order to automate and optimise the design process.

The product designer must configure the AIPO module
with one or several objective functions based on the KPIs
and design criteria of the product to be designed, be
it an offshore crane, a winch, or some other product.
In addition, the product designer must configure the AI
algorithm to be used for optimisation. For example, if
using a GA, the designer must set certain parameter values
such as population size, mutation rate, and choose methods
for selection and crossover.

Using AI optimisation methods such as a GA in this
case, the module interrogates the CPT with an objective
function until an optimised design solution is obtained.
A short description of GAs and objective functions are

provided in the following sections.

Genetic Algorithms (GAs)
The GA is inspired by natural evolution, with elements

such as inheritance, mutation, selection, and crossover. It is
well suited for hard optimisation problems where solutions
are difficult or impossible to obtain in polynomial time.
Additionally, an advantage of GAs is that constraints can
be handled with ease. For crane design, the most important
components are the hydraulic cylinders and the slewing
ring. In the case of the slewing ring, the maximum torque
is of special interest, because it limits both the lifting
distance and weight of the payload. In the case of the
cylinders, their maximum pressure and buckling limit is of
major importance. These and other constraints can easily
be incorporated in a GA optimisation procedure.

Most of the literature attributes the GA to Hol-
land (1975), with subsequent popularisation by Goldberg
(1989), and it is currently a very popular optimisation tool
across many different disciplines (e.g., Haupt and Haupt,
2004).

The authors and colleagues have used GAs for a number
real-world optimisation problems (e.g., Bye, 2012; Bye
and Schaathun, 2014, 2015; Bye et al., 2015; Alaliyat
et al., 2014; Sanfilippo et al., 2013). Here, we let the
AIPO module use a GA in conjunction with the CPT for
optimising the design phase of offshore cranes. Neverthe-
less, with only minor adjustments, we are able to adopt
the same process for CautoD of winches (currently under
development) or other products. More details about the
GA we use here can be found in a previous paper (Bye
et al., 2015).

Objective Functions
In order for the GA to succeed in optimising design

solutions, a suitable objective function must be selected



that incorporates the design criteria that we wish to optim-
ise. That is, the GA must determine values for a number of
input parameters x such that the selected objective function
f(x) is optimised.

Nevertheless, choosing an appropriate objective func-
tion is not trivial. In addition to adhering to laws, regu-
lations and standards, offshore cranes must be designed
in accordance with the specific needs of the customer.
Optimising such a set of potentially conflicting design
criteria (that is, there is a tradeoff between two or more
objectives) is called multiobjective optimisation (MOO).
Using a GA for MOO, the GA will not return a single
solution but a set of Pareto optimal solutions, which means
that none of the objective functions can be improved
without degrading others (e.g., see Haupt and Haupt, 2004;
Arora, 2012, for details).

Choice of Implementation Languages
The web GUI was implemented in JavaScript, the CPT

in Java, and the AIPO module and the GA library in
Haskell.

JavaScript has stayed popular for more then a decade
and has a huge user base and easy access to resources.
Most web client supports JavaScript out of the box. Since
only a text editor and web browser is needed for creating
programs, modifications can be tested immediately by
refreshing the browser, thus enabling rapid development
and testing. Initially, therefore, the crane calculator was
part of a JavaScript web client, but this choice had
several drawbacks. Most importantly, the source code
was open for everyone to see, which was unacceptable
to our industrial partners. In addition, processing speed
was dependent of the client’s hardware. Thus, to ensure
sufficient processing power independent of user hardware,
the JavaScript implementation was moved "as is" to the
server-side. Unfortunately, there were speed issues and
further development was needed in order to develop a
suitable application programme interface (API) for the
AIPO module. We therefore decided to opt for a different
implementation language able to solve these issues, and
also chose to separate the calculator from the handling of
communication with clients. In order to keep migration
costs low, a language with syntax similar to the C-
like syntax of JavaScript was desired. Java was therefore
chosen, with the additional advantage of its portability to
different platforms. If even higher performance will be
needed in the future, we might use compiled languages
such as C, C++ or C#, or a functional language like
Haskell, which is well suited for parallellisation.

For the AIPO module and its interconnected GA library,
we chose Haskell. Haskell is a purely-functional program-
ming language, which means that functions in Haskell are
pure, there is no global state, and no side effects. In addi-
tion, the separation between pure and impure functionality
makes code easier to debug. Code written in Haskell is
therefore less error-prone and usually more concise, com-
pact, and readable than imperative programming languages
like C or Java.

Haskell is a good choice for parallel programming,
which we believe is likely to be needed as the complexity
of our software framework grows. Using pure parallelism
guarantees deterministic processes and zero race condi-
tions or deadlocks, however, non-pure concurrency related
to pseudorandom number generators and other processes
is still required.

Using Haskell for AIPO and GA implementation makes
this part of our framework very modular and extensible,
something we believe is necessary in order to expand the
framework and design tools in the future.

Parallel Computing

The most computationally expensive part of the GA
calculations is the evaluation of the objective function.
Fortunately, calculating objective functions in a GA is
known as "an embarrassingly parallel problem" because
it involves solving many similar, but independent tasks
simultaneously in parallel, with little or no need for
intertask coordination and communication. Consequently,
it is possible to speed up the GA by outsourcing objective
function calculations to local computer clusters or comput-
ing clouds. An affordable and interesting option is to use
general purpose computing on graphical processing units
(GPGPUs), since GPUs in common modern desktop com-
puter graphics cards are already optimised for parallelism.

The GA library we have developed already supports
parallel processing, thus, we should be able to extend our
framework to apply parallel computing with little or no
modification. Note, however, that we currently do not take
advantage of parallel processing, since the evaluation of
the cost function is performed by the server-side CPT,
and not the client-side GA. In future work, we may
consider improving the server-side CPT implementation
by parallel processing, for example by recoding in Haskell
and employing GPGUs for parallel evaluation of objective
functions.

Case Study

To test the ability of our software framework to per-
form optimised CautD of an offshore crane, we used a
real knuckleboom crane as a nominal benchmark against
which our optimised crane design could be compared. The
nominal crane has been designed, sold, and delivered by
Seaonics AS to a company in Baku, Azerbaijan. The crane
had a total delivery price of approximately 2.9 million
EUR.

Two KPIs were chosen as components of an objective
function to be optimised: (i) the maximum safe working
load SWLmax and (ii) the total crane weight W. Whilst
the total crane delivery price is of great concern, we do not
currently have price estimates as a function of crane design
implemented in the CPT. Nevertheless, the total weight can
to some extent be used as a proxy for price, because price
will be correlated to weight, and one wants to minimise
both measures. Moreover, these cranes are installed on-
board vessels and reduced crane weight allows a higher



deadweight tonnage (DWT). Hence, weight is important
for both capital and operating expenditure.

The maximum SWL, on the other hand, is a measure
of the maximum lifting capacity of the crane in the entire
workspace. In a particular crane configuration, with the
tip of the crane in a particular position of the workspace
where SWL is maximum, all other configurations with the
crane tip in surrounding positions will have a SWL less
than or equal to the maximum SWL.

The goal of the crane optimisation was thus to maximise
SWLmax while simultaneously minimising W. To achieve
this goal, we let the optimisation function be a fitness
function f1 given by

f1 = SWLmax
W

The evaluation of f1 will increase when SWLmax in-
creases and/or W decreases, and vice versa.

There are several other possible choices for objective
functions, including handling with MOO, some of which
are studied in our accompanying paper (Hameed et al.,
2016). Here, we are mainly concerned with showing proof-
of-concept, namely that our complete software framework
performs as intended. A simple case study and a single
objective function suffices for this purpose.

As optimisation variables, we chose four design para-
meters that greatly affect both SWLmax and W: (i) the
boom length; (ii) the jib length; (iii) the maximum pressure
of the boom cylinder; and (iv) the maximum pressure of
the jib cylinder. The parameter values were constrained
to a range with minimum and maximum limits. All other
design parameters were identical to those of the nominal
crane.

RESULTS
Using the GA with a population size (set of candidate

design solutions) of 100 and running for 50 generations,
giving a grand total of 5,000 evaluated designs, took
98.4 minutes, including transfer times between the AIPO
client and CPT server. The best design solution found is
presented in Table 1, and shows that compared with the
nominal benchmark crane, the maximum SWL improved
from 100.0 tonnes to 142.1 tonnes, or an improvement
of 42.2%, while simultaneously, the weight of crane was
reduced from 50.8 tonnes to 44.0 tonnes, or an improve-
ment of 13.5%. The objective function evaluated at the
optimised design parameters was improved by 64.3%.

A graphical representation of the load charts of the
nominal crane and the optimised crane design is shown in
Figure 5. From the diagram, it is clear that the optimised
design has resulted in a a crane with a much smaller
workspace than the nominal crane but with much higher
lifting capacity.

DISCUSSION
In this paper, we have presented our first version of

a generic and modular software framework for intelli-
gent computer-automated product design. To demonstrate

proof-of-concept of the fully functioning complete system,
we did a case study where our CautoD solution was able
to improve the existing design of a real and delivered 50-
tonnes, 2.9 million EUR knuckleboom crane with respect
to the objectives of maximising the SWL and minimising
the total crane weight. Whilst the results are sufficient for
the purpose of proof-of-concept, we wish to emphasise
that for real crane design, much more sophisticated ob-
jective functions must be constructed, able to handling a
variety of different, possibly competing, design criteria.
For example, our optimised design solution in the case
study above outperforms the real crane on the objectives
we have chosen but may fail on other design criteria not
encompassed by our choice of objective function. For
instance, the workspace of the optimised crane is much
smaller compared to the real crane (see Fig. 5) and may
not satisfy the needs of the company buying the crane.

Generic and Modular Software Architecture
We have implemented several software modules (see

Figure 3) that together constitute the framework: (a) the
server-side CPT calculates a fully specified crane design
and a number of key performance indicators based on a set
of about 120 input design parameters; (b) the client-side
web GUI facilitates manually setting the design parameters
of the CPT as well as providing an immediate visualisation
of the resulting crane and its 2D workspace SWL load
chart; (c) the client-side AIPO module uses a GA library
for optimising the design parameters to achieve a crane
design with desired performance. Communication between
clients and server is achieved by means of the HTTP and
WS protocols, and with standardised JSON messages as
the data format.

Our framework being generic and modular, both client-
side and server-side modules can easily be extended or
replaced. On the client-side, crane designers may choose to
create their own custom-made computer-automated design
modules or GUIs that can communicate with the CPT
to obtain desired crane designs and visualisations. We
demonstrate the feasibility of this concept in an accompa-
nying paper submitted concurrently (Hameed et al., 2016),
in which we create a simple product optimisation client
in Matlab that connects to the CPT and optimises various
crane designs by means of a GA. On the server-side, crane
designers can provide other product prototyping tools to
which our existing AIPO module can connect and optimise
the product design.

Furthermore, our research team is currently developing
a winch prototyping tool to which our existing AIPO
module can connect and optimise winch designs with little
or no modification. This work will be published in the near
future.

Complexity and Sensitivity
We have not analysed algorithm complexity nor sens-

itivity with respect to the design parameters. A core of
N = 120 design parameters has been implemented in the
crane calculator but only n = 4 � N parameters were



measure units nominal limits (min, max) optimised difference change

boom length mm 15,800 (12,000, 26,000) 12038 -3,762 -23.8%
jib length mm 10,300 (6,000, 16,000) 6124 -4,176 -40.5%
boom cylinder max pressure bar 315 (100, 400) 383 68 21.6%
jib cylinder max pressure bar 215 (50, 300) 262 47 21.8%
SWLmax kg 99,978 - 142,138 42,160 42.2%
W kg 50,856 - 44,014 -6,842 -13.5%
f1 = SWLmax/W - 1.97 - 3.23 1.26 64.3%

Table 1: Optimised crane design compared with a nominal benchmark crane.

Figure 5: 2D SWL load charts for a nominal benchmark crane (left) and the optimised crane (right).

optimised by the GA in our case study. Now that we have
demonstrated proof-of-concept of our framework with 4
parameters, we are in the process of investigating both the
effects of varying both the choice of parameters and their
values (sensitivity) and expanding our solution and let the
number n grow (complexity). As the number of design
parameters grows, the search space grows exponentially.
Hence, parallel computing may be needed in order to find
optimal solutions within reasonable time.

Intellectual Property Protection and Licensing
In its current implementation, our software framework

partially supports protection of intellectual property as
required by our industrial partners. Specifically, product
designers who wants to use the web GUI to design off-
shore cranes will have no knowledge of the inner workings
of the black box server-side CPT. Designers can also write
their own customised client software to connect to the
CPT, such as the Matlab crane optimisation client we have
developed concurrently (Hameed et al., 2016).

The CautoD solution, on the other hand, consists of the
AIPO module and its GA library and does not have a GUI
frontend yet, which would have enabled black box usage.
Thus, in it current state of implementation, users must

modify the code directly to obtain crane design results,
and intellectual property is therefore not protected. We
describe the possibility of extending the AIPO module
with a web GUI in the next section.

For licensing, we have currently developed a
username/password-protected version of the web GUI,
which uses the WS/JSON interface. This can easily be
extended to the HTTP/JSON interface as well. Using
usernames/passwords enables the owner of the software to
license usage of the CPT server on a time-limited basis.
We may implement licensing for the CautoD solution, as
well as more advanced licensing mechanisms, in future
work.

AIPO GUI and Added Functionality
Product designers are experts in their own professional

domains but will often lack prior knowledge of AI or
programming. It is therefore essential to enable these
domain experts to use our software framework while
having to acquire as little as possible of this knowledge.
Accordingly, we plan to develop a GUI for configuration
of the AIPO module, possibly absorbing the functionality
of the existing web GUI in Figure 3. This has several
advantages. First, the code and intellectual property of the



AIPO module and related AI algorithms can be hidden
and used as a black box. Second, the GUI could be used
for configuration purposes, such as defining and using new
objective functions or setting parameters or weights of a
set of predefined objective functions. Moreover, such a
GUI should enable the user to choose which AI algorithm
should be used for optimisation and set its parameters.
Third, the GUI culd be used for visualisation, not only
of the load chart, but of other relevant design aspects,
thus enabling the product designer to quickly obtain an
overview of the proficiency of the design and possible
tradeoffs. Fourth, the GUI could let the user investigate
existing product designs stored in a library, and possibly
use these as a starting point for optimisation. Finally, the
GUI can provide an intuitive and user-friendly method for
doing all of the above when compared with text-based
alternatives and direct programming of the software.
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