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Abstract

A reactive CFD model has been developed and implemented numerically in

an in-house code for a coupled double loop circulation fluidized bed reactor.

In the current work it is utilized for the chemical looping combustion (CLC)

process but the model can easily be modified for exploring some other chem-

ical looping processes. The air reactor and the fuel reactor are operated in

fast fluidization regime and simulated separately in a simultaneous mode. The

connections between the two reactors are realized through time-dependent inlet-

outlet boundary conditions. The model predictions are validated by comparison

with experimental data reported in the literatures. Good agreement is observed

between the experiments and simulations. Using this model, fluid dynamics and

chemical process performance of the double loop reactor is investigated. The

results show that the methane is rapidly consumed at a very short entrance

section of the reactor and the axial distribution of the oxygen is more smooth.

Higher reactant residence time and fuel reactor temperature increase the conver-

sion of methane and oxygen. The methane conversion could reach 95% during

the current study.
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1. Introduction1

The fact that greenhouse gas emission from the energy sector is linked to2

climate change has prompted research in a considerable number of technologies3

to address this issue. Chemical looping combustion (CLC) is one of the possible4

technologies which provides a novel route for inherent CO2 capture with lower5

energy demand and cost penalty [1].6

The typical configuration for CLC system consists of two interconnected7

fluidized bed reactors, comprising a fuel reactor (FR) operated as a bubbling8

bed and an air reactor (AR) operated in the fast fluidization regime. A metal9

oxide, known as oxygen carrier (OC), is used to supply the oxygen needed for10

fuel conversion and circulates between the two reactor units. The gaseous fuel is11

introduced to the FR and reacts with oxygen, provided by the OC, to give CO212

and steam (1). In a subsequent step, this oxygen carrier is reoxidized to its initial13

state with air (2) in the AR. In this way, the mixing of fuel and air is avoided14

and CO2 will inherently not be diluted with nitrogen which would otherwise15

require high energy cost. A large number of studies considering different areas16

of CLC have been summarized by several review papers [2–4].17

(2n+m)MexOy + CnH2m → (2n+m)MexOy−1 +mH2O + nCO2 (1)

MeOy−1 +
1

2
O2 → MexOy (2)

The development of Computational Fluid Dynamic (CFD) model for CLC18

process has been the focus of many researches since the mathematical modelling19

and simulation of the reactor is essential for its design, optimization and up-20

scaling. Most of CLC simulation studies available on the literature focused on21

modelling the typical configuration which composes of a high velocity riser as22

the AR and a low velocity bubbling fluidized bed as the FR[5–14], However sev-23

eral studies [5–8] found that the bubbles formed and the reacting gas bypassing24
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in the bubbling bed could result low gas conversion. Up to date, only a few25

attempts [15–17] were made for other reactor design possibilities.26

SINTEF Energy Research and the Norwegian University of Science and Tech-27

nology have designed a double loop circulating fluidized bed (DLCFB) reactor28

for CLC process. In the DLCFB system, the air reactor as well as the fuel reac-29

tor are operated in the fast fluidization regime for a better gas-solid contact and30

flexible operation. In order to understand the physical phenomena, explore the31

chemical process performance of the CLC process in this novel DLCFB system,32

it is beneficial to develop a simulation tool which further can be used to optimize33

the operating conditions, on scale-up and design of industrial scale reactors.34

This study makes a first attempt on CFD modelling and simulations for the35

CLC process in the novel DLCFB reactor as defined above. A reactive multi-36

phase CFD model for an interconnected DLCFB reactor has been developed and37

implemented using an in-house Fortran code. Methane is used as the gaseous38

fuel and NiO is chosen as OC. The main objective of this paper is to validate39

the model and investigate the CLC performance in the DLCFB reactor system40

with different operating conditions.41

2. Experimental setup42

The concept for the CLC reactor system developed by SINTEF Energy Re-43

search and Norwegian University of Science and Technology is schematically44

represented in Figure 1 (a). The air reactor as well as the fuel reactor are op-45

erated as a circulating fluidized bed (CFB) and the system is therefore called46

a double loop circulating fluidized bed reactor system (DLCFB). The fast flu-47

idization regime in the FR has the objective of raising the fuel conversion with a48

better utilization of the upper part of the rector. The continuous solid exchange49

between the reactor units was realized by means of two divided loop-seals. The50

loop-seals are fluidized through three bubble caps (central, external and inter-51

nal) so that the solids entrained by one reactor can be lead into the other reactor52

or re-circulated back into the original one. There is also a bottom extraction/lift53
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used to balancing the hold up of the two units.54

Both reactors are of 6 m height while the diameter of the AR and FR is55

0.23 m and 0.154 m respectively. The fluidizing gas is fed from bottom of the56

reactors. The solid outflow from one reactor will inject into the bottom of the57

other reactor through the cyclones and external loop-seals. Differential pressure58

transducers were placed along the reactor bodies to measure the local pressure59

distribution.60

3. Computational model61

3.1. Fluid dynamics model62

A two-fluid reactive model based on the kinetic theory of granular flow63

(KTGF) implemented in an in-house code is used to describe the hydrodynamics64

and the reactions in the fluidized reactors. In the two-fluid model, each phase is65

described by a set of governing equations and closures. For the gas phase, the66

transport equations can be derived by adopting suitable averaging process for67

local instantaneous equations[18], while the transport equations for solid phase68

originate from the ensemble average of a single-particle quantity over the Boltz-69

mann integral-differential equation[19]. Detailed descriptions of the model can70

be found in [20] and [21]. The governing equations are summarised in Table 1.71

The standard κ− ε turbulence model is chosen for characterizing the gas phase72

turbulence phenomena, the corresponding closure models are shown in Tables 273

and 3. The KTGF is adopted to derive the physical properties of solid phase by74

introducing the granular temperature, Θ. The two phases are coupled through75

the interfacial momentum transfer, which is dominated by the drag force. In76

this study, the Gidaspow drag model [22] was used. The internal phases consti-77

tutive equations are listed in Tables 4 and 5. Table 6 summarizes the equations78

used for the interfacial momentum and heat transfer.79

Since the reactions included in the FR are moderately endothermic and80

during the experiments the temperature of the FR is usually carefully controlled81
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within narrow range [17], thus no energy conservation was simulated in the FR.82

Only the AR is incorporated with the heat balance.83

3.2. Reaction kinetics model84

In the simulations presented in this paper, a nickel-based oxygen carrier is85

used. Following the experiment conducted by [17], the mean particle size and86

the density are 135 µm and 3416 Kg/m3 respectively. The active NiO content87

is 40%. One step reactions are assumed both for the fuel and air reactors and88

given as follows:89

4NiO + CH4 → CO2 + 2H2O + 4Ni (3)

4Ni + 2O2 → 4NiO (4)

The reaction (3) is assumed to be first order with respect to CH4 and the90

reaction rate is modeled by the expression derived by Kruggel-Emden [9]:91

r = kS0
ρgYCH4

MCH4

= kS0CCH4
(5)

The chemical reaction rate constant k given by Ryu et al.[23] was obtained92

by use of a thermal gravimetrical analysis technique and expressed by:93

k = k0 exp

(
− E

RT

)
(6)

with the activation energy E = 37070 (J/mol) and the preexonential factor94

k0 = 3.27× 10−2 (m/s).95

The S0 represent the surface area for the reaction and is dependent on the96

degree of conversion X through a nonlinear relation with:97

S0 =
6

ds
αs(1−X)2/3 (7)
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where X is the volumetric dimensionless degree of conversion, which is the ratio98

of the radial position of the reaction (rc) over the external radius of the particle99

(rp). It can be expressed in terms of the mass fraction Y of Ni and NiO:100

(1−X)1/3 =
rc
rp

=
YNi

YNi + YNiO(ρNi/ρNiO)
(8)

The reaction rate of reaction (4) in the air reactor is given as [24]:101

r = k0αs
ρgY

n
O2

MO2

exp

(
− E

RT

)
[3(1−X)2/3] (9)

in which the reaction order is n = 0.7, the preexonential factor is k0 = 8.4×10−1
102

(mol1−n/m2−3ns) and the activation energy E = 22000 (J/mol).103

The source term in the species mass balance equation for the jth species in104

the gas can be modelled by:105

Γωg,j = νjMjr (10)

The mass transfer between the gas phase and the solid phase is calculated106

as following the relation proposed by Jung and Gamwo [5]:107

Γg = νO2
MO2

r = −Γs (11)

4. Interconnected reactor model and numerical considerations108

4.1. Computational domain109

The chemical looping combustion process is simulated by utilizing the DL-110

CFB system as described in Section 2. The 2D plane geometry is chosen for111

the simulation of the fuel and air reactors, which is shown in Figure 1 (b),112

having the same dimensions as the experimental setup. Grid sensitivity study113

was carried out in advance using three domains containing 14080, 22800 and114

35250 cells in previous work by Zhang et al.[25]. In addition, the effect of the115

grid number on the chemical species axial distribution was also examined. The116

results show that the domain with 22800 cells (30×300 for FR, 46×300 for AR)117
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was suitable for the future studies with the consideration of the computational118

time and numerical accuracy.119

4.2. Numerical implementation of the coupling between reactors120

Two different sets of coordinates and parameters are adopted to solve the121

governing equations for the AR and the FR respectively. The solid flowing out122

of the AR is fed into the bottom of the FR, and in a similar way all the solids123

that exited at the outlet of FR will be injected into the bottom of the AR. The124

exchange of the solid flow between the reactor units is realized through the time-125

dependent inlet and outlet boundary conditions. At each simulation time step,126

the processes in the two risers are simulated separately, the solid flux of the inlet127

of one riser is calculated from the solid flowing out of the outlet of the other riser128

with the same OC condition. In the experiment, this kind of continuous solid129

exchange is achieved by means of cyclones, divided loop-seals and the bottom130

lift. The cyclones are neglected in the simulation by assuming the efficiency131

of the cyclones are equal to one. The bottom extraction/lift is replaced by an132

internal recirculation mechanism in order to keep the mass balance inside each133

reactor. In this way, a full loop is fulfilled for one time step. Then, another134

computation loop for next time step will run repeatedly.135

4.3. Initial and boundary conditions136

Initially, there is no gas flow in the reactor and the bed is at rest with a137

particle volume fraction of 0.4. A uniform plug gas flow is applied at the inlets138

of the reactors, the inlet solid flux of one of the reactors is kept consistent with139

the outlet solid flux of the other one with a prescribed solid volume fraction at140

the inlet. The normal velocities at all boundaries are set to zero. No-slip wall141

boundary condition is set for gas phase while the solids are allowed to slip along142

the wall, following the equation (12) from [20].143

#»v s,z|wall =
ds

α
1/3
s

∂ #»v s,z
∂r

(12)

where #»v s,z is the axial velocity of the particles. r indicates the radial direction.144
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For scalar variables but pressure, Dirichlet boundary conditions are used at145

the inlets, while Neumann conditions are used at the other boundaries. For146

the pressure correction equations, all the boundaries except outlet, Neumann147

conditions are adopted. At the outlet a fixed pressure is specified.148

4.4. Numerical Procedure149

The two-fluid model equations are discretized by finite volume method and150

implemented in a Fortran program. The algorithm is based on the work by151

Lindborg [21] and Jakobsen[20]. The second order central differential scheme152

is used to discretize the diffusion terms. In order to reduce the oscillation and153

keep higher-order accuracy of the numerical solution, a total variation dimin-154

ishing (TVD) scheme is employed for discretizing the convention term [26, 27].155

In this scheme, cell face values are calculated from the combination of upwind156

scheme part and a suitable anti-diffusive part, which controlled by a smoothness157

function. In this way, a higher-order discretization scheme is used in smooth re-158

gions and reduce to the first order at local extrema of the solution. The upwind159

part is treated fully implicitly while the anti-diffusive part is treated explicitly.160

The SIMPLE algorithm for multiphase flow is selected for the pressure-velocity161

coupling [20]. Due to the strong coupling of the two phases, the coupling terms162

are singled out from the discretized transport equations, and then the coupled163

equations are solved simultaneously by using a coupled solver. The species164

mass balance equations are solved by applying a fractional step scheme which165

decouples the chemistry (i.e., kinetics) and the transport (i.e., convection and166

diffusion) terms. All the linear equation systems are solved by the precondi-167

tioned Bi-conjugate gradient (BCG) algorithm [21].168

5. Results and discussion169

The first part of this section presents the validation of the model. Then by170

using the modelling tool, numerical experiments have been perform in order to171

explore the chemical process performance of the CLC process in the DLCFB172
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reactor system. The fuel feed rate for each simulation is calculated by dividing173

the fuel power with the lower heating value of the methane. The air flow rate174

to the AR could be calculated by using the air to fuel ratio.175

5.1. Model validation176

In order to validate the interconnected model of CLC process, the reported177

experimental data from Bischi et al.[28] was used. However, in their experi-178

ments, only cold flow performance was examined. In order to check the reliabil-179

ity of the reactive model, one more experimental CLC system documented by180

Pröll et al.[17] has been simulated for validating the reaction model. The de-181

tailed descriptions of the experiments can be found in [17, 28]. The simulations182

were run for 20 s and the results were averaged from 15 s to 20 s.183

5.1.1. Validation of the coupled CFB model184

The experimental facility of DLCFB in [28] is quite similar with the rig185

studied in current paper. Only the height of the reactor units is changing from186

6 m to 5 m. During the experiment, a certain amount of the particles were187

present between the two reactors, so the initial inventory used in the simulations188

is calculated from the pressure drop between the reactor bottom and top from189

the experimental data.190

Figure 2 shows the predicted axial profile of the pressure compare with the191

experimental measurement in the FR and AR respectively. The operating gas192

velocities of the FR and AR are 1.8 m/s and 2.1 m/s respectively. It can be193

seen that good agreement has been achieved for both reactors and only minor194

discrepancies occurred in the lower region of the reactors. One reason for the195

deviations may be the simplified gas distribution used at the inlet, which is not196

strictly consistent with the experiment. In addition, the simplified cylindrical197

shape of the bottom of the reactors may be another contributor to the difference.198
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5.1.2. Validation of the reaction model199

The performance of the CLC process can be characterised by CH4 conver-200

sion, which expressed by:201

XCH4
= 1− ṅCH4,out

ṅCH4,in
(13)

in which ṅCH4
is the inlet or outlet molar flow of the fuel. The optimal methane202

conversion is 100 % since any unburned methane must be removed before the203

CO2 and H2O separation unit. One possible method to eliminate the unburned204

methane is introducing pure O2 after the CLC process, which could result in205

high costs.206

Figure 3 shows the predicted axial profile of the pressure compared with the207

experimental measurement at 140 kW fuel power. The bed expansion is over-208

predicted by the model. This is to be expected when simulating a 3D cylindrical209

system on a 2D plane. The dense solids regions near to the wall will account210

for more in a 3D cylindrical system that they do on a 2D plane. So with the211

same amount of solids contained in the reactor, the bed height in 2D situation212

will be over-predicted [29].213

Figure 4 compares the calculated and measured fuel conversion with varying214

fuel load. The results predicted by the reactive model are not in qualitative215

agreement at the lower fuel powers. This deviation might be contributed to fuel216

injection sources. The fuel gas is supplied through four nozzles in the exper-217

iments, which would create large bubbles in the lower regions of the reactor,218

hence reducing the contact between the fuel and the OC. In the simulation,219

however, uniform distribution is adopted for fuel supply. That could increase220

the contact between the gas and the solid phases and furthermore resulting the221

higher CH4 conversion. Generally the predicted results seem to be in correct222

order, especially towards the higher fuel power.223

The comparison of the computed and measured fuel conversion under dif-224

ferent temperature conditions are illustrated in Figure 5. The CH4 conversion225

is maintained at a relatively high level over all the temperatures and the pre-226
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dicted values are slightly lower than the measurements, indicating that the227

kinetic model can be used to describe the reactive behaviour of the system at228

the current condition.229

5.2. Chemical process performance in DLCFB230

The time series data for the solid mass flow are shown in Figure 6. For both231

reactors, the solid mass fluxes at the outlet can be seen fluctuating around a232

certain value after 12 s, hence the flow conditions can be said to be under quasi-233

steady-state. The average value of outlet solid flux in the AR (15.23 kg/s) is234

larger than the value in the FR (4.32 kg/s), which due to the superficial velocity235

in the AR is higher than in the FR.236

The vertical profiles of solid volume fraction and gas concentration in both237

reactors are illustrated in Figure 7. The dense and dilute regions can be identi-238

fied in the AR, the solids accumulate in the bottom of the reactors and decrease239

exponentially along the height. In the FR, the axial distribution of solid is240

somehow smoother. In figure 7 (b), the CH4 is rapidly consumed at a very241

short entrance length and almost uniform at the upper part, the reverse trend242

is observed for gas products CO2 and H2O. The CH4 conversion is about 91 %.243

In the AR, the axial distribution of oxygen concentration is relatively moderate.244

That is, the O2 concentration decreases continuously along the length of the AR,245

thus the axial concentration profile has less gradients than the corresponding246

CH4 profile.247

Figure 8 shows the time-averaged radial profiles of solids volume fraction and248

gas concentration at different axial position above the entrance. A typical core-249

annulus particle distribution is established at different axial positions. Since250

both reactors are operating in the fast fluidization regime, similar trend can251

be observed in both the FR and the AR. The distribution of CH4 and O2,252

as reactants in the FR and AR, are similar. At the lower height, CH4 or O2253

concentration appears a parabolic curve profile. The unconverted reactants254

in the center is higher than in the wall region, which is mainly related to the255

distribution of oxygen carriers. Higher concentration of oxygen carriers near the256
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wall enhances the reaction rate, which makes the amount of reactants lower. The257

distribution of reactants get flat as the height increases. The radial distribution258

of the products, CO2 and H2O, show reverse trend, with lower amount in the259

center and higher amount near the wall.260

5.3. Effect of operating conditions261

The simulation analyses under different operation conditions were conducted262

in this section. The fuel power and FR temperature can be varied, one at a time.263

The effect of fuel power on the CH4 concentration along the reactor height264

is presented in Figure 9 (a). The simulation results shows that the conversion265

of CH4 decreases from 92% to 81% as the fuel power is increased from 150 kW266

to 250 kW. The gas velocity data presented in Figure 10 illustrates the reason267

for the lower performance at the higher fuel power conditions. In Figure 10,268

one can observe that the gas velocity increase along the axial direction, which269

is because more gas will be released as the reaction (3) goes on (one mole CH4270

input will gives three mole gas of CO2 and H2O output). The higher fuel power271

results in higher gas velocity and then reduce the fuel residence time as shown272

in Figure 11. The influence on the CH4 conversion below the 200 kW fuel power273

is quite small, which shows somehow the operational flexibility for the DLCFB274

reactor.275

The model simulations predict that higher fuel power gives lower methane276

conversion. It is noted that Kolbitsch [30] observed the same trend in his sim-277

ulations. However, the reason of this phenomenon is different from the current278

study. In their study, an increased power resulted in the lower OC to CH4 ratio279

which is the main reason for the lower fuel conversion. But in the current study,280

when the fuel power is increased, the ratio of OC to fuel is decreased a little281

and then increased, as shown in Figure 12. That is because with the CH4 flow282

increased, the OC flow which feeds into the FR is also increased. The OC to283

fuel ratio (φ) mentioned above is defined by the following equation.284

φ =
ṅNiO,in

4ṅCH4,in

(14)
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in which ṅNiO,in is the molar flow of NiO and CH4,in is the inlet molar flow of285

CH4 in the FR. A value of φ = 1 corresponds to the stoichiometric NiO− CH4286

in the reaction (3), which is also shown in Figure 12 as the optimal ratio.287

The variation of the O2 concentration along the height of the reactor is288

plotted in Figure 9 (b) at different fuel power conditions. In this figure, it can289

be seen that as the fuel power increases, the O2 exit concentration increases.290

That is mainly because the higher air flow rate is needed when the power is291

increased in the FR in order to keep λ be 1.1, results in a shorter residential292

time of reactants.293

Figure 13 shows the effect of varying the power on the OC temperature in the294

AR. The results show an increasing OC temperature along the reactor height,295

which is attributed to the heat being released by the exothermic reaction (4).296

For the cases from 150 kW to 250 kW, higher fuel power can reduce the OC297

temperature. That is because the amount of oxygen carriers transported from298

the FR, with a lower temperature, to the AR is increased.299

According to Kolbitsch [30], the reaction temperature is the most important300

operating parameter to affect the CLC performance. In order to evaluate the301

influence of the temperature on the CLC performance, simulations were run302

varying the FR temperature. It should be emphasized that the reaction rate303

constant for the oxidation of Ni particles was determined for the temperature304

range from 1073 K to 1223 K. [24] Any operating temperatures outside this305

range of temperature might not be physically predicted by the current model.306

However three temperatures, 1100 K, 1150 K, 1200 K, were chosen to examined307

the influence of reaction temperature on the CLC performance.308

The results from a FR temperature variation are shown in Figure 14. As309

expected, a higher FR temperature gives higher CH4 and O2 conversion, which310

is attributed to an increase of the reaction rate according to the equation 5 and311

9. For CH4, the conversion could be up to 95%. In general higher temperature312

enhances the reaction rates, but extremely high temperature may give technical313

problems, such as sintering of bed material. So in order to optimize the reactor314

performance at an appropriate temperature for the CLC process, it is important315
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to improve the reaction rate as well as maintain the reactivity of the oxygen316

carrier.317

6. Conclusion318

A two-fluid reactive simulation tool has been developed to predict the be-319

haviour of the CLC process in an interconnected DLCFB and implemented320

numerically in Fortran. The model can easily be modified to investigate differ-321

ent reaction processes and other chemical looping technology. First the model322

is validated against the experimental data obtained from the work of Bischi323

et al.[28] and Pröll et al.[17]. Then the influences of operation conditions on324

the performance of the CLC process are analysed. The results are summarized325

below:326

• Good agreement was observed between the predicted and the measured327

values, indicating the capability of the model for describing the CLC pro-328

cess in the novel DLCFB reactor.329

• The fuel (CH4) is rapidly consumed at a very short entrance section and330

the species concentration becomes almost uniform at the upper part. The331

axial distribution of the oxygen concentration is continuously decreasing.332

• Core-annular flows exist in both reactors. The gas species concentrations333

in the radial direction are determined by the OC concentration.334

• Due to the shorter residence time of reactants, the higher fuel power would335

decreased the methane conversion in the FR as well as the oxygen conver-336

sion in the AR.337

• An increased temperature could increased the conversion of the fuel and338

the oxygen since it enhance the reaction rate.339

The methane conversion could reach to 95% in the current study which340

shows a potential for the further research. Further work continues to optimize341

of operating conditions including air to fuel ratio, oxygen carrier inventory and342
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test the different types of oxygen carriers such as copper-based or manganese-343

based oxygen carriers.344
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Nomenclature352

Roman Symbols353

Symbol Description Unit354

C1, C2, Cb, Cµ Turbulence model parameter -355

ds Particle diameter m356

Dji Binary diffusion coefficient m2/s357

Dk,j

Diffusion coefficient for compo-

nent j in phase k
m2/s358

E Activation energy J/mol359

e Coefficient of restitution -360

g0 Radial distribution function -361

h Heat transfer coefficient kW/(m2K)362

HR
i Reaction enthalpy for reaction i kJ/mol363

k Reaction rate coefficient m/s364
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kg Gas turbulent kinetic energy m2/s2365

M Mole mass kg/kmol366

pk Pressure of phase k Pa367

Pr Prandtl number -368

Q Heat transfer J/m3s369

R Gas constant J/Kmol370

Re Reynolds number -371

Rep Particle Reynolds number -372

S0 Surface area of the reaction 1/s373

St
Turbulent kinetic energy produc-

tion
kg/m2s2374

T temperature K375

t Time s376

X Conversion -377

Yj Mass fraction of j -378

z Axial coordinate m379

¯̄I Unit tensor -380

#»

FD Drag force kg/m2s2381

#»g Gravity acceleration m/s2382

# »

Mk

Interfacial momentum transfer of

phase k
kg/m2s2383

#»v k Velocity of phase k m/s384

Greek Symbols385

16



Symbol Description Unit386

αk Volume fraction of phase k -387

¯̄τk Stress tensor of phase k Pa388

¯̄τt Turbulent stress tensor Pa389

β Interfacial drag coefficient -390

Γ Interfacial mass transfer rate kg/m3m391

γs Collisional energy dissipation kg/m3s392

κs
Conductivity of granular tem-

perature
kW/mK393

λk Thermal conductivity of phase k kW/mK394

µk Viscosity of phase k Pa · s395

νj Stoichiometric coefficient -396

ω Mass fraction -397

Θ Granular temperature m2/s2398

εg
Turbulent energy dissipation

rate
m2/s3399

Subscripts400

Symbol Description Unit401

AR/FR Air reactor or fuel reactor -402

B Bulk -403

i Reaction number -404

k Gas(g) or solid(s) phase -405

mf Minimum fluidization -406
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t Turbulent -407

w Wall -408

Superscripts409

Symbol Description Unit410

0 Initial -411

dilute Dilute -412

e Effective -413

m Molecular -414

max Maximum -415
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Table 1

Governing equations

Continuity equation for phase k (k = g, s)

∂

∂t
(αkρk) +∇ · (αkρk #»v k) = Γk

Momentum equation for phase k (k = g, s)

∂

∂t
(αkρk

#»v k) +∇ · (αkρk #»v k
#»v k) =− αk∇p−∇ · αk ¯̄τk +

# »
Mk + αkρk

#»g + Γ
#»v
k

Species mass balance for phase k (k = g, s)

∂

∂t
(αkρkωk,j) +∇ · (αkρk #»v kωk,j) = ∇ · (αkρkDek,j∇ωk,j) + Γωk,j

Molecular temperature equation for phase for gas phase

αgρgCp,g
DTg

Dt
= ∇ · (αgλeg∇Tg) +Qsg

Molecular temperature equation for phase for solid phase

αsρsCp,s
DTs

Dt
= ∇ · (αsλes∇Ts) + (−∆HR

i )ri +Qgs

Gas turbulent kinetic energy equation

∂

∂t
(αgρgkg) +∇ · (αgρgkg #»v g) =αg(−¯̄τt : ∇ #»v g + St) +∇ · (αg

µtg

σg
∇kg)− αgρgεg

Gas turbulent energy dissipation rate equation

∂

∂t
(αgρgεg) +∇ · (αgρgεg #»v g) =αgC1

εg

kg
(−¯̄τt : ∇ #»v g + St) +∇ · (αg

µtg

σε
∇εg)− αgρgC2

ε2g

kg

Granular temperature equation

3

2

[
∂

∂t
(αsρsΘs) +∇ · (αsρsΘi #»v s)

]
= −¯̄τs : ∇ #»v s +∇ · (κs∇Θs)− 3βΘs − γs

Table 2

Closure for turbulent model

Turbulent viscosity

µtg = ρgCµ
k2g

εg

Turbulent kinetic energy production[31]

St = Cbβ( #»v s − #»v g)2

Turbulent stress tensor[20]

¯̄τt = −
2

3
ρgkg

¯̄I + 2µtg
¯̄Sg

24



Table 3

Empirical parameters for the κ− ε model [20].

Cµ σ0 σε C1 C2 Cb

0.09 1.00 1.30 1.44 1.92 0.25

Table 4

Constitutive equations for internal momentum transfer

Gas phase stress

¯̄τg = 2αgµg
¯̄Sg

Solid phase stress

¯̄τs = −(−ps + αsµB,s∇ · #»v s)− 2αsµs
¯̄Ss

Deformation rate for phase k (k = g, s)

¯̄Sk =
1

2

(
∇ #»v k + (∇ #»v k)T

)
−

1

3
(∇ · #»v k )̄̄I

Solid phase pressure [32]

ps = αsρsΘs[1 + 2(1− e)αsg0]

solid bulk viscosity [32]

µB,s =
4

3
αsρsdpg0(1 + e)

√
Θs

π
+

4

5
αsρsdpg0(1 + e)

Solid phase shear viscosity[22]

µs =
2µdilutes

αsg0(1 + e)

[
1 +

4

5
αsg0(1 + e)

]2
+

4

5
αsρsg0(1 + e)

√
Θs

π

Conductivity of the granular temperature [22]

κs =
15

2

µdilutes

(1 + e)g0

[
1 +

6

5
αsg0(1 + e)

]2
+ 2α2

sρsdp(1 + e)g0

√
Θs

π

Collisional energy dissipation [33]

γs = 3(1− e2)α2
sρsg0Θs

[
4

dp

√
Θs

π
−∇ · #»v s

]
Radial distribution function [34]

g0 =
1 + 2.5αs + 4.5904α2

s + 4.515439α3
s[

1− (
αs

αmaxs

)3
]0.67802

Dilute viscosity [22]

µdilutes =
5

96
ρsdp

√
πΘs

25



Table 5

Constitutive equations for internal heat and mass transfer

Effective conductivity

λek = λmk +
µtk

ρkPrt

Molecular conductivity[35]

λmg =
λ0g

αg
(1−

√
αs)

λms =
λ0g√
αs

(φA+ (1− φΛ))

Λ =
2

1−B/A

[
A− 1

(1−B/A)2
B

A
ln
A

B
−

B − 1

1−B/A
−

1

2
(B + 1)

]
where

A = λ0s/λ
0
g , B = 1.25(αs/αg)10/9, φ = 7.26× 10−3

Effective diffusivity

Dek,j = Dmk,j +Dtk

Molecular diffusion coefficient[36] [20]

Dmg,j =
1− ωj

Mm
∑
j 6=i

ωj

MjDji

Binary diffusion coefficient[37]

Dji =
T 1.75
0

√
1/Mj + 1/Mi

101.325P
(

(
∑
V )

1/3
j + (

∑
V )

1/3
i

)2
Turbulent diffusion coefficient[21]

Dtg =
µtg

ρgSct

Dts =
dp

16αs

√
πΘ
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Table 6

Interfacial momentum and heat transfer equations

Interfacial force

# »
Mg = − # »

Ms = β( #»u s − #»ug)

Drag coefficients [22]

β =


150

µg(1− αg)2

αgd2p
+ 1.75(1− αg)

ρg
dp
| #»ug − #»u s| αg < 0.8

0.75Cd
(1− αg)αg

dp
ρg | #»ug − #»u s|α−2.65

g αg > 0.8

where

Cd =


24
Rep

[1 + 0.15(Rep)0.687] Rep ≤ 1000

0.44 Rep > 1000

Interfacial heat transfer

Qgs = −Qsg =
6αs

dp
hgs(Tg − Ts)

Interfacial heat transfer coefficient[38]

hgs =
λgNu

dp

Nu = (7− 10αg + 5α2
g)(1 + 0.7Re0.2Pr1/3)

+(1.33− 2.4αg + 1.2α2
g)Re0.7Pr1/3

Particle Reynolds number and Prandtl number

Rep =
αgdpρg | #»v s − #»v g |

µg

Pr =
µgCp,g

λg

Heat transfer with the wall [21, 39]

Qw,s = hw,s(Tw − Ts)

Qw,g = hw,g(Tw − Tg)

where

hw,s =
4

d

(
1

htube + hpck

)
htube =

2λtube

dinln(dout − din)
hpck =

(
λms αsρsCp,s | vg |

πz

)1/2

hw,g = 0.165Pr1/3
(

ρg

ρs − ρg

)1/3 (
1 + 0.05(

| vg | −Umf
Umf

)−1

)−1 κgαg

llam

llam = (
µg√

g(ρs − ρg)
)2/3
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Table 7

Main geometric and operating parameters.

Description Unit Value

Reactor geometry

AR height m 6

AR diameter m 0.23

FR height m 6

FR diameter m 0.154

Particle properties

Mean particle size µm 135

Particle density kg/m3 3416

Active NiO content % 40

Operational condition

Operating pressure atm 1.0

Fuel power kW 150 - 250

Lower heating value of fuel MJ/kg 50

Inlet composition of FR − 98% CH4

Temperature in FR K 1100 - 1200

Wall temperature in AR K 1000

Global air-fuel ratio − 1.1

Table 8

simulation parameters.

Description Unit Value

No. of control volume − 22,800

Gas viscosity kg m−1s−1 1.82× 10−5

Gas density kg/m3 1.2

Sphericity of particle − 1

Restitution coefficient of particles − 0.99

Initial bed height m 0.75

Time step s 1.0× 10−4
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Figure 1: (a) Sketch of the double loop circulating fluidized bed reactor [28]. (b) Schematic

of the 2D computational domain
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Figure 2: Comparison of pressure profiles between simulation and experimental results
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Figure 7: Axial distribution of OC (a) and gas species (b)
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Figure 8: Radial distribution of OC and gas concentration
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Figure 9: Axial distribution of CH4 (a) and O2 (b) with different fuel power
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Figure 13: Axial distribution OC temperature with different fuel power
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Figure 14: Axial distribution of CH4 (a) and O2 (b) with different FR temperature
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