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Summary 
Navigation is defined as the process of estimating the six degrees of freedom. We have seen 
an increased demand for navigation the last decade, and important reasons for the growth are 
the increased availability of low cost inertial measurement units (IMUs) and global navigation 
satellite system (GNSS) receivers, and the increased use of autonomous vehicles.  

When working with navigation in general, and when designing and implementing navigation 
systems in particular, a precise notation system is of utmost importance. Kinematical 
quantities such as velocity, acceleration, orientation, and angular velocity must be 
unambiguously specified both in documentation and program code. Five properties of a good 
notation system are identified, and a notation system fulfilling these properties is presented. 
The notation system includes a usage of sub- /superscripts that follow simple rules when the 
equations are correct, and hence the system contributes strongly to correct deductions and 
implementations. The sub- /superscripts and unambiguousness also lead to better 
understanding of quantities such as linear velocity, and misunderstandings/errors during 
exchange of code and/or equations are greatly reduced. 

Position calculations are a central part of any navigation system, and common concerns are 
imprecise calculations (e.g. when using an ellipsoidal Earth model or when using map 
projections), complex implementations, and singularities. In addition, separating the 
horizontal and vertical position is often desirable. By representing horizontal position with the 
normal vector to the Earth ellipsoid (called n-vector) this separation is kept, while avoiding 
common problems with other such representations, e.g. the singularities and discontinuity of 
latitude/longitude and the distortion of map projections. Further, since the n-vector is a 3D 
vector, the powerful vector algebra can be used to solve many calculations intuitively and 
with few code lines. A code library solving many of the most common position calculations 
using n-vector has been made available for download (for several programming languages). 

Estimating heading with sufficient accuracy is often the most challenging part when designing 
a low cost navigation system, and the necessary theory to support this task has not been 
available, making it even more challenging. A study of the theory behind heading estimation 
has thus been made, and based on this theory, different methods to find heading have been 
categorized by means of consistent mathematical principles. Using this categorization system, 
we have identified seven different methods to find heading for practical navigation systems. 
The methods are magnetic and gyrocompass, two methods based on observations, multi-
antenna GNSS, and two methods based on vehicle motion. With the aid of this theory and list 
of methods, designing navigation systems where heading is a challenge can now be done with 
full understanding and insight into the task. The possible ways to find heading for a given 
system are immediately identified, and no method is overlooked. 
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During navigation research and development, the support of appropriate software is vital. The 
aim to design one common software solution for a range of different navigation tasks was the 
motivation behind the development of a tool called NavLab. Important areas of usage include 
research and development, simulation studies, post-processing of logged sensor data, sensor 
evaluation, and decision basis for sensor purchase and mission planning. It has turned out that 
a generic design and implementation is feasible, and NavLab has been used to navigate a 
variety of different maritime, land and air vehicles. Users include research groups, 
commercial companies, military users and universities. 

For underwater navigation, and in particular for autonomous underwater vehicles (AUVs), 
several different techniques have been used in NavLab to reduce the horizontal position 
estimation uncertainty. When feasible, the underwater vehicle can go to the surface for a 
GNSS fix, or be followed by a surface vehicle that combines GNSS with acoustic positioning 
and transmits the result. However, in practice an AUV must often handle long periods without 
position aid, and thus the drift of the core navigation system is of great importance. This core 
system often consists of an IMU and a Doppler velocity log (DVL), where the DVL is usually 
the most important sensor to limit the drift. In cases of DVL dropouts, the use of a vehicle 
model in the estimator significantly reduces the position drift, compared to a system in free 
inertial drift. This is the case even with high-end IMUs. For low-cost systems without a DVL, 
a vehicle model is vital, and it can also be used together with a DVL to improve the 
navigation system integrity.  

Position drift can be avoided altogether by deploying one or more underwater transponders 
that provide range measurements to the underwater vehicle. We have developed a method 
where accurate position is estimated by means of only one single transponder. The method is 
implemented in NavLab, and it has demonstrated a position accuracy which is close to the 
performance achieved when the AUV is followed by a surface ship with acoustic positioning. 



 
 

Preface 
This thesis is submitted to the Norwegian University of Science and Technology (NTNU) in 
partial fulfilment of the requirements for the degree of Doctor Philosophiae. The thesis 
contains eight research papers, which will be referenced as Paper I through Paper VIII 
(listed in Section 1.2). 

The writing of the papers and this thesis has been done during my employment at the 
Norwegian Defence Research Establishment (FFI). My master thesis (about inertial 
navigation) was written for FFI during the autumn of 1996, and I started working at FFI 
directly after that. My main task at FFI has been the development of aided inertial navigation 
systems, first for the HUGIN AUVs, and later for a range of different applications at sea, on 
land and in air. We have also worked closely with the industry, and our navigation technology 
is being used in several commercial products. 

At FFI, our highest priority is to develop and implement high performance navigation 
systems, while the writing of publications is prioritized lower. In addition, much of the 
developed technology and results cannot be published since it is either “business confidential” 
or military classified. Still, there has been time for some publications, and collecting several 
of them for a Dr.Philos. (Doctor Philosophiae) thesis seemed in my case to be the best way to 
obtain a doctoral degree while working at FFI. The main difference from a Ph.D. is that a 
Dr.Philos. is without supervision and outside an organized Ph.D.-program. 

Acknowledgements 

First, I would like to thank Bjørn Jalving, who employed me at FFI to develop the HUGIN 
navigation system, and this was the start of today’s navigation group at FFI. Bjørn was the 
ideal leader, always very inspiring, encouraging and interested in my work, and he supported 
me 100% when I wanted to develop a more general navigation system rather than a system 
dedicated to AUVs only. We also shared the same goal of building a larger navigation group, 
which could solve a range of different tasks within navigation, for many different 
applications. Bjørn was the leader of the navigation group until he started working for 
Kongsberg Maritime in 2006. 

A few years after I was employed at FFI, the group started growing, and soon I had several 
colleagues who also became deeply immersed in the exciting topic of navigation. I would like 
to thank you all (in alphabetical order); Einar Berglund, Ove Kent Hagen, Magne Mandt, 
Kristian Svartveit and Kjetil Bergh Ånonsen, for all your valuable contributions into the 
group. It is amazing to look back at what we have accomplished together as a team. Not only 
are you very skilled professionals within navigation, you are also great colleagues and an 
important reason for me looking forward to go to work every day. I am also very grateful to 



viii 
 

the other good colleagues at FFI, and the HUGIN team in particular, for making FFI a great 
place to work. 

Outside FFI, Kongsberg Maritime has been our most important partner, having made several 
commercial products from our navigation technology and contributing to the navigation 
development as well. I am grateful to our colleagues at Kongsberg Maritime for our excellent 
collaboration, and it is clearly inspiring to see that you bring our technology out to customers 
worldwide. In addition, I would like to express my gratitude to Professor Oddvar Hallingstad 
at the University of Oslo — I have really appreciated our long and interesting discussions 
about mathematics and notation. 

Finally, I would thank the persons who are the most important to me; my closest family. I am 
immensely grateful for all your support through all these years. 

 



 
 

Contents 
Chapter 1 Introduction ................................................................................. 1 

1.1 Increased demand for navigation ........................................................... 1 

1.2 List of publications .................................................................................. 2 

1.3 Thesis structure ....................................................................................... 4 

1.4 Contributions ........................................................................................... 6 

Chapter 2 A Unified Notation for Kinematics ............................................... 9 

2.1 Properties of a good notation system ..................................................... 9 

2.2 Basic concepts ....................................................................................... 10 

2.2.1 Coordinate frame ................................................................................................ 11 

2.2.2 Decomposed vectors ........................................................................................... 12 

2.3 Position, orientation and their derivatives ........................................... 13 

2.3.1 Position ................................................................................................................ 13 

2.3.2 Velocity ................................................................................................................ 14 

2.3.3 Acceleration ........................................................................................................ 15 

2.3.4 Orientation .......................................................................................................... 15 

2.3.5 Angular velocity ................................................................................................... 18 

2.3.6 Angular acceleration ........................................................................................... 19 

2.4 Summary of the notation system .......................................................... 19 

2.5 Notation rules ........................................................................................ 23 

2.5.1 Negating a quantity (switching the order of the subscripts) .............................. 24 

2.5.2 Cancelling an intermediate coordinate frame .................................................... 25 

2.5.3 The rule of closest frames for rotation matrices ................................................ 26 

2.6 Conclusion ............................................................................................. 27 

Chapter 3 Fundamental Topics within Navigation ....................................... 29 

3.1 Position calculations .............................................................................. 29 

3.1.1 Practical usage ..................................................................................................... 32 



x 
 

3.2 Heading estimation ............................................................................... 35 

3.2.1 Example: Finding heading for a navigation system of Category B2 .................... 37 

3.2.2 Usage of the list of methods ............................................................................... 38 

Chapter 4 General Navigation Software ...................................................... 39 

4.1 NavLab ................................................................................................... 39 

4.2 Possible NavLab usage .......................................................................... 40 

4.3 Real time navigation .............................................................................. 42 

4.4 Applications ........................................................................................... 42 

Chapter 5 Underwater Navigation .............................................................. 45 

5.1 Core underwater navigation system ..................................................... 45 

5.1.1 Aiding with a vehicle model ................................................................................ 46 

5.1.2 Velocity measurements from a sonar array ........................................................ 47 

5.2 Acoustic positioning from a surface ship .............................................. 47 

5.3 Range from underwater transponders ................................................. 48 

5.4 Terrain referenced navigation .............................................................. 49 

Bibliography .................................................................................................. 51 

Papers  ................................................................................................... 55 

 

 



 
 

List of Figures 
Figure 3.1. Earth reference ellipsoid with n-vector, standard (geodetic) latitude and 

geocentric latitude............................................................................................... 31 

Figure 3.2. A simplified summary of the seven methods of heading estimation, and some 
key features/examples of each method (figure from Paper II).......................... 37 

Figure 4.1. The NavLab main structure (figure from Paper IV) ......................................... 40 

Figure 5.1. AUV measuring range to an underwater transponder. ....................................... 48 

 

 





 
 

List of Tables 
Table 2.1. A coordinate frame, with its position and orientation. ....................................... 19 

Table 2.2. Kinematical quantities for translational movement, for the general coordinate 
frames A, B, and C. ............................................................................................ 20 

Table 2.3. Rotational kinematical quantities, for the general coordinate frames A, B, and C.
 ............................................................................................................................ 21 

Table 2.4. Common coordinate frames used in this thesis. They are all orthonormal and 
right handed. ....................................................................................................... 22 

Table 2.5. Examples of quantities common in navigation. ................................................. 23 

Table 3.1. A simplified summary of six important properties for latitude/longitude, n-
vector and the ECEF-vector. The colors used are: Green (Yes): Normally an 
advantage. Red (No): Normally a disadvantage. Black (italic): 
Advantage/disadvantage is depending on application. ....................................... 32 

Table 3.2. Examples 1-5 of position calculations provided on Gade (2017). Red color 
indicates the information that is given, while green is what to find. .................. 33 

Table 3.3. Examples 6-10 of position calculations provided on Gade (2017). Red color 
indicates the information that is given, while green is what to find. .................. 34 

Table 3.4. The four categories (A1, A2, B1, and B2) of inertial navigation systems, broken 
down by the availability of GNSS and the accuracy of gyros (the table is from 
Paper II). ........................................................................................................... 36 

 

 





 
 

List of abbreviations 
Abbreviation Explanation 
AR Augmented reality 
AUV Autonomous underwater vehicle 
DPCA Displaced phase-center antenna 
DVL Doppler velocity log 
ECEF Earth-centered-earth-fixed 
FFI Norwegian Defence Research Establishment 

(in Norwegian: Forsvarets forskningsinstitutt)  
FOG Fiber optic gyro 
GNSS Global navigation satellite system 
LBL Long baseline 
MEMS Microelectromechanical systems 
MRU Motion reference unit 
IMU Inertial measurement unit 
ROV Remotely operated vehicle 
RLG Ring laser gyro 
SAS Synthetic aperture sonar 
USBL Ultra-short baseline 
UTM Universal Transverse Mercator 
UAV Unmanned aerial vehicle 
UGV Unmanned ground vehicle 
USV Unmanned surface vehicle 
WGS-72 World Geodetic System 1972 
WGS-84 World Geodetic System 1984 

 

 





 
 

 

Chapter 1                     

Introduction 

everal definitions of the term navigation exist, but here we will define navigation as the 
process of estimating the six degrees of freedom1 (including their derivatives) of a rigid 

body (i.e. any vehicle or device). The uncertainties of the estimates are often also part of the 
output from the navigation, and the navigation can be performed in real time, or in post 
processing. 

1.1 Increased demand for navigation 
The need for navigation in a wide range of applications is well known. However, it is 
interesting to observe that we experience an increase in the demand for navigation. We have 
seen an increased demand for navigation systems over the last decade, both in the civilian 
industry and in the military, and there are at least four reasons for this. 

• The availability of key navigation sensors has increased: The development of 
microelectromechanical systems (MEMS) inertial measurement units (IMUs) has led 
to the availability of navigation systems that are inexpensive, small, with low weight 
and low power consumption. Global navigation satellite system (GNSS) receivers 
have also become lighter, smaller and cheaper, and it is now feasible to make 
navigation systems for many more applications than before, e.g. for cameras, small 
low-cost vehicles or personnel.  

• Increased use of autonomous vehicles: The increased use of unmanned and 
autonomous vehicles gives increased demand for navigation systems for two reasons. 
Firstly, with a human (pilot, driver etc.) on board, several types of vehicles did not 

                                                 
1 I.e. position and orientation in three-dimensional space (three degrees of freedom each). 
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need a navigation system, but when replacing the human with an automated system, a 
navigation system is usually required. Secondly, the removal of the humans often 
means that the number and variety of vehicles can be increased, with an increased 
demand for navigation systems as a result. 

• Imaging sensors get higher resolution: The development within cameras and 
(synthetic aperture) sonars and radars has given significantly better resolution of their 
images. When georeferencing the images from these sensors, the required accuracy of 
the georeferencing is typically given by the resolution, resulting in an increased 
demand for high accuracy navigation of the sensor platform. 

• More processing power available: The fourth reason we have identified that is 
leading to an increased demand for navigation development, is the rapid growth of 
computer processing power. With more processing power available, complex and 
computer intensive navigation algorithms are becoming feasible. One example is the 
use of one or more cameras attached to the navigating vehicle, imaging Earth-fixed 
features. With enough processing power, the movement of the features in successive 
images can be observed and/or features can be recognized, giving valuable input to the 
navigation system. Also for other sensors, such as IMUs and Doppler velocity logs, 
advanced navigation algorithms with multiple states and complex error models can be 
implemented, giving higher navigation accuracy at the cost of computing power. In 
general, we have seen an increased number of requests to design navigation systems 
where low hardware cost is a high priority, and the required navigation accuracy is 
achieved by developing complex and computer intensive navigation algorithms. 

1.2 List of publications 
The following eight research papers, denoted Paper I through Paper VIII, are included in 
this thesis: 

 



 1.2 List of publications 3 
 

Paper I Gade, K. (2010). A Nonsingular Horizontal Position Representation. The 
Journal of Navigation, vol. 63, no. 3, pp. 395-417. doi:10.1017/ 
S0373463309990415 

Paper II Gade, K. (2016). The Seven Ways to Find Heading. The Journal of 
Navigation, vol. 69, no. 5, pp. 955-970. doi:10.1017/S0373463316000096 

Paper III Gade, K. and Jalving, B. (1999). An Aided Navigation Post Processing Filter 
for Detailed Seabed Mapping. Modeling, Identification and Control, vol. 20, 
no. 3, pp. 165-176. doi: 10.4173/mic.1999.3.2. First published in Proceedings 
of AUV ’98, Cambridge, MA, USA, Aug. 20-21, 1998 

Paper IV Gade, K. (2005). NavLab, a Generic Simulation and Post-processing Tool for 
Navigation. Modeling, Identification and Control, vol. 26, no. 3, pp. 135-
150. doi: 10.4173/mic.2005.3.2. First published in European Journal of 
Navigation, vol. 2, no. 4, pp. 51-59, 2004 

Paper V Jalving, B., Gade, K., Hagen, O. K. and Vestgård, K. (2004). A Toolbox of 
Aiding Techniques for the HUGIN AUV Integrated Inertial Navigation 
System. Modeling, Identification and Control, vol. 25, no. 3, pp. 173-190. 
doi: 10.4173/mic.2004.3.3. First published in Proceedings from MTS/IEEE 
Oceans 2003, San Diego, CA, USA 

Paper VI Jalving, B., Gade, K., Svartveit, K., Willumsen, A. and Sørhagen, R. (2004). 
DVL Velocity Aiding in the HUGIN 1000 Integrated Inertial Navigation 
System. Modeling, Identification and Control, vol. 25, no. 4, pp. 223-236. 
doi: 10.4173/mic.2004.4.2. First published in proceedings from ADCPs in 
Action 2004, Nice, France 

Paper VII Hegrenæs, Ø., Hallingstad, O. and Gade, K. (2007). Towards Model-Aided 
Navigation of Underwater Vehicles. Modeling, Identification and Control, 
vol. 28, no. 4, pp. 113-123. doi:10.4173/mic.2007.4.3. First published in 
proceedings of UUST ’07, Durham, USA, 2007 

Paper VIII Hegrenæs, Ø., Gade, K., Hagen, O. K. and Hagen, P. E. (2009). Underwater 
Transponder Positioning and Navigation of Autonomous Underwater 
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In addition to the papers included, the author has co-authored the following publications on 
the topic of inertial navigation: 
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Coupled Precise Point Positioning and Inertial Navigation Systems. Proceedings from 
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1.3 Thesis structure 
A unified notation system that is used throughout this thesis and in all the included 
publications is presented in Chapter 2. In Chapter 3, two fundamental topics within navigation 
are discussed. First, position calculations and an alternative representation for horizontal 
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position are presented. The second topic is heading estimation, where seven different methods 
to find heading are defined. Chapter 4 introduces a general navigation software tool called 
NavLab. Finally, underwater navigation is the topic of Chapter 5, where different ways to 
limit the positional drift is the main focus. 

The topics of the eight included papers (listed in Section 1.2) are covered from Chapter 3 to 
Chapter 5, and the list below shows the main connection between each of the papers and the 
chapters/sections. 

1. Introduction 

2. A Unified Notation for Kinematics 

3. Fundamental Topics within Navigation 

3.1. Position calculations (Paper I) 

3.2. Heading estimation (Paper II) 

3.2.1. Example (Paper III) 

3.2.2. Usage of the list of methods 

4. General Navigation Software (Paper IV) 

5. Underwater Navigation (Paper V) 

5.1. Core underwater navigation system (Paper VI) 

5.1.1. Aiding with a vehicle model (Paper VII) 

5.1.2. Velocity measurements from a sonar array 

5.2. Acoustic positioning from a surface ship 

5.3. Range from underwater transponders (Paper VIII) 

5.4. Terrain referenced navigation 
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1.4 Contributions 
The main contributions of this thesis are the following: 

Chapter 2 
(Notation 
system) 

Developed a unified, stringent and unambiguous notation system 
The importance of the notation system used when working with navigation 
is often underestimated. Hence, five properties of a good notation system are 
identified, and a notation system fulfilling the five properties is presented. 
The system is unambiguous, and it includes mechanisms to ensure correct 
deductions and correct implementations in program code. It also improves 
the understanding and greatly reduces the chance for errors when 
exchanging code and/or equations. The notation system is an important 
foundation for the remainder of the thesis; more details are given in Chapter 
2. 
 

Paper I  
(n-vector) 

Introduced a non-singular position representation that simplifies many of 
the common position calculations 
Common concerns for position calculations have been imprecise 
calculations (e.g. when using an ellipsoidal Earth model or when using map 
projections), complex implementations, and singularities. In addition, 
separating the horizontal and vertical position is often desired. By 
representing horizontal position with n-vector, this separation is kept, while 
avoiding common problems with other such representations, e.g. the 
singularities and discontinuity of latitude/longitude and the distortion of map 
projections. Further, since the n-vector is a 3D vector, the powerful vector 
algebra can be used to solve many calculations intuitively and with few code 
lines (i.e. solutions to common position calculations, that are exact, simple 
to implement and valid for all Earth positions, are found). For more details, 
see Paper I. A web-page with a simplified presentation and a downloadable 
code library is also available, as described in Section 3.1. 
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Paper II 
(Heading 
estimation) 

Introduced new fundamental theory for heading estimation, defining the 
possible ways to find heading 
In low cost navigation systems, the greatest challenge is often the heading 
accuracy, since magnetic compasses typically are too inaccurate for the 
purpose. A general theory of heading estimation is presented, and based on 
consistent mathematical principles, seven different methods to find heading 
are defined. The theory and list of methods has turned out to be a game 
changer when it comes to the design of navigation systems where heading is 
a challenge. For a given system, the possible ways to find heading are now 
immediately identified, and we can confidently determine which sensors to 
add and what maneuvers are required to fulfill the heading requirement. For 
more details, see Paper II and Section 3.2. 
 

Paper III 
(Dedicated 
navigation 
system) 

Designed and implemented a dedicated navigation system 
An autonomous underwater vehicle (AUV) underwater navigation system 
without access to raw inertial data was designed. Only a low cost IMU was 
available, and heading was found by utilizing the velocity vector (which 
corresponds to Method 6 to find heading when using the list of methods in 
Paper II). The performance of the navigation system was verified using 
recorded data, as described in Paper III. 
 

Paper IV 
(NavLab) 

Designed and implemented NavLab (general navigation software) 
In Paper IV it is shown how one generic and flexible tool can be designed 
to solve a variety of different navigation tasks. The advantages achieved by 
the use of smoothing are discussed and demonstrated, and different ways to 
verify estimator performance are presented. Following the suggested design, 
a general navigation simulation and post-processing tool, called NavLab, is 
developed. NavLab is used for a range of different purposes, by international 
industry, military, research groups and academia. For more details, see 
Chapter 4. 
 

Paper V 
(Underwater 
navigation 
techniques) 

Developed and implemented several underwater navigation techniques 
Several different techniques for aiding inertial underwater navigation 
systems are developed, and Paper V gives an overview of the strengths and 
weaknesses of these techniques. The paper also describes how to combine 
the techniques in various typical AUV-scenarios, and their performances are 
demonstrated in HUGIN AUV missions. Chapter 5 contains more details on 
this topic. 
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Paper VI 
(Doppler 
velocity log) 

Analyzed Doppler velocity log error contributions in theory and by using 
recorded data 
The Doppler velocity log (DVL) is often the most important sensor for 
limiting the drift in an underwater navigation system. In Paper VI the DVL 
error sources, and how they contribute to the total error, are studied, both in 
theory and by the use of recorded data. 
 

Paper VII 
(Vehicle 
model) 
 

Aided the underwater navigation with a vehicle model 
Including a vehicle model improves the robustness, integrity and in some 
cases the accuracy of an underwater navigation system. Paper VII presents 
this aiding technique and it includes AUV-results showing the navigation 
performance for cases of DVL-dropouts or low DVL-rate. 
 

Paper VIII 
(Range 
measurements) 

Developed a method that achieves accurate position by using range 
measurements from a single transponder 
In classical long baseline (LBL) systems, several transponders within range 
are needed to calculate the vehicle position. A method is developed that can 
estimate accurate position by means of one transponder only (several 
transponders can also be used, which improves the accuracy further). The 
accuracy is achieved by integrating the range measurements tightly with the 
core navigation system, and utilizing the vehicle movement. High accuracy 
(and robustness) has been demonstrated repeatedly, see Paper VIII. 

 

 



 
 

Chapter 2                                        

A Unified Notation for Kinematics 

n a practical navigation system, there are usually multiple available sensors, with different 
positions and orientations, measuring different quantities. Based on this input, the 

calculated navigation output is often needed for high accuracy applications, such as 
georeferencing recorded data (e.g. images from camera, sonar or radar). To fulfil the high 
standards for accuracy, it is of utmost importance to first be able to precisely describe the 
input measurements, and then continue to use precise descriptions throughout the estimation 
process. Finally, the output, i.e. the estimates from the navigation, must also be precisely 
described and well defined to be used correctly. To obtain these precise descriptions, an 
unambiguous and consistent notation for kinematics is needed.  

Section 2.1 will present some important properties for a good notation system, and then a 
notation system fulfilling the requirements is presented, by first introducing some basic 
concepts in Section 2.2. The basic concepts form the theoretical foundation for the notation 
system, and Section 2.3 presents the suggested notation system, while notation rules are given 
in Section 2.5. 

2.1 Properties of a good notation system  
After more than twenty years of navigation system development, our experience is that it is 
difficult to overstate the importance of the notation system. We have identified five properties 
that a good notation system should have: 

1. Any quantity/equation should be unambiguous on its own, i.e. it should be possible to 
understand precisely what it expresses without having to read additional text. This 
property is very important both for written publications and computer programs, since 
ambiguities typically lead to errors in equations and implementations. When errors are 

I 
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made, the writer and/or the readers normally do not fully understand the precise 
meaning of a quantity. 

2. The notation must clearly indicate all coordinate frames that are involved in a 
particular quantity (e.g. for an angular velocity it must be clear which frame is rotating 
relative to which reference).  

3. The notation should have an inherent “mechanism” to avoid errors in equations. 
Usually this is achieved by means of sub- /superscripts that follow simple rules when 
the quantities are used correctly. 

4. The notation should be able to specify if it is the position or orientation (or both) of a 
coordinate frame that matters. In most cases either the position or the orientation is 
significant, but in some cases both are significant, which e.g. is the case for one of the 
coordinate frames involved in a standard (linear) velocity. This is the reason why 
linear velocity is often not fully understood, and errors often are made. A notation that 
is able to distinguish between the three variants position only, orientation only, and 
position and orientation of a coordinate frame, makes it possible to improve the 
understanding of the quantities and to describe the kinematical relations very 
precisely. 

5. The notation should include coordinate-free (also called component-free or 
geometrical) vectors. Since most relations do not depend on the coordinate frame in 
which the vectors are decomposed/resolved, such information is redundant and 
obscures the relevant relation.  

A notation system that fulfils these five properties has been developed over the years, by 
considering the efficiency and precision both in theoretical works and in practical 
implementations. The system and its basic concepts are presented in the following. 

2.2 Basic concepts 
We define a particle to be a physical object whose size can be neglected, and thus a given 
particle uniquely defines a position in the three dimensional space. When establishing a 
mathematical model of our world, the particle will be represented by a point, denoted X



 (the 
reason for using a capital letter for a point will be clear in Section 2.2.1). The point is an 
element of an affine space, denoted  , i.e. X ∈



 . Any affine space is associated with a 

vector space (Crampin and Pirani, 1986), denoted  . Vectors are denoted x , where x∈  . 
A vector defines direction and magnitude in the mathematical model. Note that the vectors 
are coordinate-free (also called geometrical), i.e. they define direction/magnitude in the 
mathematical model with no reference to other quantities (decomposed/resolved vectors will 
be discussed in Section 2.2.2.). Coordinate-free vectors are frequently used in the literature, 
see e.g. Britting (1971) and McGill and King (1995). 
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The basic operations defined for an affine space and the associated vector space are  

• difference between two points, giving a vector in the associated vector space, e.g. 
X Y z− = 
 

. 

• addition of a point and a vector, giving a new point, e.g. Y z X+ =
 

. 

Note that a point represents position without any reference, and can thus be said to represent 
absolute position. This is in the same manner as a given particle (or a specified position at a 
given physical object), uniquely defines a position in the physical world. Similarly, a 
coordinate-free vector defines direction and magnitude without any reference. 

2.2.1 Coordinate frame 

We define a rigid body as a collection of particles whose distances relative to each other are 
constant (according to the needed accuracy of the model in use). This collection of particles 
defines position and orientation (with six degrees of freedom).  

A representation of a rigid body that, in this setting, is more convenient than a collection of 
points, is a coordinate frame. A coordinate frame is defined as a combination of the 
following: 

• A point, defining the position of the coordinate frame, also called the origin of the 
coordinate frame. 

• 3 linearly independent vectors, defining the orientation of the coordinate frame. The 
vectors have fixed lengths, fixed relative directions, a defined order, and are called the 
basis vectors of the coordinate frame. 

We see that the coordinate frame has six degrees of freedom as desired. A capital underlined 
letter, e.g. B, is used to represent a coordinate frame. Even though a coordinate frame can 
represent a physical rigid body, it is not restricted to this use, and it is often convenient to 
introduce several coordinate frames in the mathematical model in addition to those 
corresponding to rigid bodies (e.g. a North-East-Down coordinate frame).  

There will be cases where it is useful to treat and denote the position and orientation of a 
coordinate frame B separately. The position of B, i.e. its origin, is denoted B



 (the bar is 

replaced with a dot). B


 is simply a point, i.e. an element of an affine space, B∈


 . B’s 

orientation is represented by letting an arrow replace the bar, i.e. B


, and hence this symbol 
represents the basis vectors. Assuming the basis vectors are given by the tuple 

( ),1 ,2 ,3, ,B B Bb b b
  

  

, we have 
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 ( ) 3
,1 ,2 ,3, ,B B BB b b b= ∈
  

  



 ,  (2.1) 

where 3 = × ×    , and ×  indicates the Cartesian product of sets (Munkres, 2000). 
Since a coordinate frame B consists of both a point and basis vectors, we have 

 ( ) 3,B B B= ∈ × 




. (2.2) 

The possibility to specify the position and orientation of a coordinate frame independently 
gives a compact notation to specify relations between two coordinate frames. E.g. if two 
coordinate frames A and B have different origins, this is expressed by 

 A B≠
 

  (2.3) 

(while (2.3) says nothing about their relative orientation). The relation between two 
coordinate frames will often change as a function of time, and hence the frame relations will 
typically include time specifications. E.g. if coordinate frames A and B have the same 
orientation at time t1 and the same position (origin) at time t2, this can be expressed as 

 1 1 2 2( ) ( ) , ( ) ( )A t B t A t B t= =
 

 

.  (2.4) 

Another example is when two coordinate frames always have the same orientation, e.g. if a 
platform (B) is aligned and stabilized relative to a reference (A) (while their translational 
relation (their relative position, velocity and acceleration) is unspecified). In that case we have 

 ( ) ( )B t A t t= ∀ ∈
 

.  (2.5) 

2.2.2 Decomposed vectors 

If the basis vectors of A are given by ( ),1 ,2 ,3, ,A A AA b b b=
  

  



, we have that the general vector x  

can be expressed as a linear combination of the basis vectors 

 1 ,1 2 ,2 3 ,3A A Ax x b x b x b= + +
  

  



, (2.6) 

where { }1,2,3,ix i∈ , are three scalars. The vector x  decomposed (or resolved/represented) 

in A


 can now be expressed as 

 
1

2

3

A

x
x
x

 
 =  
  

x  . (2.7) 
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Ax   is called a decomposed vector (also sometimes called a coordinate vector or an algebraic 
vector). In contrast to coordinate-free vectors, decomposed vectors are well suited for 
computer implementation. 

Coordinate-free vectors will be preferred in all expressions and relations, since the frame of 
decomposition normally does not affect the general expression and thus is redundant 
information. In a deduction for example, coordinate-free vectors will be used, and the final 
answer will be decomposed in a selected coordinate frame only if the equation shall be 
implemented in a computer program. 

2.3 Position, orientation and their derivatives 
When working with position and orientation (and their derivatives) in practice, relative 
quantities are normally used; i.e. we are expressing a position or orientation of one coordinate 
frame relative to another (where one can be thought of as a reference). Thus the position, 
velocity, orientation etc. defined below are all relative quantities, and the right subscript will 
always specify the two coordinate frames involved. For instance a general relation x, 
depending on the relative position and orientation between A  and B  will be denoted ABx . 

2.3.1 Position 

Absolute position is represented by a point, while relative position is defined by a point 
difference. The position of coordinate frame B  relative to A  is defined by the vector created 
by subtracting the point A



 from B


 in the affine space,  

 ABp B A−
 





 

.  (2.8) 

The length and direction of ABp
 



 is such that it goes from A


 to B


. Note that the subscript 

indicates that only the positions of A  and B  are included, i.e. (2.8) is not affected by the 
orientation of A  or B . 

When decomposing (2.8) in A


, A
AB


 

p  will simply express the coordinates of the point B


 

relative to frame A. From the notation A
AB


 

p  we see that only the position of B matters, while 

both the position and orientation of A matter. 

2.3.1.1 Simplified notation 

An effective notation should not include more symbols than strictly needed to make it 
unambiguous. When coordinate frames are used as sub- or superscripts in the notation 
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presented here, their position and/or the quantity they describe will usually specify whether it 
is the position or orientation of the coordinate frame that matters. For instance, the right 
superscript always indicates where the vector is decomposed, thus this superscript will always 
contain the orientation. Similarly, for the subscript of a position vector, it is always the 
positions of the coordinate frames that matter. In these cases it is sufficient to write the 
coordinate frame letter (without any arrow or dot below it) in sub- and superscripts. Thus the 
position vector defined in (2.8) can be written as ABp , and decomposed in C this vector can 

be simply written as C
ABp  (instead of C

ABp 
 

). Also when referring to a given coordinate frame 

in text, the underline (or arrow/dot) can normally be omitted, unless for cases where 
emphasizing either the position or orientation properties (or both) of the coordinate frame is 
needed. 

The simplification improves the readability, without introducing any ambiguities. We will 
explicitly state the position/orientation (by using the arrow or dot) in sub- and superscripts 
primarily when it is needed to emphasize which of the two is relevant, or when extra precision 
is needed. All definitions will have full precision notation. 

2.3.2 Velocity 

If we observe the change of the vector ABp  from an (arbitrary) coordinate frame C, we can 

express its time derivative as 

 ( )
C

C
AB AB

dv p
dt





   

 

 .  (2.9) 

Note that only a change in a vector is observed, and since a vector does not have a position, 
the position of C does not matter. This is indicated by using C



 as leading superscript, and 
C

ABv
 



 describes how the vector ABp
 



 changes observed from coordinate frame C. Thus this is 

a more general quantity than the standard understanding of the term velocity, and hence we 

call C
ABv
 



 generalized velocity. Note that as any other coordinate-free vector, this vector can 

also be decomposed in an arbitrary coordinate frame, and hence we can construct a velocity 

vector that depends on four different coordinate frames; C D
ABv 

 

 (while for the most common 

velocities, a maximum of three different frames are involved, see Table 2.5).  

In the standard understanding of velocity, the position vector originates from the same frame 

as we observe its change, i.e. we often have A
ABv
 



. The standard velocity expresses how the 

point B


 (the orientation of B is not relevant) moves observed from A (both the orientation 



 2.3 Position, orientation and their derivatives 15 
 

and position of A is relevant). The standard velocity has a simpler (yet unambiguous) 
notation, 

 A
AB ABv v
  

 

 . (2.10) 

As we can see, the first letter in the subscript of ABv




 includes both the position and orientation 

of A. The difference between A and B


 for standard velocity is often not fully understood, and 

this is a common source of error. Thus the underline must be kept also in the simplified 
notation to emphasize this difference, i.e. we use ABv  for standard velocity in the simplified 

notation. 

2.3.3 Acceleration 

Observing the change of vector ABp  from coordinate frame C as in (2.9), but now 

differentiating twice gives 

 ( )
2

2

C
C

AB AB
da p
dt





   

 

 ,  (2.11) 

which we call generalized acceleration. As with velocity, acceleration is usually observed 
from the same frame as the differentiated position vector originates. Hence we also define a 
more compact symbol for the standard acceleration, 

 A
AB ABa a
  

 

 . (2.12) 

2.3.4 Orientation 

Absolute orientation can be represented by a tuple of basis vectors, e.g. A


, while in practice, 
the relative orientation between two coordinate frames is often needed. The orientation of an 
arbitrary coordinate frame B relative to A can, according to Euler’s theorem, always be 

described as one (simple) rotation1 of an angle, ABβ , about a fixed axis, ABk


. The sign of 

ABβ  is found from the right hand rule. Thus, the orientation of B relative to A can be 

described by  

 ( ) [ ],  , 1 , 0,AB AB AB ABk kβ β π= ∈
 

.  (2.13) 

                                                 
1 Rotation of a temporary frame T that initially has the same orientation as A and ends up having the same 
orientation as B. 
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(2.13) is called the axis-angle representation. 

The product of the angle and axis is often of interest, giving a vector called the axis-angle 
product, 

 AB AB ABkθ β⋅
     



 .  (2.14) 

2.3.4.1 Alternative orientation representation: Rotation matrix 

Many alternative parameterizations exist for representing orientation (see for instance Craig 
(1989) or Kane et al. (1983)). The most important representation in this context is the rotation 
matrix, which is thus included here. 

Assume two arbitrary coordinate frames A and B. An arbitrary (nonzero) vector 1x  is rotated 

an angle ABβ  about an axis ABk


 getting a new vector 2x  (where ( ),AB ABk β


 is the axis-angle 

representation of the rotation). Thus 1x  will relate to A as 2x  relates to B, i.e. in decomposed 

form we have 

 1 2
A B=x x .  (2.15) 

We seek an entity to multiply with 1x  to get 2x , i.e. we seek a dyadic. A dyadic consists of 
sums of pairs of coordinate-free vectors such that scalar pre- or post-multiplication with a 
coordinate-free vector gives a new (coordinate-free) vector (se e.g. Kane et al. (1983) or 
Egeland and Gravdahl (2002) for more about dyadics). To find the dyadic, we will first find 

the relation between 1x  and 2x  expressed by means of ABk


 and ABβ  (from (2.13)). This 
relation can be found by simple vector algebra/geometrical inspections (see e.g. Goldstein 
(1980)),  

 ( ) ( ) ( ) ( )2 1 1 1cos sin 1 cosAB AB AB AB AB ABx x k x k k xβ β β= + × + − ⋅
  

   

,  (2.16) 

where ×  denotes the cross product and ⋅ denotes the dot product. (2.16) can be rewritten as  

 2 1ABx R x= ⋅


 

  (2.17) 

where ABR


 is called a rotation dyadic. In agreement with (2.16) and (2.17) we define ABR


 by 

 ( ) ( )cos sin 1 cosAB AB AB AB AB AB ABR I S k k kβ β β+ + −
             

   

 , (2.18) 
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where I


 is the identity dyadic and ( )ABS k


 denotes the skew symmetric dyadic form of 

.ABk


 We now have a dyadic ABR


 that rotates an arbitrary coordinate-free vector x  from A to 

B such that (2.15) is fulfilled. To get a rotation matrix, the dyadic (2.18) is decomposed in the 
arbitrary frame C, obtaining what we can call a generalized rotation matrix,  

 ( ) ( ) ( )cos sin 1 cos
TC C C C

AB AB AB AB AB AB ABβ β β+ + −   

             

R I S k k k .  (2.19) 

A generalized rotation matrix is rotating vectors decomposed in (the arbitrary) frame C, from 
A to B. Hence, the rotation (2.17) decomposed in C, is 

 2 1
C C C

AB=x R x . (2.20) 

In practice, vectors multiplied by C
ABR  will usually be decomposed in either A or B, and 

hence we define the (standard) rotation matrix as 

 A B
AB AB AB= 

     

R R R .  (2.21) 

The two latter are equal since the axis of rotation is fixed in both frames, i.e. A B
AB AB=k k .  

Note that in the deduction we have used ABR


 as an active rotation to rotate 1x  to a new vector 

2x , such that (2.15) is fulfilled. Active rotations of 1x  and 2x  decomposed in A and B 

respectively, are given by 

 2 1

2 1

A A
AB

B B
AB

=

=

x R x
x R x

.  (2.22) 

If we substitute using (2.15), we get the passive use of ABR , e.g. decomposing a vector in a 
desired system (which is the most common usage in navigation), 

 2 2

1 1

A B
AB

A B
AB

=

=

x R x
x R x

. (2.23) 

Note that many authors place the A as superscript in ABR  (since the rotation matrix ABR  can 

be constructed from the three basis vectors of B decomposed in A). However, over the years 
we have chosen to place both A and B in the subscript due to the following reasons: 
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• When deducing and defining the rotation matrix this notation is most natural, and for 
the generalized rotation matrix the superscript has a different meaning (see (2.19) and 
(2.20)).  

• The subscript usage where the two letters of the subscript show the two frames 
involved, follows the general notation system introduced in the start of Section 2.3, 
and is the same as used in all other quantities, such as position and (angular) velocity.  

• In Section 2.5 notation rules are summarized, and with both frames as subscripts, the 
rules for cancelling intermediate frames and negating a variable are very similar for 
rotation matrices, position, angular velocity etc. (see Sections 2.5.1 and 2.5.2). 

• When implementing ABR  as a variable in a computer program (i.e. with plain text 

only), there is no doubt about the order of the frames (e.g. R_AB is used). With A
BR  it 

turns out that some programmers will follow the order which is most common for 
vectors (subscript(s) first, then superscript), while others find the top-down order most 
natural. This has led to uncertainty when implementing code and misinterpretation 
when reading code. 

• In Section 2.5.3 we get a simple rule of closest frames, which is also very useful in 
computer implementations (one simple rule specifies the order of the subscripts for the 
various equations (2.40) to (2.43)). 

2.3.5 Angular velocity 

The angular velocity of B relative to A is defined by 

 

( ) ( )

( )

,1 ,2 ,3 ,2 ,3 ,1

,3 ,1 ,2

A A

AB B B B B B B

A

B B B

d db b b b b b
dt dt

db b b
dt

ω
   

⋅ + ⋅   
   
 

+ ⋅ 
 

 

       



  

     





  

,  (2.24) 

where { }, 1,2,3,B ib i∈




 are the basis vectors of B. 

From (2.24), the relation between the angular velocity and the derivative of an arbitrary vector 
x  is found to be 

 ( ) ( )
A B

AB
d dx x x
dt dt

ω= + ×
  

,  (2.25) 
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a relation that is sometimes called the Coriolis equation (Kelly, 2013). In fact the definition, 
(2.24) is constructed to give (2.25), and this definition is used e.g. by Kane and Levinson 
(1985). 

When the angular velocity is decomposed in A or B, it has a simple relation to the derivative 
of the rotation matrix,  

 ( ) ( )B A
AB AB AB AB AB= =R R S S Rω ω ,  (2.26) 

where S( ) is the skew-symmetric form of the input vector. (2.26) can be proven in several 
ways (Groves, 2013; Egeland and Gravdahl, 2002) and some authors (e.g. Spong and 
Vidyasagar, 1989 or Egeland and Gravdahl, 2002) uses (2.26) to define the angular velocity. 

2.3.6 Angular acceleration 

Angular acceleration is defined by 

 ( ) ( )
A B

AB AB AB
d d
dt dt

α ω ω=
 

     

  

 .  (2.27) 

The fact that the derivative of ABω  is the same in both A and B can be seen from (2.25). 

2.4 Summary of the notation system 
This section summarizes the notation system introduced above, and it also includes examples 
of coordinate frames and quantities that are commonly used in navigation. 

When specification of only the position or orientation (or both) of a coordinate frame is 
needed, the symbols in Table 2.1 are used.  

Quantity Description 

A Coordinate frame A, with six degrees of freedom. A can represent a rigid body, 
and consists of a point and the basis vectors; ( ),A A A=





. 

A


 The position (origin) of coordinate frame A, i.e. A


 is a point (member of an 
affine space), and has three degrees of freedom. 

A


 
The orientation of coordinate frame A, i.e. A



 has three degrees of freedom and 

consists of the basis vectors; ( ),1 ,2 ,3, ,A A AA b b b=
  

  



. 

Table 2.1. A coordinate frame, with its position and orientation. 
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A summary of the notation for the most central quantities for translational movement is given 
in Table 2.2, while the rotational quantities are summarized in Table 2.3. 

 

Simplified 
notation 

Full 
precision 
notation 

Definition Description 

ABp  ABp
 



 ABp B A−
 





 

 
Position vector. The vector whose length and 
direction is such that it goes from the origin of 
A to the origin of B. 

C
ABv  C

ABv
 



 ( )
C

C
AB AB

dv p
dt





   

 

  
Generalized velocity. The derivative of ABp , 
relative to coordinate frame C. 

ABv  ABv




 A
AB ABv v
  

 

  

Standard velocity. The velocity of the origin 
of coordinate frame B relative to coordinate 
frame A.  
 
The underline is kept also in the simplified 
notation to emphasize the asymmetry between 
A and B



, which is important to keep in mind 
when using the notation rules presented in 
Section 2.5. 

C
ABa  C

ABa
 



 ( )
2

2

C
C

AB AB
da p
dt





   

 

  
Generalized acceleration. The double 
derivative of ABp , relative to coordinate frame 
C. 

ABa  ABa




 A
AB ABa a
  

 

  
Standard acceleration. The acceleration of 
the origin of coordinate frame B relative to 
coordinate frame A. 

Table 2.2. Kinematical quantities for translational movement, for the general coordinate 
frames A, B, and C. 
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Simplified 
notation 

Full 
precision 
notation 

Definition Description 

ABθ


 ABθ
 



 AB AB ABkθ β⋅
     



  
Axis-angle product. ABk



 is the axis 
of rotation and ABβ  is the angle 
rotated. 

C
ABR  C

AB


 

R  Equation (2.19) 
Generalized rotation matrix. 
Rotates a vector decomposed in C 
from frame A to frame B. 

ABR  AB
 

R  A B
AB AB AB= 

     

R R R  
Standard rotation matrix. Used 
mostly to represent orientation and 
decompose vectors in different 
frames. 

ABω  ABω
 



  Equation (2.24) 
Angular velocity. The angular 
velocity of coordinate frame B, 
relative to coordinate frame A. 

ABα  ABα
 



  ( ) ( )
A B

AB AB AB
d d
dt dt

α ω ω=
 

     

  

  
Angular acceleration. The angular 
acceleration of coordinate frame B, 
relative to coordinate frame A. 

Table 2.3. Rotational kinematical quantities, for the general coordinate frames A, B, and 
C. 

All the vectors in Table 2.2 and Table 2.3 are coordinate-free, indicated by an arrow above 
the letter. Any coordinate-free vector can be decomposed in any coordinate frame. When 
decomposed in a coordinate frame (getting a column vector with three scalars), the vector is 
written in bold, without arrow, and the frame of decomposition is indicated with the right 

superscript. For example, ABp  decomposed in C is written C
ABp . 

The A, B, and C-frames used above are arbitrary coordinate frames, while Table 2.4 lists 
specific coordinate frames used throughout this thesis.  
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Symbol Name Description 

I Inertial The coordinate frame is an inertial frame of reference. 

E Earth The coordinate frame is Earth-fixed, with origin in the geometrical center 
of the reference ellipsoid used (often called earth-centered-earth-fixed, 
ECEF). 

B Body The coordinate frame is fixed to the vehicle/device to be navigated. 

N North-
East-
Down 

A local level coordinate frame with the origin directly beneath or above 
the vehicle (B), at Earth’s surface (surface of ellipsoid model). The x-
axis points towards north, the y-axis points towards east (both are 
horizontal), and the z-axis is pointing down. Note: When moving relative 
to the Earth, the frame rotates about its z-axis to allow the x-axis to 
always point towards north. When getting close to a pole this rotation 
rate will increase, being infinite at the poles. The poles are thus 
singularities and the direction of the x- and y-axes is undefined there. 

L Local 
level, 

Wander 
azimuth 

A local level coordinate frame with the origin directly beneath or above 
the vehicle (B), at Earth’s surface (surface of ellipsoid model). The z-axis 
is pointing down and hence L is equal to N except for the rotation about 
the z-axis. The rotation rate about the z-axis is defined to be zero (i.e. 

,z 0L
EL =ω ), and thus L is non-singular. L is often chosen to be equal to 

N initially (if outside the poles), and as the vehicle moves there will in 
general be a non-zero angle between the x-axis of L and the north 
direction; this angle is called the wander azimuth angle. 

Table 2.4. Common coordinate frames used in this thesis. They are all orthonormal and 
right handed. 

With the coordinate frames in Table 2.4 introduced, examples of quantities that are very 
common within navigation are listed in Table 2.5. 
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Simplified 
notation 

Full 
precision 
notation 

Description 

EBp  EBp
 



 The position of (the origin of) B relative to (the origin of) E, 
coordinate-free. 

E
EBp  E

EB


 

p  
The position of (the origin of) B relative to (the origin of) E, 
decomposed in E. This vector is often called the “ECEF-vector” and 
the three elements are called the “ECEF coordinates”. 

B
BSp  B

BSp 
 

 
The position of a sensor, S, mounted on the vehicle, given relative 
to the vehicle reference frame B. This vector is often called the lever 
arm of the sensor, and when assuming a rigid body, the vector is 
modelled as fixed. 

EBv  EBv




 
The velocity of (the origin of) B relative to E, coordinate-free. 
When someone uses the (ambiguous) term “the velocity of object 
B”, they often mean this vector. 

E
EBv  E

EB




v  
The velocity of (the origin of) B relative to E, decomposed in E. In 
practice, this quantity can be obtained from GNSS, e.g. by utilizing 
the Doppler shift. 

B
EBv  B

EB




v  

The velocity of (the origin of) B relative to E, decomposed in B. 
This vector is typically measured by a body fixed sensor observing 
Earth-fixed objects (or the ground). Examples of sensors giving B

EBv  
are cameras, acoustic Doppler velocity logs or Doppler radars. 

N
EBv  N

EBv 



 The velocity of (the origin of) B relative to E, decomposed in N 
(i.e. the north, east and down components of the velocity vector). 

IBω  IBω




 The angular velocity of B relative to I, coordinate-free. This is the 
vector that is measurable by gyros. 

B
IBω  B

IBω 



 The angular velocity of B relative to I, decomposed in B. This is the 
measurement1 from (strapdown) gyros. 

NBR  NB


R  
The orientation of B relative to N, represented as a rotation matrix. 
This rotation matrix contains the same information as the vehicle’s 
roll, pitch and yaw angles. 

Table 2.5. Examples of quantities common in navigation. 

2.5 Notation rules 
The quantities defined have properties that give simple rules for their usage when following 
the notation system introduced above. 
                                                 
1 In practice, a set of gyros often return an incremental rotation (called “delta theta”), but in principle it is the 
shown angular velocity that is measured. 
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2.5.1 Negating a quantity (switching the order of the subscripts) 

Switching the order of the subscripts gives the opposite position vector,  

 AB BAp p= −
 

.  (2.28) 

This is also the case for generalized velocity, 

 C C
AB BAv v= −
 

.  (2.29) 

For standard velocity, ABv , switching the order of the subscripts does not give the negative 

vector, which is indicated by the underline (see also the comment in Section 2.3.2). 

For acceleration, we have similar relations, i.e. switching of subscripts negates the generalized 
acceleration,  

 C C
AB BAa a= −
 

,  (2.30) 

while this is not the case for the standard acceleration, ABa . 

Switching the subscripts of the axis-angle product gives the negative vector,  

 AB BAθ θ= −
 

.  (2.31) 

For a rotation matrix we have that 

 ( )TAB BA=R R   (2.32) 

where the T indicates matrix transpose. It should be noted that for rotation matrices the 

transpose is the inverse, i.e. AB BA =R R I , and hence we again get that quantities with 
opposite order of subscripts cancel each other (the vectors of equations (2.28) to (2.31) cancel 
each other when summed). 

For angular velocity, we have that 

 AB BAω ω= −
 

.  (2.33) 

And finally, a similar relation is also true for angular acceleration,  

 AB BAα α= −
 

.  (2.34) 
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2.5.2 Cancelling an intermediate coordinate frame 

With three (or more) coordinate frames involved, the cancelling of an intermediate coordinate 
frame is a very useful rule. 

For position, we have that 

 AC AB BCp p p= +
  

,  (2.35) 

where the two B’s in the subscripts that are closest to each other are cancelled.  

For velocity, a similar relation is valid for generalized velocity, i.e.  

 C C C
AD AB BDv v v= +
  

.  (2.36) 

And again, the underline of the standard velocity indicates that such a relation is not true for 

ABv . 

Acceleration has similar properties, where  

 C C C
AD AB BDa a a= +
  

  (2.37) 

holds for generalized acceleration, whereas for standard acceleration, ABa , no such relation is 

valid. 

Adding axis-angle product vectors does not cancel intermediate frames. For ABv  and ABa , the 

asymmetry in the subscript coordinate frames (indicated by the underline) was the reason why 

intermediate frames did not cancel, while for ABθ


 this is not the case (as no such asymmetry 
is present). Instead the reason is simply the complexity of rotations in three dimensional 
Euclidian space (3D rotations do not commute; see e.g. Mirman (1995)).  

For the rotation matrix however, we can cancel intermediate coordinate frames with matrix 
multiplication, 

 AC AB BC=R R R .  (2.38) 

Also for angular velocity, we have such a relation, 

 AC AB BCω ω ω= +
  

.  (2.39) 

Finally, adding angular acceleration vectors does not cancel the intermediate frames, and this 
can be shown by using (2.25) (and this equation can also be used to show (2.39)). 
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2.5.3 The rule of closest frames for rotation matrices 

The two previous sections gave rules for the subscript usage when negating quantities or 
when cancelling intermediate coordinate frames. For the rotation matrix however, there are 
many other usages, not covered by (2.32) and (2.38). The passive use of the rotation matrix, 
presented in (2.23), is the most common in navigation (and for this reason the rotation matrix 
is sometimes just called the coordinate transformation matrix (Groves, 2013)). 

A rule to decide the order of the subscripts when decomposing a vector is needed. To find this 
rule we can look at the equation that relates a general vector x  decomposed in A or B. From 
(2.23) we have 

 A B
AB=x R x .  (2.40) 

From this equation we see that the B in the subscript of ABR  is closest to the B in which the 

vector is decomposed. We can call this “the rule of closest frames” for rotation matrixes, 
which for this case says that the frame closest to the vector for post multiplication is always 
the same as the frame where the vector is decomposed. 

The rule of closest frames is also valid for other common relations involving rotation 
matrices. The first example to include is its relation with the angular velocity, i.e. 

 ( ) ( )B A
AB AB AB AB AB= =R R S S Rω ω .  (2.41) 

We see that when the skew symmetric matrix contains the vector decomposed in B, a rotation 
matrix pre-multiplied must have its subscript B closest to the vector. In the variant where the 
vector is decomposed in A, the post-multiplied rotation matrix has its subscript A closest to 
the vector. 

The next example is the similarity transform of a skew symmetric form, i.e. we have 

 ( ) ( )A B
AB BA=S x R S x R .  (2.42) 

Again, we see that for both the rotation matrices, their order of subscripts is such that 
coordinate frames B are always closest to the vector decomposed in B. 

The final example included for the closest frames rule is for a 3x3 covariance matrix 
representing an uncertainty ellipsoid (confidence ellipsoid) in B, i.e. we would write it BW . 
If we want to transform this matrix to A, we would use 

 A B
AB BA=W R W R ,  (2.43) 
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where the subscripts of the rotation matrices follow the closest frames rule since the matrix is 
represented in B. Transformations like (2.43) are common in navigation (and estimation in 
general) since the covariance matrix is diagonal when the axes of representation are aligned 
with the semi-principal axes of the ellipsoid (i.e. parallel with the eigenvectors). 

2.6 Conclusion 
When developing navigation systems on a daily basis in a team, the importance of a good 
notation system becomes particularly clear, and the advantages can be summarized as 
follows: 

• Ensuring correct deductions: The notation rules give an effective mechanism to 
avoid  

o errors when setting up equations. 

o errors in deductions. 

o wrong usage of measurements. 

• Ensuring correct implementation: The equations often end up in program code, and 
it is important to have strict rules for how to port the notation to plain text variables 
(rules that maintain the precision and unambiguousness). When implementing an 
estimator e.g., a precise notation is critical to maintain optimality and stability 
throughout the code. With the simple notation rules, a quick look at the implemented 
code is sufficient to reveal any errors. 

• Improving the understanding: Due to properties 2 and 4 of Section 2.1, and the 
introduction of generalized quantities, the notation system improves the users’ 
understanding of the described quantities. 

• Avoid errors when exchanging code and/or equations: With an ambiguous notation 
system, errors are common when exchanging code and/or equations, and even when 
revisiting one’s own work done a few years ago, misunderstandings may arise. 

• No need to invent new symbols for new quantities: Both when deducing equations 
and when programming, new quantities are constructed based on existing quantities. 
The new quantities need a symbol/variable name, and when the notation system is 
extensive, the name of the new quantity is already given from this system. Hence, the 
development gets more effective since no time or attention is needed to invent new 
symbols. 

 





 
 

Chapter 3                    

Fundamental Topics within 

Navigation 

ith the notation system defined, it is now possible to present more navigation specific 
topics, and in this chapter, two topics that are both fundamental within navigation will 

be discussed. The first is position calculations, and the full description of this theory is given 
in Paper I. The second topic, heading estimation, is thoroughly described in Paper II. 

3.1 Position calculations 
The ability to calculate accurate geographic positions is critical within navigation, as well as 
within other fields such as geodesy. However, from many years of experience, we have seen 
that when performing global position calculations, one or more of the following concerns are 
often involved: 

W 
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1) Approximations, e.g. 
a) distortion in map projections 
b) assuming spherical Earth when an ellipsoidal model should be used 
Errors often increase with increasing distances 

2) Complex implementations (many, and often complex, lines of program code needed) 
3) Equations and/or code not valid/accurate for all Earth positions, e.g. 

a) Latitude/longitude: 
i) Singularities at Poles 
ii) Discontinuity at the ±180° meridian 

b) Map projections: usually valid for a limited area, e.g. the Universal Transverse 
Mercator (UTM, Snyder, 1987)  

4) Iterations (iterations are required to achieve the needed accuracy) 

 

To overcome these difficulties, we will start by looking at how position is represented. Two 
of the most common representations of global position are latitude/longitude (and height) and 
the position vector decomposed in the Earth-centered-earth-fixed (ECEF) coordinate frame, 

E
EBp . This vector is now called the “ECEF-vector” (see also Table 2.5).  

A major difference between these two representations is that the latitude/longitude 
representation is separating the vertical and horizontal positions, which is not the case for the 
ECEF-vector. This separation is both intuitive and has several practical advantages. Three 
examples where separation is clearly useful are: 

• In navigation systems, where horizontal and vertical position are often measured by 
different sensors at different points in time 

• In a vehicle autopilot, where horizontal and vertical position are often controlled 
independently 

• For ships and several land vehicles, where many calculations only consider the 
horizontal position 

In these examples (and in many other cases) we need a quantity for representing horizontal 
position independently of the vertical height/depth (e.g. when comparing two horizontal 
positions). Thus, it should be possible to represent horizontal position without considering the 
vertical position, and vice versa. If the ECEF-vector is used, the horizontal and vertical 
positions are not separated as desired. 

Due to the above reasons, position representations that separate horizontal and vertical 
directions are used extensively in a wide range of applications. In addition to 
latitude/longitude, other common representations with this property are the UTM (and other 
map projections) and a local vector relative to a local Cartesian “flat Earth” coordinate frame 
(e.g. North-East-Down).  
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However, all these representations (which separate the vertical and horizontal directions) have 
significant disadvantages when performing many position calculations (as discussed in Paper 
I). Hence, we seek a representation that separates the vertical and horizontal directions, but 
that also has good mathematical properties for position calculations. In Paper I the outward 
pointing normal vector to the Earth reference ellipsoid is introduced as a horizontal position 
representation, and it is called n-vector. Figure 3.1 shows that n-vector corresponds to 
standard (geodetic) latitude. 

 

 

Figure 3.1. Earth reference ellipsoid with n-vector, standard (geodetic) latitude and 
geocentric latitude. 

The n-vector representation is non-singular for all Earth positions, and it has no 
discontinuities. Its mathematical properties make many position calculations quite simple, and 
one example is the fact that the n-vector is a 3D vector. This means that the powerful vector 
algebra can be used to solve many position calculations intuitively and with few code lines.  

In Table 3.1, six important properties of a position representation are summarized for 
latitude/longitude, for the n-vector and for the ECEF-vector. 

 

geodetic 
latitude 

geocentric 
latitude 

North Pole 

Equator 

n-vector 
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Property Latitude/longitude n-vector ECEF-vector 

Horizontal position can be expressed 
independently of height/depth No 

Non-singular No 

No discontinuities No 

General position calculations are often 
simple No 

A9R1vksgtt_1h6n5w2_bc8.pdf   1   09.01.2018   14:23:07

Yes Yes 

Yes Yes 

Yes Yes 

Yes Yes 

Geocentric No No Yes 

Geodetic Yes Yes No 

A9R1uq5g8r_1h6n5w5_bc8.pdf   1   09.01.2018   14:25:03

Table 3.1. A simplified summary of six important properties for latitude/longitude, n-
vector and the ECEF-vector. The colors used are: Green (Yes): Normally an advantage. Red 
(No): Normally a disadvantage. Black (italic): Advantage/disadvantage is depending on 
application. 

It should be noted that since the ECEF-vector is geocentric, its relation to standard (geodetic) 
latitude is complex. On the other hand, this relation is very simple for n-vector which is also 
geodetic (normal to the ellipsoid surface). Thus, calculations that are based on latitude and 
longitude are usually very simple to replace with n-vector calculations. The same is not the 
case for the ECEF-vector. 

Using n-vector, the vertical direction vector (true up/down direction) is readily available, as 
opposed to the ECEF-vector, where this direction is complex to calculate. The use of the 
vertical direction vector makes several calculations very easy; e.g. finding a point that is x 
meters above/below another position, finding horizontal vectors (such as the north and east 
vectors), and finding vertical components of vectors (see equations (7) to (10) in Paper I). 

3.1.1 Practical usage 

When solving position calculations in practice, computer programs are normally used, and 
hence it is very useful to have a program library available. We have written a web page 
(Gade, 2017), that provides examples and a downloadable n-vector library. Ten examples of 
common position calculations are included, and they are shown in Table 3.2 and Table 3.3. 
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# Simple description Simple figure 

1. A and B to delta 
Given two positions A and B. Find the exact vector 
from A to B in meters north, east and down, and 
find the direction (azimuth/bearing) to B, relative to 
north. Use WGS-84 ellipsoid. 

2. B and delta to C 
Given the position of vehicle B and a bearing and 
distance to an object C. Find the exact position of 
C. Use WGS-72 ellipsoid.

3. ECEF-vector to geodetic latitude 
Given an ECEF-vector of a position. Find the 
geodetic latitude, longitude and height. 

4. Geodetic latitude to ECEF-vector 
Given geodetic latitude, longitude and height. Find 
the ECEF-vector. 

5. Surface distance (great circle distance) 
Given position A and B. Find the surface distance 
(i.e. great circle distance) and the Euclidean 
distance between A and B. 

Table 3.2. Examples 1-5 of position calculations provided on Gade (2017). Red color 
indicates the information that is given, while green is what to find. 

A 
B 

? 
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# Simple description Simple figure 

6. Interpolated position 
Given the position of B at time t0 and t1. Find an 
interpolated position at time ti. 

7. Mean position (center/midpoint) 
Given three positions A, B, and C. Find the mean 
position (center/midpoint). 

8. A and azimuth/distance to B 
Given position A and an azimuth/bearing and a 
(great circle) distance. Find the destination point B. 

9. Intersection of two paths 
Given path A going through A1 and A2, and path B 
going through B1 and B2. Find the intersection of 
the two paths. 

10. Cross-track distance (cross-track error) 
Given path A going through A1 and A2, and a point 
B. Find the cross-track distance/cross-track error
between B and the path.

Table 3.3. Examples 6-10 of position calculations provided on Gade (2017). Red color 
indicates the information that is given, while green is what to find. 

On Gade (2017) it is shown (with equations and pseudocode) how the ten examples are 
solved using n-vector, and functions from the downloadable library are used when necessary. 

The original program library was written in MATLAB (The MathWorks, 2017), mainly by 
the author. This library has been extensively used for many years1 in many different 

1 The first n-vector files in the library are from 1999, and in 2004 important functionality was added. 
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applications, by different groups (e.g. research groups, academia, military, and industry). Due 
to the widespread usage, the library has been translated by other authors to other 
programming languages as well (e.g. C#, C++, Python and JavaScript), and these libraries are 
also available for download. 

With Paper I and the web page with downloadable code, we consider the concerns listed in 
the start of Section 3.1 as addressed, both in theory and when performing practical position 
calculations. 

3.2 Heading estimation 
Having found solutions for position calculations, the next fundamental topic to discuss is 
heading estimation. Before looking at heading in particular, we will make some general 
considerations about the estimation of the six degrees of freedom. 

Of the six degrees of freedom, not all are equally difficult to estimate in navigation near 
Earth. Due to the presence of the gravity vector, position is often separated into horizontal and 
vertical position, and for orientation we similarly have that estimating heading is typically 
different from estimating roll and pitch. 

Roll and pitch are often estimated with sufficient accuracy (when the specific force measured 
by the accelerometers is dominated by the gravity vector), while for many applications a 
magnetic compass is too inaccurate and unreliable to find heading. For position, there are 
many applications where the horizontal position is clearly more challenging to estimate than 
the vertical position, since the latter often can be found from pressure sensors or radar/laser 
altimeters. 

Hence, the three most challenging degrees of freedom are often the heading and the horizontal 
position. However, the actual challenge of estimating these is clearly very dependent on the 
availability of GNSS and high accuracy gyros (sufficiently accurate for gyrocompassing). 
Consequently, we can divide navigation systems into four categories, based on the availability 
of GNSS and accurate gyros, see Table 3.4 (which is from Paper II). 
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Green/italic = Often GNSS (or similar) available 
satisfactory 
Red/underlined = Yes No 
Challenging 

Category A1: Category A2: 
Heading 

Horizontal position 
Heading 

Horizontal posi�on 
Yes Typical cases: Large/expensive 

vehicles (not submerged), e.g. 
airplanes, ships, helicopters 

Typical cases: Underwater 
naviga�on of large/expensive 
vehicles, e.g. submarines and 
AUVs 

Gyros with 
sufficient 

accuracy for Category B1: Category B2: 

gyro- Heading 
Horizontal position 

Heading 
Horizontal posi�on compassing 

Typical cases: Light/small/cheap 
applica�ons in air, land or at sea, 
e.g. unmanned aerial vehicles
(UAVs), boats, robots, cameras,
personnel 

Typical cases: GNSS denied 
light/small/cheap applica�ons, 
e.g. indoor naviga�on,
applica�ons under GNSS
jamming, low-cost underwater
naviga�on

No 

Table 3.4. The four categories (A1, A2, B1, and B2) of inertial navigation systems, broken 
down by the availability of GNSS and the accuracy of gyros (the table is from Paper II). 

As mentioned in Section 1.1 there has been a rapid growth of applications using MEMS 
IMUs, and thus we have seen a significant increase in the number of navigation systems 
belonging to the B-categories (B1 and B2). A common characteristic of these navigation 
systems is that heading estimation is often a great challenge, and it is not clear how to achieve 
sufficient heading accuracy. 

Despite this increased demand for methods to find heading, it has been difficult to find a list 
of possible methods in the literature. Thus, we have studied the topic in detail ourselves, and 
it turned out that it is indeed possible to develop a general theory for heading estimation, and 
to establish a corresponding list. The different methods have been categorized by means of 
consistent mathematical principles, but the list is also intuitive, which makes it useful in 
practice. 

As described in Paper II, in order to estimate heading, a vector that is known both relative to 
the vehicle and relative to the Earth (i.e. decomposed in B and E) is needed. If this vector has 
a horizontal component, heading can be estimated. Thus, when trying to establish a system to 
categorize the different possible methods for heading estimation, we found it most intuitive to 
define one method for each type of vector. 

Paper II has identified seven different vectors in use in practical navigation systems, and thus 
seven corresponding methods of heading estimation are defined. A simplified summary of the 
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seven methods is given in Figure 3.2. In addition to the symbols defined in Chapter 2, the 
figure uses coordinate frames B1 and B2 for positions fixed to the vehicle (B). Coordinate 

frames O, O1, and O2 are external objects, and Bm  is the magnetic field vector at position B. 

More details are available in Paper II. 

 

Figure 3.2. A simplified summary of the seven methods of heading estimation, and some key 
features/examples of each method (figure from Paper II). 

3.2.1 Example: Finding heading for a navigation system of Category B2 

An AUV without sufficient gyro accuracy for gyrocompassing has a navigation system of 
Category B2 (of Table 3.4). An example of such a vehicle was the HUGIN I AUV 
(Størkersen et al., 1998; Kristensen and Vestgård, 1998). The vehicle was fitted with a version 
of the Seatex Motion Reference Unit (MRU, Kongsberg Seatex, 2017) where the raw gyro 
and accelerometer measurements were not available. Without the raw IMU measurements, it 
was not feasible to design a full general inertial navigation system (as described in Chapter 4), 
and a dedicated navigation system was designed instead, as described in Paper III.  

The vehicle had a magnetic compass, and thus Method 1 was available to find heading. 
However, this did not give the required heading accuracy, and another method was needed. 
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Methods 2 to 5 were not feasible, and Method 7 did not give sufficient accuracy due to low 
acceleration and position measurements with low accuracy and rate. 

However, the vehicle was fitted with a DVL, and hence an accurate measurement of B
EBv  was 

available. The vehicle also kept a forward velocity (with a horizontal component) at all times, 
and even with the relatively inaccurate position measurements, Method 6 gave a heading 
accuracy of about 0.5° in post processing, see Paper III for details. 

3.2.2 Usage of the list of methods 

The theory and list of methods from Paper II have been used by FFI the last couple of years, 
and below are six examples of applications where we have used the list to find heading when 
designing their navigation system: 

• Low cost augmented reality system for military vehicles 
• Camera with navigation unit 
• Navigation system for an unmanned ground vehicle (UGV) 
• Lightweight target localization system (with laser rangefinder). (The documentation of 

this application is neither classified nor confidential; Hovde (2017).) 
• Low cost navigation system for a remotely operated vehicle (ROV) 
• Augmented reality for soldier helmets 

For each of these six examples, we used the list in the same manner as described in Appendix 
A of Paper II.  

The use of the list and theory has turned out to be a game changer when it comes to the design 
of low cost navigation systems (and also for high end systems where heading is a challenge, 
e.g. systems requiring rapid initial alignment at sea). The reason is that the insight and 
understanding of how to estimate heading and the knowledge of the possibilities available 
have increased drastically. For a given system, the possible ways to find heading are now 
immediately identified, and we can confidently determine which sensors to add and what 
maneuvers are required to fulfill the heading requirement. 

 



 
 

Chapter 4                             

General Navigation Software 

aving covered the necessary fundamental theory, the next topic is navigation software, 
which is important since the right choice of software is essential during navigation 

system development. Topics covered include how to design generic navigation software, and 
in which manners the software can support a range of different tasks within navigation. 

4.1 NavLab 
For many applications real-time navigation software is required, but for these applications an 
offline-tool is also often very useful. Important usages of an offline-tool include system 
design, test, tuning and verification of performance; see Paper IV and Section 4.2 for more 
details. 

There are also many cases where the post processed navigation is of interest itself, e.g. when a 
vehicle has observed objects or made maps (using camera, radar or sonar), and the 
objects/maps need to be georeferenced. Due to the possibility of performing smoothing (Gelb, 
1974; Minkler and Minkler, 1993), a better estimate is available post mission than in real 
time. 

Based on the above, the need for a navigation post processing software tool is clear, and the 
goal is to design a tool that can cover all the above mentioned needs (and several others). 
Paper IV presents a generic tool called NavLab (programmed in MATLAB), that covers 
these needs. NavLab consists of a Simulator part and an Estimator part, and its main structure 
is shown in Figure 4.1. With the Simulator, any vehicle trajectory can be simulated, and 
corresponding sensor measurements are simulated (by using models of the sensor errors). The 
simulated sensor measurements have the same format as measurements logged from a real 
vehicle, and thus the Estimator can be run with either simulated or real measurements. 

H 



40 Chapter 4  General Navigation Software 

 

 

 

Figure 4.1. The NavLab main structure (figure from Paper IV) 

Note that the colors used in Figure 4.1 are used for all NavLab plots, and are also consistent 
through the publications included in this thesis. The following colors are used:  

• Black: True values (true position, velocity, orientation etc.) 
• Blue: Measured values 
• Magenta: Values calculated by navigation equations (equations integrating the IMU 

measurements to velocity, position and orientation) 
• Green: Kalman filtered estimates 
• Red: Smoothed estimates 

4.2 Possible NavLab usage 
The flexibility of NavLab has made it useful for a wide range of different areas, as discussed 
in Section 4 of Paper IV. A short summary of the different usages is presented here: 
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• Navigation system research and development 
o New aiding techniques and algorithms are implemented and tested. 

• Analysis of a given navigation system 
o Behavior under different maneuvers/trajectories is analyzed. 
o Robustness against the use of wrong models is studied. 

• Teaching navigation theory 
o Everything from basic principles to complex mechanisms of an aided inertial 

navigation system can be demonstrated and visualized. 
• Decision basis 

o Sensor purchase: By entering parameters found in the specifications of the 
relevant sensors into NavLab, one can simulate the navigation performance, in 
order to decide which sensors that should be purchased to achieve the required 
accuracy for the given scenarios. 

o Mission planning: For a given vehicle, different mission alternatives can be 
simulated in advance, to ensure sufficient navigation accuracy. Examples of 
questions that can be answered are: How often are GNSS-fixes needed? Can a 
sensor be used with low rate or turned off for a period to save power? Which 
observability maneuvers are needed? 

• Post-processed navigation from logged sensor data  
o NavLab has been extensively used for post-processing of logged sensor data, 

e.g. by survey companies producing underwater maps. 
o The use of post processing means that faulty data sets (e.g. caused by a sensor 

partially failing) often can be recovered. 
• Sensor evaluation 

o The performance of each sensor is evaluated in realistic scenarios1 (far better 
evaluation is achieved post-mission than in real-time due to the accuracy and 
robustness of the smoothing). 

• Improving real-time navigation 
o A post-processing tool is useful also when only real-time navigation is needed, 

mainly due to the improved accuracy and robustness of the smoothing. 
Examples of usage include: 
 Sensor calibration (e.g. estimating sensor misalignment) 
 Finding the best Kalman filter tuning (from empirical data) 
 Evaluating the performance of the real-time estimator (no extra sensors 

needed, all state estimates are evaluated for the entire mission) 
 

NavLab users include research groups, commercial companies, military users and 
universities. 

                                                 
1 This is in contrast to sensor evaluations done in a laboratory, where the conditions are often less realistic. 
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4.3 Real time navigation 
For real-time navigation, the algorithms in NavLab have been ported from MATLAB to C++ 
(not by the author), and put in a real-time framework. Real-time specific algorithms, such as 
the handling of delayed measurements (Mandt, Gade and Jalving, 2001) are also included. In 
this manner, the results achieved in real-time are very close to the estimates from the Kalman 
filter in NavLab (without smoothing). The real-time navigation software is called NavP, and it 
is described e.g. in Paper V and in Hagen, Ånonsen and Mandt (2010). 

4.4 Applications 
NavLab and NavP were both designed as general navigation systems, being able to navigate 
any vehicle or device with an IMU. Some examples of vehicles that have been navigated with 
NavLab and/or NavP are: 

Marine applications: 
• Autonomous underwater vehicles (AUVs) 
• Remotely operated vehicles (ROVs) 
• Ships 
• Drilling rigs 
• Unmanned surface vehicle (USV) 

 
Land applications: 

• Unmanned ground vehicle (UGV) 
• Personnel/Soldiers 
• Augmented reality (AR) for military vehicles 
• Portable ground-penetrating radar 
• Cell phones 
• Cars 

 
Air applications: 

• Airplanes 
• Helicopters 
• Missiles 
• F-16 (fighter aircraft). An attached pod was navigated. 
• Unmanned aerial vehicles (UAVs) 

 
A range of different IMUs have been used for the various applications, from low cost MEMS 
IMUs, to high-end IMUs with fiber optic gyros (FOGs) or ring laser gyros (RLGs).  
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With almost 20 years of NavLab usage, it is clear that it is indeed possible to design one 
general navigation tool for a wide range of usages, and that such a tool is vital in research and 
development of navigation systems. 





 
 

Chapter 5                      

Underwater Navigation 

fter presenting NavLab, it is now time to study more practical navigation applications. 
This chapter will focus on underwater navigation, which is the main topic of Papers V 

to VIII, and in all of these papers NavLab is used as the main tool.  

The lack of GNSS under water means that the navigation systems belong to the right column 
of Table 3.4, and the main challenges are the accuracy of the horizontal position and possibly 
the heading accuracy. This chapter will discuss various possibilities to improve these 
accuracies for different underwater applications. 

Underwater navigation systems usually consist of an IMU and a pressure sensor; in addition 
many underwater vehicles have a DVL. The combination of an IMU, a pressure sensor and a 
DVL is here called the core navigation system, and it will have unlimited positional drift, see 
Section 5.1 for more details.  

To reduce/avoid the drift, different aiding techniques can be applied, and their feasibility will 
depend on the given scenario. A navigation system handling different scenarios should thus 
be flexible, and able to utilize a variety of aiding techniques. Paper V describes the flexibility 
of the navigation system developed for the HUGIN AUVs and gives an overview of the pros 
and cons of the different techniques, and how to combine them in various common AUV-
scenarios. 

5.1 Core underwater navigation system 
The core underwater navigation system typically consists of an IMU, a DVL, a pressure 
sensor, and for navigation systems of Category B2 (of Table 3.4), a magnetic compass may be 
of relevance. The accuracy of the core navigation system is important for the overall 

A 
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navigation accuracy, especially for applications that experience long periods without any 
external (horizontal) position input.  

The core navigation system can provide an estimate of E
EBv  with limited uncertainty, and the 

error of this quantity will determine the (horizontal) positional drift. E
EBv  is made from two 

components, B
EBv  and EBR , where B

EBv  is measured by the DVL and the most significant 

error of EBR  is the heading error. The accuracy of the DVL is clearly of great importance and
a thorough discussion of the error sources of the DVL and the performance of a core 
navigation system in different scenarios is given in Paper VI. For along-track positional drift, 
the DVL is the main error source, while the cross-track drift caused by the DVL may be larger 
or smaller than the drift from the heading error, depending on the heading accuracy of the 
given application. The accuracy of the DVL output is depending greatly on whether it has 
bottom track or not.  

For cases where bottom track is not achieved, most DVLs will provide velocity relative to the 
surrounding water, and then the error in the sea current estimate is normally the main error 
source of the core navigation system. A good estimate of the sea current can be achieved in a 
period with bottom track, by letting the DVL alternate between measuring velocity relative to 
the bottom and relative to the water. When a good estimate of the sea current is available, a 
period without bottom track will give far less drift than in a case where the sea current is 
unknown, assuming that the sea current is relatively constant during the period. Estimates of 
the sea current can also be obtained in periods without bottom track, if some position 
measurements are available. Hence, even position measurements of very low frequency may 
be of great importance for a core navigation system running a water-referenced DVL, as long 
as the sea current does not change much between the measurements. 

5.1.1 Aiding with a vehicle model 

The DVL is often critical for the navigation accuracy, and in cases of DVL failure the core 
navigation system will experience free inertial drift in horizontal velocity and position. 
However, it is possible to reduce this drift by means of a hydrodynamic vehicle model, and 
even with a relatively high-end IMU, the free inertial velocity error will quickly become 
larger than the accuracy we can obtain from such a model. Thus, using a hydrodynamic 
vehicle model can be crucial in cases of DVL failure or dropouts. Such a model can also be 
used to improve the robustness and integrity, for example by letting the estimated velocity of 
the navigation system be continuously monitored by comparing it to the velocity calculated 
from the vehicle model. Finally, a vehicle model can be required for low cost vehicles where 
a DVL is too expensive and/or too large.  

Paper VII presents a vehicle model, and shows how an underwater navigation system can be 
aided with such a model. With an error-state structure of the Kalman filter, the vehicle model 
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can run in parallel with the estimator, and its output can be modelled as a velocity 
measurement. In several cases, a mere addition of software with a vehicle model (no 
additional instrumentation needed) can significantly reduce the navigation uncertainty.  

5.1.2 Velocity measurements from a sonar array 

A DVL is not the only sensor that can provide high accuracy measurements of velocity 
relative to the seabed. AUVs used for high accuracy seabed mapping are often equipped with 
sonar arrays intended for synthetic aperture sonar (SAS, Hayes and Gough, 2009; Hansen, 
2011). These arrays can also be used to calculate displacement of the AUV by correlating the 
response of successive pings (Bellettini and Pinto, 2002), a technique called displaced phase-
center antenna (DPCA). Correlation between elements (in space) gives a surge displacement, 
while correlation in time of overlapping elements (or more precisely overlapping phase 
centers) gives a sway displacement. These DPCA displacements can be used to aid the inertial 
navigation, as described in Hagen et al. (2001). The first reported results of aiding inertial 
navigation with such sonar displacements were given in Wang et al. (2001). In Hansen et al. 
(2003) different strategies of combining DPCA and inertial navigation are compared by 
evaluating the contrast of the resulting SAS images. 

5.2 Acoustic positioning from a surface ship 
To restrain the unlimited drift of the core navigation system, (horizontal) position 
measurements are ideal. If the underwater vehicle can go to surface, a GNSS fix is obviously 
a simple method. When submerged (where GNSS is not directly available), a common 
solution is to let the underwater vehicle be followed by a surface platform with GNSS and 
acoustic positioning. A typical implementation of this is a surface ship measuring the relative 
position of the underwater vehicle using ultra-short baseline (USBL) acoustic positioning. 
The USBL position measurements will have decreasing accuracy with increasing water 
depths, and the magnitude of the different error contributions are discussed in Jalving and 
Gade (1998). The global position of the underwater vehicle is calculated on board the ship, 
and for the HUGIN vehicles, a subset of these calculated measurements are transmitted to the 
AUV. These position measurements will be significantly delayed, and this must be handled 
by the AUV real-time navigation system (NavP), see Mandt, Gade and Jalving (2001) for 
more details. 

Acoustic positioning from a surface ship has significant limitations for real time navigation, 
but for post processed navigation, the measurements can be better utilized. Post mission, the 
delay is no issue. In addition, the position measurements stored on the ship can be used, and 
these are typically of much higher rate than the subset that was transmitted to the underwater 
vehicle in real time. Examples of the performance achieved post mission using acoustic 
positioning from a surface ship are available in Papers III, IV and V. 
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5.3 Range from underwater transponders 
Following an AUV with a USBL-equipped surface ship is expensive and there are several 
scenarios where the use of underwater transponders for positioning, as illustrated in Figure 
5.1, is a far better alternative. Examples are pipeline inspection and other areas where 
repeated dives are needed. Also in areas with heavy surface traffic, avoiding the surface is 
clearly beneficial.  

 

Figure 5.1. AUV measuring range to an underwater transponder. 

Underwater transponders can be deployed and boxed-in (positioned) with a USBL-equipped 
ship, and they typically have a battery life of several years. When battery life is soon ending, 
or if the transponder is no longer needed in the current position, an acoustic command can 
instruct the release of a disposable weight, and the transponder floats to the surface for reuse. 

When an underwater vehicle interrogates the transponder, the range from the transponder is 
found from two-way travel time (or one-way travel time, in cases with synchronized clocks 
(Eustice et al., 2007)). In classical long baseline (LBL) systems, three transponders within 
range are needed to calculate the vehicle position (assuming the depth of the vehicle is 
known). Paper VIII presents a solution where accurate position is achieved with the use of 
only one single transponder within range (several transponders can also be used, improving 
the accuracy further). The accuracy is achieved by integrating the range measurements tightly 
with the core navigation system (in NavLab), and utilizing the vehicle movement. The 
performance of the range aiding can be verified by using a surface ship with USBL as 
reference, and in Paper VIII an accuracy close to the USBL accuracy was demonstrated. A 
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similar performance has been achieved in several other trials, and one of these trials is 
described in Section 4.3 in Paper V. 

5.4 Terrain referenced navigation 
A chapter about underwater navigation is not complete without mentioning terrain referenced 
navigation. In general, if a vehicle is moving through a varying Earth-fixed field, and has a 
sensor whose output is a function of these variations, the sensor can be used for position 
estimation. If a database/map of the field exists, the vehicle position can be found by 
correlation. Examples of fields that can be utilized are the magnetic field (Goldenberg, 2006; 
Storms, Shockley, and Raquet, 2010) and the varying channel impulse response of cell phones 
in urban areas (Nypan, Gade, and Maseng, 2001; Nypan, Gade, and Hallingstad, 2002). More 
common techniques are based on observation of Earth-fixed features, and cameras, lasers or 
radars are often used for this purpose above water. Under water, acoustic waves are usually 
preferred, and a common method is to compare measurements from single- or multibeam 
echosounders with an existing bathymetric map (Nygren and Jansson, 2004; Ånonsen, 2010; 
Di Massa, 1997). For cases where no map exists, mapping the bathymetry (and/or intensity of 
reflected signals) can still be useful to limit the positional drift, if the same area is visited 
more than once (Williams, Dissanayke, and Durrant-Whyte, 2001; Newman, Leonard, and 
Rikoski, 2005). 
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Abstract  -   HUGIN is an untethered underwater vehicle (UUV) intended for bathymetric data collection 
for detailed seabed surveying. The HUGIN sensor suite, consisting of standard commercially available 
navigation sensors and a multibeam echosounder, is briefly presented. A Kalman filter based post 
processing integration of UUV sensors and survey vessel sensors is discussed. Resulting UUV position and 
heading accuracy and important characteristics of the post processing filter is shown with simulation 
results and results from a commercial survey operation. Finally, we briefly show how the claimed position 
and heading accuracy has been verified. 

1 Introduction 

In the HUGIN development program two untethered underwater vehicles have been produced. The 
vehicles are fitted with a Kongsberg Simrad EM 3000 multibeam echosounder for underwater surveys 
to depths of 600 m. HUGIN I had its first sea trial in summer 1996 and has been used as a test and 
demonstration platform. HUGIN II was in spring 1998 put into commercial operation, offering services 
to the survey market. The HUGIN development program is a co-operation between Norwegian Defence 
Research Establishment (FFI), Kongsberg Simrad AS, Norwegian Underwater Intervention AS (NUI) 
and Statoil, Størkersen et. al. [1]. 

The aided post processing navigation system presented in this paper, was used in a commercial survey 
operation (Åsgard Transport) with HUGIN I on the Norwegian continental shelf in autumn 1997. The 
claimed positioning accuracy has been verified and documented in Jalving & Gade [2]. The aided 
navigation system is currently being integrated in the Neptune/Merlin commercial post processing 
package from Kongsberg Simrad AS. 

2 UUV positioning 

The objective of the HUGIN system is to collect data for detailed seabed mapping. Fig. 1 shows the 
navigation systems and sensors necessary for positioning of multibeam echosounder data in global 
coordinates. A commercial survey vessel will typically have its position provided by Differential Global 
Positioning System (DGPS). The position of the HUGIN vehicle relative to the surface vessel is 
measured by means of the High Precision Acoustic Positioning system (HiPAP) from Kongsberg 
Simrad AS. In order to determine the orientation of the EM 3000 transducer, which is necessary for 
positioning of the EM 3000 footprint relative to the UUV, HUGIN is equipped with a Seatex Motion 
Reference Unit (MRU), which among several data, outputs the vehicle’s roll and pitch angle. MRU has 
an inertial sensor assembly of three gyros and three accelerometers. Heading is measured by a Leica 
Digital Magnetic Compass and depth is measured with a Digiquartz 9001K-101 pressure transmitter. 
An EDO 3050 Doppler Velocity Log (DVL) provides a velocity measurement. 
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During a survey mission, EM 3000 multibeam echosounder data and HUGIN sensor data are stored 
locally in the UUV on a hard disk. After a mission, these data are merged with DGPS/HiPAP position 
data stored aboard the survey vessel, in the post processing filter described below.  

From a complete EM 3000 footprint positioning error budget presented in Jalving & Gade [3], it is seen 
that the horizontal UUV position measurement (combined DGPS and HiPAP) and the UUV magnetic 
heading measurement are candidates for substantially improved accuracy.  

3 Kalman filter design 

Estimating horizontal position and heading, a possible basis includes: 

• Sensor measurements 
• System knowledge (i.e. models of the UUV, its sensors and the environment)  
• Control variables (i.e. rudder deflection, stern plane deflection and propeller revolution) 

By combining measured control variables with a hydrodynamic UUV model and a sea current model, it 
is possible to calculate estimates of for instance linear and angular velocity. However, due to 
considerable model uncertainty, these estimates are far less accurate than the measurements from the 

 
Fig. 1.  A seabed mapping scenario with the HUGIN system. 
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Doppler velocity log and the MRU gyros, and thus this strategy offers no significant aid to the 
estimates.  

Consequently, the position and heading estimates should be based on sensor measurements and 
knowledge of their error models. The optimal way to combine this information is by means of a Kalman 
filter. Since we have measurements of the wanted quantities (position and heading), it is convenient to 
use an error-state Kalman filter. Rather than estimating the position and heading directly, this filter 
estimates errors in measured and computed quantities. 

In order to estimate any errors, we need some kind of redundant information, which in case of an error-
state Kalman filter should be realized by providing more than one measurement of each state. As seen 
in Table 1, no such measurements are available, and hence we need external computations, i.e. some 
combination of measurements calculating the desired quantity: 

• An alternative position can be calculated by integrating the body fixed velocity vector in the 
direction given by the measured roll, pitch and heading (dead reckoning). 

• Integration of the angular rates with roll and pitch can give an alternative heading (compensating for 
earth's angular rate). 

In this manner we get two independent positions and headings available. The independent positions and 
headings also have complementary characteristics. Whereas the measured quantities may have 
significant high-frequency errors, the computed quantities will be very accurate in the high-frequency 
band, as they are based on measurements of the derivative. On the other hand the computed quantities 
have very poor low-frequency properties, drifting off the true value due to sensor errors. Hence, the 
limited errors of the measured position and heading are vital to ensure low-frequency stability of the 
Kalman filter estimates. Altogether a combined solution offers increased low and high frequency 
accuracy. 

Measurements to the error-state Kalman filter are the difference between measured and computed 
quantities, as shown in Fig. 2. 

Based on the measurements and sensor error models, the Kalman filter estimates all the colored sensor 
errors and the errors in the computed quantities.  

Table 1. Available sensor measurements for the integrated navigation system 

Sensor Measurement Typical accuracy (1σ) 

HiPAP + DGPS UUV position (relative earth) 2 m - 4 m 

MRU Roll and pitch 

UUV angular velocity (relative the inertial frame) projected 
into the body coordinate system 

0.07° 

> 10°/h 

Compass Heading 2° - 3° 

DVL UUV velocity (relative the seabed) projected into the body 
coordinate system 

0.015 m/s 

Pressure sensor Depth (after calculations) 0.1 m 
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The sensor error models were found by established system identification methods. Sensor data from 
both sea trials and static conditions (fixed HiPAP transponder, fixed DGPS receiver and fixed UUV 
orientation) was used. The errors were modelled as combinations of white and colored noise as shown 
in Table 2. The colored parts are well represented by first order Markov processes. 

The colored sensor errors thus sum up to four Kalman filter states (the position measurement error has 
both a north and east component). Further, one single integration gives a new state, leading to three 
states from the estimation of errors in the computed quantities. Thus, the Kalman filter has a total of 
seven states. 
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Fig. 2.   Kalman filter structure 
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The final position and heading estimates can be calculated by subtracting the corresponding error 
estimates from either the measured or the computed quantities. As shown in Fig. 2, the latter is 
preferred, motivated by the following: 

• White-noise is not possible to estimate, hence only the colored parts of the errors in the position and 
heading measurements are estimated. Consequently, a measurement based estimate would contain 
white-noise. As for the computed quantities, the integration process has eliminated the white noise 
component from the MRU, compass and Doppler velocity log, and the entire error may be estimated. 

• The computed quantities are higher order processes, and are much more correlated in time than the 
first order Markov processes. Hence, errors in the dead reckoned position and the computed heading 
are far more predictable, giving more accurate a priori estimates and thus reduced a posteriori 
estimation uncertainty. During measurement drop-outs, the Kalman filter can only predict the errors, 
and the predictability is particularly important. 

• Due to occasional measurement drop-outs of the DGPS or HiPAP, the more reliable dead reckoned 
position is a preferred basis.  

4 Smoothing 

A Kalman filter is recursive and its estimates at time tk are based on all measurements prior to and 
including tk. Since there is no real-time requirement in the post processing, measurements after tk should 
also be utilized. The matter of finding an optimal estimate based on both previous and future 
measurements is referred to as smoothing.  

Smoothing has several advantages compared to just a conventional Kalman filter: 

• Since all measurements are known a priori, there is no delay in the estimates. 
• The smoothed estimates are in accordance with the process model. This is different from a 

conventional Kalman filter, where the process model is used only in the prediction part. Thus, when 
updating the filter, unexpected measurements lead to steps in the a posteriori estimate. 

• In a conventional Kalman filter, estimating the current state, most weight is put on the latest 
measurements (due to the states' correlation in time). Thus making smoothed estimates, the number 
of relevant measurements is doubled. 

• During measurement drop-outs, the estimation uncertainty of an ordinary Kalman filter increases in 
accordance with the process noise until the measurement is back. Knowledge of the next 
measurement reduces the uncertainty increase-rate of the smoothed estimate and causes its maximum 
to occur in the middle of the drop-out time interval. 

To find the smoothed estimates, first the ordinary Kalman filter is run through the whole time series, 
saving all estimates and covariance matrices. The saved data is then processed recursively backwards in 

Table 2. Summary of the sensor error models 

Sensor Colored part White-noise part 

HiPAP + DGPS X X 

MRU, roll and pitch  X 

MRU, angular rate X  

Compass X X 

DVL  X 
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time using an optimal smoothing algorithm (Minkler & Minkler [4] or Gelb [5]) adjusting the filtered 
estimates. 

5 Filter characteristics and performance 

This section includes results from tests where both simulated measurements and measurements from sea 
trials were applied to the designed filter 

5.1 Observability 
All the Kalman filter states are observable. However, errors in the position measurement that are more 
low-frequent than the drift in the dead reckoned position, are not possible to estimate. In the compass 
measurement though, both high-frequency and low-frequency errors are estimated (assuming UUV 
velocity not zero). The high-frequency error is found by means of the gyros (computed heading), and 
the low-frequency part is estimated by observing the drift in the dead reckoned position (with the aid of 
the DGPS/HiPAP position measurement). 

5.2 Simulation results 
Simulations are very useful for demonstrating typical filter characteristics. A set of simulated 
measurements was derived from dynamical models of the UUV, the environment and sensor errors. The 
subset of sensor error models which was also implemented in the Kalman filter, was based on the same 
error-modelling. The simulated UUV trajectory is shown in Fig. 3, the UUV forward velocity was 2.1 
m/s. 

5.2.1 Position estimation 

Fig. 4 shows the results from the position estimation. The UUV has moved straight eastwards, and 
clearly the position measurement contains both high- and low-frequency noise. The dead reckoned 
position is drifting, but is very smooth, which in this case means small high-frequency errors. As the 

 
Fig. 3.  Simulated UUV trajectory. Circle: starting point. 

0 500 1000 1500 2000 2500

0

200

400

600

800

1000

1200

Horizontal trajectory

N
or

th
 (

m
)

East (m)

0 200 400 600 800 1000 1200 1400 1600

−600

−550

−500

Depth

M
et

er
s

Seconds



 

7 

Kalman filtered estimate is susceptible to measurement noise, it is not as smooth as the dead-reckoned 
position. However, the smoothed estimate is both smooth and very close to the truth.  

 

 

 

Fig. 4.  Horizontal UUV trajectory. True (a), measured (b), dead-reckoned (c), filtered estimate (d), 
smoothed estimate (e) 

 
Fig. 5.  Position estimation uncertainty (standard deviation). Filtered estimate (dashed), smoothed estimate 

(solid), measurement uncertainty (dash-dot) 
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The accuracy of the north and east position estimates is shown in Fig. 5. For comparison, the position 
measurement uncertainty is also indicated. The change in this quantity is due to the depth increase, 
leading to lower HiPAP accuracy.  

Because the filter is initialized by the position measurement, the accuracy of the filtered estimate equals 
the measurement accuracy in the first time step. As the number of relevant measurements increases, the 
accuracy converges to below 2 meters. At time = 800 seconds, the UUV starts a 45° turn, leading to 
increased uncertainty in the north direction and decreased uncertainty in the east direction. This 
demonstrates the difference in accuracy along-track and cross-track, which is due to a similar 
characteristic of the dead-reckon drift. The main contributor to the dead-reckon drift is the compass-
error, whose drift contribution is of first order in the cross-track direction, but only of second order 
along-track. 

From the figure it is evident that the smoothed estimate is generally better, but at the last time step there 
are no more future measurements available, and the smoothed estimate equals the filtered, both in 
accuracy and value. 

5.2.2 Heading estimation 

Fig. 6 shows the heading estimation. The graphs are very similar to the corresponding graphs of the 
position estimation. In addition it is apparent that both the computed heading and the filtered heading 
estimate are initialized by the compass measurement.  

The heading estimation error standard deviation is shown in Fig. 7. The smoothed solution offers more 
than a tenfold improvement in accuracy over the compass measurement. 

 

 

Fig. 6.  UUV heading. True (a), measured (b), computed (c), filtered estimate (d), smoothed estimate (e) 
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5.3 Results from real surveys 
Fig. 8 shows the horizontal trajectory from a real survey in Boknafjorden in Norway, at a depth of 
approximately 320 m. The Kalman filtered position estimate is clearly more susceptible to measurement 
errors than the smoothed. The considerable drift in the dead-reckoned position is due to a significant 
steady compass error. 

 
Fig. 7.  Heading estimation uncertainty (standard deviation). Filtered estimate (dashed), smoothed estimate 

(solid), measurement uncertainty (dash-dot) 
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In Fig. 9 measured and estimated heading are shown. According to the filter there is a compass error in 
the order of 3°. At the time of this survey, declination and the UUV's magnetic signature was not yet 
compensated for. 

 
Fig. 8.  Horizontal UUV trajectory. Measured (a), dead-reckoned (b), filtered estimate (c), smoothed 

estimate (d) 
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6 Verification of performance 

There are several established methods for determining the quality of the produced Digital Terrain 
Model (DTM). An obvious method would be to map a marker placed on the seabed in a known 
location. At present, no such data is available, but natural features, for instance rocks, are visible on the 
sonar data and can be classified as objects. In cases where we have overlapping sonar data and can 
identify the same object on two footprints, an offset between the two observations indicates DTM 
position error(s). According to Jalving and Gade [3], the UUV heading and position uncertainties are 
the main contributors to the DTM position uncertainty. Comparing the offset between the observations 
prior to1 and after the filtering thus gives an idea of the improvement achieved in the post processing.  

The observed offsets can also be compared with theoretical values calculated from the uncertainty in the 
position and heading. Prior to the filtering, the position and heading uncertainties are given by the 
DGPS/HiPAP and compass accuracies (listed in Table 1). For the observations in the filtered data set, 
the theoretical value is based on the Kalman filter standard deviation of the position and heading error 
estimate. Due to a temporarily invidious installation of a magnetic valve and a few other non-ideal 
circumstances, we assumed a heading uncertainty of 0.8° instead of the much better Kalman filter 
standard deviation. Table 3 summarizes comparisons for all the objects we found in the runs from 
Åsgard Transport and Boknafjorden. Each object is mapped two times separated with a time interval of 
30 minutes or more, passing the object from opposite directions. Most of the objects from the Åsgard 
Transport were at a depth about 350 meters. 

For some objects there was no measurable position offset between the two observations, which is 
indicated in Table 3 by using the “less than” sign (<). The value after the sign is dependent upon the 
accuracy of the observation. When computing average, this value is divided by two. 
                                                 
1 Prior to the filtering, the measured position and heading are used directly. 

 
Fig. 9.  UUV heading. Measured (a), computed (b), filtered estimate (c), smoothed estimate (d) 
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In Table 3 we notice a significant improvement in the filtered data. Furthermore, we can compare the 
observation position offset after filtering with its theoretical standard deviation. Assuming normally 
distributed errors, 68% of the observed position offsets should be within its standard deviation. The bold 
figures indicate an offset exceeding the standard deviation, and we have 19 of 28 inside, which is 
exactly 68%! However, this test only compares each value with a boundary, not taking into account 
how far from the boundary they are. Investigating the average actually indicates a better performance 
than anticipated. This may suggest that the filtered heading uncertainty of 0.8° used in the theoretical 
standard deviation calculations is too conservative. In Table 3 we also notice that the observation 
position offsets prior to filtering are slightly better than the theoretical values. This is probably due to a 
counteractive effect of the UUV static magnetic signature. 

7 Conclusions 

The accuracy of seabed maps based on UUV data can be considerably improved by an aided navigation 
post processing filter. 

It has been demonstrated that a combination of all relevant sensors in an error state Kalman filter offers 
a far more accurate position and heading, than direct use of the position and heading measurements. 
Further, the Kalman filtered estimates may be considerably enhanced through a smoothing algorithm. 
At 300 m depth, a UUV position accuracy of 1 m (1σ) and a heading accuracy of 0.5º (1σ) has been 
achieved. 

 

Table 3 Comparison of object observation position offset in filtered data set (smoothed position and 
heading) and unfiltered data set (combined DGPS/HiPAP position and compass heading). 
Theoretical uncertainties of the two data sets are also calculated. 

 Observation position 
offset prior to filtering 

(m) 

Observation position 
offset after smoothing 

(m) 

Theoretical 
uncertainty prior to 
filtering (1σ) (m) 

Theoretical 
uncertainty after 

smoothing (1σ) (m) 

Object 
no. 

North East North East North East North East 

1 7.5 2.0 < 0.5 < 0.5 5.12 3.40 1.17 1.00 
2 4.6 2.3 < 0.5 < 0.5 5.06 3.40 1.16 1.00 
3 1.8 4.5 < 0.5 0.8 4.92 3.39 1.15 1.00 
4 3.0 1.2 < 0.5 2.0 4.92 3.38 1.15 1.00 
5 6.2 2.0 < 0.5 < 0.5 5.43 3.42 1.21 1.00 
6 4.2 1.3 1.6 < 0.5 5.59 3.41 1.22 1.00 
7 7.0 5.0 1.5 1.2 5.48 3.32 1.21 0.99 
8 8.0 < 0.5 1.7 0.6 4.64 3.32 1.12 0.99 
9 8.5 0.7 2.0 0.5 4.26 3.32 1.08 0.99 

10 3.6 2.2 1.7 0.5 4.82 3.31 1.14 0.99 
11 0.7 2.0 1.3 2.0 3.28 3.24 1.13 1.27 
12 2.9 1.1 0.3 < 0.2 3.24 3.24 1.13 1.27 
13 0.1 0.8 0.1 0.3 3.30 3.24 1.14 1.27 
14 3.3 2.3 < 0.5 < 0.5 4.17 3.76 0.84 0.79 

 
Average: 

 
4.39 

 
1.98 

 
0.84 

 
0.66 

 
4.59 

 
3.37 

 
1.13 

 
1.04 
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Abstract 
The ambition of getting one common tool for a great variety of navigation tasks was the 
background for the development of NavLab (Navigation Laboratory). The main emphasis 
during the development has been a solid theoretical foundation with a stringent mathematical 
representation to ensure that statistical optimality is maintained throughout the entire system. 
NavLab is implemented in Matlab, and consists of a simulator and an estimator. 
• Simulations are carried out by specifying a trajectory for the vehicle, and the available types

of sensors. The output is a set of simulated sensor measurements.
• The estimator is a flexible aided inertial navigation system, which makes optimal Kalman

filtered and smoothed estimates of position, attitude and velocity based on the available set
of measurements. The measurements can be either from the simulator or from real sensors
of a vehicle.

This structure makes NavLab useful for a wide range of navigation applications, including 
research and development, analysis, real data post-processing and as a decision basis for sensor 
purchase and mission planning. NavLab has been used extensively for mass-production of 
accurate navigation results (having post-processed more than 5000 hours of real data in four 
continents). Vehicles navigated by NavLab include autonomous underwater vehicles (AUVs), 
remote operated vehicles (ROVs), ships and aircraft. 

1 Introduction 
For many navigation related activities it is very useful to have one common software tool. The 
tool should cover applications such as navigation system research and development, analysis 
and real data post-processing. With a long tradition of developing navigation systems, The 
Norwegian Defence Research Establishment (FFI) started development of such a tool in 1998. 
The result is NavLab (Navigation Laboratory), a powerful and versatile tool that serves a 
variety of navigation purposes. For the long-term success of this tool, a strong focus on a solid 
theoretical foundation and a flexible structure has been crucial. 

1.1 NavLab’s theoretical foundation 
The most significant feature of NavLab is its solid theoretical foundation. NavLab is a result of 
an innovative research process to establish a completely general theoretical basis for navigation 
and for implementation of navigation systems. The development has led to the following 
contributions:  

• A new stringent and unified system for notation and mathematical representation
• A unified design and implementation of algorithms and aiding techniques for the Kalman

filter, where statistical optimality is maintained throughout the entire system
• Elimination of numerical problems by

- Deducing and implementing exact formulas (rather than approximations)

MODELING, IDENTIFICATION AND CONTROL, 2005, VOL. 26, No. 3, 135–150  
doi: 10.4173/mic.2005.3.2 
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- Using only nonsingular representations
- Controlling accumulation of the computer’s inherent round-off errors

Articles reporting the above work will be published, but currently the most relevant report 
available is [1]. 

1.2 A flexible structure 
The main structure of NavLab is shown in Figure 1. NavLab’s different components can be 
used alone or together, allowing a variety of applications. A list of usages is given in Section 4. 

Figure 1. NavLab main structure. Note: The colors used in the figure correspond to the colors 
of the graphs generated by the different parts of NavLab (blue is the measurement, 
red is the smoothed estimate etc). 

The simulator can simulate artificial measurements from a chosen scenario. The estimator will, 
based on the available set of measurements from either the simulator or from sensors of a real 
vehicle, make the best possible estimates of position, attitude, velocity and sensor errors. The 
simulator and estimator are described in more detail in Sections 2 and 3.  

In addition to the simulator and estimator, NavLab includes: 

• A pre-processing tool (Preproc), which is used to handle real measurements (by removing
outliers, compensating for lever arms and misaligned sensors, converting measurements to
the correct format etc).

Simulator (can be replaced by 
real measurements) 

Estimator (can interface with 
simulated or real measurements) 
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• An export tool, which creates files for exporting to other programs (containing the
estimated position, attitude and velocity).

Figure 2 shows the NavLab program modules. Different modules are used in different cases. 
Typical examples are: 

• Simulations: Simulator → Estimator
• Post-processing of real data: Preproc → Estimator → Export

The modules interface each other via files of a specified format (see [2]), or via memory to save 
time. 

Figure 2 . NavLab program modules 

2 Simulator 
The trajectory simulator can simulate any vehicle trajectory specified by the user. In addition, 
the user specifies a set of available sensors and their characteristics. Based on the specified 
trajectory and sensor characteristics, the sensor simulators calculate a set of artificial sensor 
measurements. 

2.1 Trajectory simulator 
The coordinate systems I (Inertial), E (Earth), L (Local) and B (Body) are simulated (see [2] for 
definitions). All relevant positions, orientations, linear and angular velocities, accelerations and 
forces describing the trajectory are calculated. 

Features: 
• Any trajectory in the vicinity of the Earth can be simulated (with unlimited complexity).
• All vehicle attitudes can be simulated without singularities.
• All possible vehicle positions relative to the Earth can be simulated without singularities.
• Includes all Coriolis and centripetal effects due to the rotating Earth and own movement

over the Earth curvature.
• Includes WGS-84 gravity model and elliptic Earth model.

Trajectories are specified in the trajectory simulator by first giving the initial position, attitude 
and velocity, and then specifying changes in attitude and velocity as a function of time. When 
developing a trajectory simulator, the actual mathematical quantities that are used to describe 
these changes must be selected carefully, to ensure that it is simple for the user to express a 
trajectory that follows the Earth ellipsoid in both position and attitude. Selecting the 
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mathematical quantities1 B
LBω  and B

EBv  actually makes this just as simple for the user as it would 
have been if the surface of the Earth were planar. Thus if no changes in these quantities are 
specified, the vehicle will travel around the Earth at constant depth/height if the initial velocity 
was horizontal. 

Figure 3 shows an example trajectory from the simulator. This trajectory is simply specified by 
two periods of constant change in attitude (angular velocity about z, [ ]0 0 1 TB

LB =ω deg/s) 
and two periods of constant change in velocity (deceleration/acceleration in z, 

[ ]0 0 20 TB
EB =v m/s2). 

Using a plugin for NavLab, it is also possible to specify the trajectory by giving a dynamical 
model of the vehicle and then marking 3D waypoints in a map, see [3].  

 

                                                 
1 B

LBω  is the angular velocity of the body, B, relative to L, where L is a local system with zero angular velocity relative to Earth 

about its vertical axis (see [1] or [2] for more details). B
EBv  is the velocity of B relative to Earth, differentiated in the B system. 
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Figure 3. Earth plot from NavLab. Black circle: Starting point. Black line: True trajectory 

(from the trajectory simulator). Blue crosses: Simulated position measurements. 

2.2 Sensor simulators 
The most significant error types, such as white-noise, colored noise and scale factor error are 
included in the sensor simulators, and any other types can also be added. The magnitude, time-
constants and other parameters that describe the different errors are user selectable, and can be 
given as fixed values or as functions of time. 

The sensor simulators can produce measurements at any user-specified time. This can be 
specified as a constant rate during the entire simulation, different rates in different intervals, or 
each single time of measurement can be specified in a time-series. Figure 3 shows position 
measurements with one period of high rate, and also periods of low and zero rate. 

3 Estimator 
The main purpose of the estimator is to estimate a vehicle’s position, attitude and velocity. This 
is done by combining all available knowledge such as sensor measurements and mathematical 
models of the sensor errors. The optimal (given certain assumptions) method of combining this 
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knowledge is by means of a Kalman filter1 (see [4] for details). Thus, if the model used in the 
Kalman filter is correct, all information is used optimally, and no better estimates can be made. 
An example illustrating this is the concept of gyrocompassing, i.e. finding north by inspecting 
the direction of the Earth’s angular velocity, measured by the gyros. Gyrocompasses are 
manufactured containing gyros, accelerometers and dedicated algorithms for this purpose. 
When the same sensors are available for the estimator, it will gyrocompass optimally as a 
natural part of its estimation procedure. 

The main structure of the estimator is given in Figure 4. Measurements from the IMU (Inertial 
Measurement Unit) are integrated by the navigation equations (see Section 3.1) to calculate 
position, attitude and velocity. Each time-step where a measurement from any of the aiding 
sensors is available, it will be compared to the corresponding quantity from the navigation 
equations, and the difference is sent as a measurement to the Kalman filter. 

Note that each of the sensors shown in Figure 4 are general and can represent different types, 
e.g. NavLab has used different types of position measurements, including range measurements 
to a known position (see [5] or [6] for examples of different sensor types that have been 
integrated). 

The navigation equations and optimal smoothing are described in Sections 3.1 and 3.2. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. Estimator main structure (simplified). The sensors shown can be either simulated 
or real. (INS: Inertial Navigation System) 

                                                 
1 If future measurements are available, a better estimator exists, see Section 3.2. 
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Features: 
• The estimator accepts arbitrary time-series of measurements from all sensors. 
• Along with each single sensor measurement, new sensor parameters can be specified, 

describing that particular measurement, hence describing a varying quality. 
• Zero velocity update (ZUPT) and depth/height measurements are included in the same 

Kalman filter in an optimal manner. 
• The horizontal position measurements are nonsingular (i.e. with maximum accuracy also 

near/at the poles). 
• Iterated Extended Kalman filter is used to improve the performance in cases of significant 

nonlinearities. 

3.1 Navigation Equations 
The navigation equations calculate position, attitude and velocity based on the IMU 
measurements, as shown in Figure 4. 

Features: 
• Nonsingular for all positions and attitudes 
• Foucault wander azimuth 
• Direction cosine matrix attitude update 
• Numeric drift control 
• WGS-84 gravity model and elliptic Earth model 
• Trapezoid updates to prevent systematic errors from the forward or backward Euler 

methods 

3.2 Optimal Smoothing 
The Kalman filter is the optimal estimator at time t, when measurements before and including t 
are used, thus it is well suited for real-time estimation. However, if measurements after t are 
also available (which is the case for post-processing, see Section 4.1), it is possible to make a 
better estimator at time t, by using these additional measurements. The best possible algorithm, 
utilizing all measurements both before and after t, is called optimal smoothing (see [4] for 
details). 

• This algorithm is effectively doubling the set of relevant measurements for each estimate, 
since the next x seconds of measurements are normally just as important as the previous x 
seconds. 

• A symmetrical interval of past and future measurements prevents a systematical delay in the 
estimates, which is unavoidable in real-time estimators. 
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• Another limitation of an optimal real-time estimator (Kalman filter) is its inability to deliver 
estimates that are in accordance with the process model. At each time-step such estimators 
make a prediction (that is in accordance with the process model), but when a new 
measurement arrives, it is weighed against the prediction to give a new updated estimate. 
Unexpected1 measurements thus lead to jumps in the estimates that are not in accordance 
with the process model (e.g. an unexpected velocity measurement leads to a jump in the 
velocity estimate that corresponds to an acceleration that is too large according to the 
process model). Since no measurements are unexpected for the smoothing algorithm, this 
problem is eliminated, and the smoothed estimate is always in accordance with the process 
model (hence the name “smoothing”). 

Figure 5 shows an example of position estimation uncertainty (1σ) in the Kalman filter and in 
the optimal smoothing. Position measurements are unavailable in an interval of 2 hours, and in 
this period the Kalman filter estimation uncertainty grows, before dropping instantly when 
position measurements become available at the end. The smoothing algorithm on the other 
hand, utilizes the position measurements at the end during the whole interval, and thus has a 
maximum uncertainty in the middle of the interval. At the last time-step, no future 
measurements are available and the two algorithms give equal estimates.  

 

 
Figure 5. Estimation uncertainty in north-position by Kalman filter (green) and optimal 

smoothing (red). (A straight-line trajectory to the east, at latitude 45° is simulated. 
Sensors: 1 nmi/h class IMU, 600 kHz DVL. Position measurements are available 
the first 500 seconds and the last 300 seconds.) 

                                                 
1 All measurements that are not exactly equal to the predicted value are unexpected, which in practice means every 
measurement. 
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3.2.1 Performance in cases with large modeling errors (robustness) 
Another property of the smoothing algorithm, that is often even more important than the 
improved accuracy, is its robustness. As mentioned above, smoothed estimates are always in 
accordance with the process model, and this quality is crucial in cases with wrong models or 
faulty measurements. If a measurement has an error that is significantly larger than what was 
modeled in the Kalman filter, a large jump in the estimates from the real-time filter is 
inevitable. A real-data example of such a jump is shown in Figure 6, where a position outlier 
(wild-point) with an error of about 41 meters is present1. Since the Kalman filter expects a total 
position measurement uncertainty of 2.4 m (1σ), the error of this measurement is above 17 
sigma, and hence extremely unlikely according to the model. In the example, the outlier is 
followed by a period of position measurement dropout (which is typical), and thus the filtering 
error remains until the sound2 measurements bring the estimate back on track. The smoothing 
algorithm however, also seeing the measurements from all sensors after the outlier, is barely 
affected, even though it uses the same sensor model as the Kalman filter. 

 
Figure 6. Trajectory from the HUGIN 1000 AUV. The track shows the vehicle going 

northwest. Blue: position measurement from DGPS+USBL (differential GPS + 
Ultra Short Base Line acoustic positioning). Green: Kalman filtered estimate. Red: 
Smoothed estimate. 

The optimal smoothing algorithm is also robust against systematic sensor errors. In a HUGIN 
3000 navigation accuracy verification sea trial in October 2000 (described in Section 5.2.2), 
there was a constant error in the DVL (Doppler Velocity Log) measurements that was above 

                                                 
1 Outliers of this magnitude will by default be automatically removed in NavLab by a wild-point detection algorithm, but is left 
here for demonstration. 
2 I.e. in accordance with the Kalman filter model. 
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8.3 sigma (due to an incorrect DVL configuration in this particular trial). This huge1 
unmodeled velocity error led to a position error in the order of 10-15 m for the real-time 
estimates, while the smoothing, using the same model, proved a performance of 1.2 and 1.7 
meters (1σ north and east), see Figure 8 in Section 5.2.2. 

4 NavLab usage 
NavLab has been extensively used by numerous different users since 1999, including several 
international research groups, universities and commercial survey companies. The flexible 
structure of NavLab makes it useful for a wide range of applications. Some users are only 
working with simulated data, whereas others use the estimator alone to post-process real data. 
Finally, there are many cases where both simulations and real data processing are of interest. A 
summary of current NavLab usage is given below. 

Navigation system research and development (using simulations and real data) 
• Development, testing and comparison of new navigation concepts and algorithms, including 

new aiding sensors and aiding techniques. 
• Development of real-time navigation systems, where the algorithms are implemented and 

tested in NavLab, and then ported to the real-time system. A typical development process 
is:  

- Implement algorithms in NavLab 
- Test in simulations (NavLab) 
- Test with real data (NavLab) 
- Port algorithms to the real-time navigation system (C++ or similar program language) 
- Test real-time system 

The real-time navigation system in the HUGIN vehicles was developed using NavLab (see 
[5] for a description of the real-time navigation system and [7] or [8] for an overview of the 
HUGIN AUV Programme). 

Analysis of a given navigation system (using simulations and real data) 
• Analysis of navigation system behavior under different maneuvers/trajectories and sensor 

configurations. 
• Robustness analysis. The performance of the estimator is studied for the cases of: 

- Wrong sensor models used in the Kalman filter 
- Sensor dropouts 
- Sensor errors 

Teaching navigation theory (using simulations) 
By specifying appropriate simulations, everything from basic principles to complex 
mechanisms can be demonstrated and visualized. 

Decision basis for navigation sensor selection/purchase (using simulations) 
Simulations of the relevant scenarios are carried out to investigate how varying quality of the 
different sensors will affect the obtainable navigation performance. Parameters for different 
sensors available in the market are usually entered for comparison. The goal is to achieve a 
well-balanced and economical sensor suite.  

                                                 
1 According to the model, the probability of an error of this magnitude in one measurement is only about 10-16, and in this trial 
all measurements had this error! 
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Decision basis for mission planning (using simulations) 
Even if the set of sensors is given, the navigation accuracy can vary significantly with the 
mission type. Important mission parameters include: 
• Activation/deactivation of sensors or change of measurement rate (reasons to deactivate 

might be to stay covert, avoid interference with other systems or just to save power) 
• Going to areas where certain measurements are available or are more accurate (e.g. go close 

to bottom to get DVL bottom track, go close to a transponder or go to surface for GPS 
measurements)  

• Running maneuvers to increase the observability in the estimator 
• Running in patterns that cancel out error growth 

When setting up complex mission plans, simulations are helpful to ensure effective missions 
that meet the navigation accuracy requirements for all parts of the mission (transit phase, 
mapping phase etc).  

Post-processing of real navigation data (using real data) 
Post-processing of real data improves the navigation accuracy, robustness and integrity 
compared to a real-time navigation solution. See 4.1 for more details.  

Tuning of real-time and post-processing navigation systems (using real data) 
Proper Kalman filter tuning is essential for optimal estimation accuracy. Tuning is often based 
on the sensor specifications, but the actual sensor performance can differ from these numbers, 
and in such cases the tuning should be based on empirical data. Finding the correct tuning 
based on a recorded data set is best done by means of the error estimates from the smoothing 
algorithm. 

Sensor evaluation (using real data) 
After purchasing a new sensor, an evaluation of the sensor is usually desired. Large sensor 
errors might be detected by inspecting the measurements from this sensor alone, but for a more 
thorough sensor evaluation, the measurements should be compared with other sensors (with 
uncorrelated errors) or a known reference. Running a relevant mission or lab test and analyzing 
the result in NavLab will usually reveal errors above the specification and often also the 
characteristics of such errors. 

Improving sensor calibration (using real data) 
Even if a sensor is approved in an evaluation, it can exhibit systematic errors, typically due to 
imperfect calibration or misaligned mounting. Such (deterministic) errors should be removed 
before sending the measurements to the estimator, otherwise the performance will be reduced 
(in particular for the real-time Kalman filter). To find these systematic errors, the smoothing 
algorithm should be used, as it is significantly better than the real-time filter at estimating such 
errors. When systematic errors are known, they can be compensated for in future missions. 

4.1 Using NavLab for real data post-processing 
For vehicles storing their navigation sensor measurements during missions, it is possible to 
make post-processed estimates of position, attitude, velocity and sensor errors. There are many 
situations where these estimates are of great interest after the mission is finished, for instance if 
the vehicle has recorded payload data that require accurate geo-referencing (e.g. bathymetric 
data for terrain maps or image data for object detection). NavLab is well suited and extensively 
used to produce optimal post-processed navigation results. These results are valuable also when 
the vehicle has calculated and stored real-time navigation estimates. When the time constraints 
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allow, post-processed estimates are preferred to the real-time estimation results, since important 
properties such as estimation accuracy, robustness and integrity are improved: 

• Increased accuracy is mainly due to the use of the optimal smoothing (see Section 3.2). In 
addition, real-time issues like delayed measurements and incomplete data sets from remote 
sensors1 are eliminated. Finally, the absence of a real-time computing requirement makes it 
possible to use iterations to improve estimation performance. 

• Improved robustness is partly due to the smoothing algorithm, which in general is more 
robust against degraded sensor performance than the real-time Kalman filter (see Figure 6 
and Figure 8). In addition, the possibility of rerunning the estimation increases the ability to 
recover a faulty data set. To do so, one can modify either the degraded sensor measurements 
or the filter tuning (or both) to get the best possible navigation for the faulty data set.  

• The Integrity of the estimator, i.e. the ability to detect degraded sensor performance and 
degraded total navigation performance, is critical for the users of the navigation data. The 
optimal smoothing algorithm has a very high capability of detecting reduced sensor quality. 
In addition it can often tell which sensor is having problems. When deviations are detected, 
the data can usually be rerun as described above, and the final estimates will be reliable (i.e. 
more accurate and associated with a trustworthy accuracy estimate). In practice, the ability 
to recover the navigation data in the case of degraded sensor performance means that the 
need for a new mission is avoided. 

 

Also, the smoothing might allow purchasing less expensive sensors or using them less 
frequently, and still obtaining the required accuracy. For instance, a submerged vehicle might 
need to surface to get position measurements. In Figure 5, we see that with a position accuracy 
requirement of 5 meters, the real-time filter would require position measurements after a period 
of 2500 seconds, while with smoothing a position accuracy better than 5 meters is obtained 
even with a 2 hours dropout interval. 

Post-processing of real data has become one of the most important NavLab applications, and 
through mass-production of accurate navigation results more than 5000 hours of recorded 
payload data has been positioned. Any vehicle with recorded sensor data can be navigated, and 
currently AUVs, ROVs, ships and aircraft have been navigated with NavLab. 

4.2 Practical usage 
NavLab is written in the mathematical programming language Matlab [9], but it can also be 
compiled to a Windows application (exe file). Post-processing of a recorded data set with 3-5 
Hz Kalman filter update rate and 100 Hz IMU data, is approximately 15 times faster than real-
time, when using a 3 GHz Pentium 4 processor. 

The user interface can vary from “Scientific”, where all parameters and steps are fully 
controllable, to “One-click” [10] where all processes are automated. In Scientific mode, a 
general multi-menu based plot function is used after a simulation or estimation. This function 
plots a range of figures containing numerical summaries and many different 2D and 3D plots 
with a total of more than 500 graphs, for results analysis. The plot function is also 
programmable to show only a predefined subset of plots for users wanting just a simplified 
summary of the results. The very simplest output is used in the One-click mode, where a 
green/red light at the end of the estimation indicates if the data was OK or not. 

                                                 
1 For instance a surface vehicle measuring the AUV position by means of DGPS+USBL. A full set of measurements is not 
transmitted to the AUV in real time, but is available for use in NavLab after the mission. 
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5 Verification of estimator performance 
Verification of the estimator performance has been a crucial part of the NavLab development. 
Both the Kalman filter and the optimal smoothing calculate an expected uncertainty for their 
estimates, which is the theoretically optimal accuracy obtainable for the given scenario. When 
using a correct model in the estimator, the actual estimation error should be as small as the 
theoretical uncertainty limit. A correct model can be used when the measurements are from the 
simulator, but since the real world has infinite complexity, it is impossible to use a completely 
correct model in the estimator when using real data. In cases where the model used by the 
estimator differs from the model generating the measurements, the actual estimation error will 
be larger than the theoretical limit. The most challenging part of the estimator development is 
to keep its error as close as possible to the theoretical limit in cases of modeling errors (and 
nonlinearities). To minimize the loss of accuracy, a very careful design and implementation of 
all parts of the estimator is vital. In this section it is demonstrated that it is possible to achieve a 
performance close to the optimal under a range of different non-ideal conditions. 

5.1 Verifying performance using the simulator 
The simulator, having a more complex nonlinear system model than the estimator, is an 
effective tool for verifying the estimator performance. Any scenario can be tested and different 
modeling errors can be used. After running the estimator, the plot function will calculate and 
plot the true estimation error and compare it with the theoretical estimation uncertainty (also 
Monte Carlo simulations can be run to determine the statistics of the error). Thorough and 
extensive testing of the estimator since 1999 by different research groups, testing a variety of 
scenarios, has proven the estimator to be very robust and to give close to optimal performance 
in all scenarios. 

5.2 Verifying performance using real data 
The ultimate test of the estimator is to use real data from a representative mission, where the 
trajectory and all sensor errors are (by definition) totally realistic. The challenge with real runs 
is that it is more difficult to investigate the estimation errors, since the true trajectory is 
unknown. However, some possibilities do exist, and these are discussed in the following. 

5.2.1 Redundant sensors 
A significant sensor measurement can be made unavailable for the navigation system, and later 
be used as a reference. For instance, a surface ship might follow a submerged AUV, continually 
measuring its position using DGPS+USBL, but not sending the measurements to the AUV. The 
AUV, typically using an IMU, a depth sensor, a DVL and in some cases a compass, will have a 
drift in position that after a while will be significantly larger than the uncertainty in the 
DGPS+USBL position measurements. Hence the estimation error is observable and is 
compared with the theoretical uncertainty. All such tests have documented a very high 
estimator performance, that was in accordance with the theoretical uncertainty, see [11] and [5]. 

5.2.2 Verifying the positioning by means of mapped objects 
For a seabed mapping vehicle, an accurate positioning of the final map is essential, and 
estimates of the vehicle’s 6 degrees of freedom (position and attitude) are used to position the 
bathymetric data. Estimation errors in vehicle position will be directly translated to errors in the 
map position, while the effect of attitude errors will depend on the geometry between the 
vehicle and a given patch of the seafloor. A crucial test of the entire navigation system is to 
verify the position accuracy in the final maps. In such tests, all available aiding sensors are used 
so that the maximum accuracy is evaluated. 
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Customers buying HUGIN and NavLab for detailed seabed mapping have had a strong focus 
on position accuracy of the maps and have thus run navigation performance trials as part of the 
customer acceptance tests. These trials determine if the real-life performance of the estimator 
match the accuracy that was predicted in NavLab simulations before the vehicle was built. The 
standard method is to map the same object at the seafloor several times, comparing the position 
estimate of each individual object observation. Errors that are uncorrelated between each 
passing will be visible, as the object will be positioned differently in each observation. 
Correlated errors are typically following the AUV or a ship giving DGPS+USBL 
measurements (e.g. timing problems, systematic velocity error and misaligned acoustic 
positioning transducer). Hence, to also reveal these errors, different headings are used for the 
AUV and ship for each passing (“wagon wheel pattern”, as shown in Figure 7). Figure 7 shows 
maps from HUGIN 3000 in an accuracy test carried out by the HUGIN customer C&C 
Technologies at 1300 m water depth in the Gulf of Mexico in October 2000. 11 different 
headings were used (5 of the lines were mapped in opposite directions) when mapping the 
object (a wellhead), to maximize the visibility of any correlated errors following the AUV or 
ship. The positions of the wellhead observations when using NavLab smoothing are shown in 
Figure 8, obtaining an accuracy of 1.2 m and 1.7 m (1σ) north and east (even with a large 
unmodeled DVL error present, see Section 3.2.1). The theoretical estimation uncertainty in the 
smoothed position was about 1.7 m (1σ, north and east) during the passings. 60 m from the 
wellhead, but within the swath width, another object (natural feature) was also visible in the 
data. Since the object is 60 m off the center of the maps, a somewhat higher uncertainty is 
expected due to the AUV heading uncertainty (and also due to the increased mapping sonar 
uncertainty), and indeed this object had a distribution of 1.3 m north and 1.9 m east. 

 

 
Figure 7. A wellhead is mapped repeatedly with different headings to evaluate the 

positioning accuracy of the final map 
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Figure 8. The mapped positions of the wellhead (at 1300 m depth) using NavLab smoothing 
 

The test shown is the only test where a large unmodeled sensor error was present. After this test 
many similar navigation accuracy evaluations have been carried out by different HUGIN 
customers, with other vehicles and navigation sensors. The accuracy has been tested down to a 
depth of 2200 m (obtaining 2.3 m and 3.3 m accuracy in north and east), and in general the tests 
have proven exceptionally good estimator accuracy, even slightly better than the anticipated 
theoretical uncertainty limit. The reason for this is a combination of the navigation sensors 
performing somewhat better than their specifications and the estimator producing close to 
optimal estimates. 

6 Conclusions 
NavLab is a powerful and versatile tool with usage ranging from research and development by 
scientists and academics, to mass production of high-accuracy maps by commercial companies 
(having post-processed more than 5000 hours of data from around the world). 

Even when a real-time navigation system is available, it is often beneficial to post-process the 
data with NavLab: 

• The navigation results, i.e. estimates of position, attitude and velocity, will be more accurate 
and smooth (no jumps in the data). 

• The navigation results will be more reliable (any critical sensor errors are detected). 
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• Even in cases of sensor degradation or failure, accurate navigation can often be obtained (no 
need for a new mission). This is due to the increased robustness of smoothing and the 
possibility to rerun the data. 

• Lower quality navigation sensors might be used, while still obtaining satisfactory 
navigational accuracy. 

 

The most significant feature of NavLab is its theoretical foundation, where statistical optimality 
is maintained throughout the entire system. This has been repeatedly demonstrated through 
extensive performance verifications, both with simulations and real missions. These tests have 
proven very high estimator performance, close to the theoretical optimum. 
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Modern AUV designs must handle submerged autonomous operation for long periods of time. The state of 
the art solution embedded in the HUGIN AUVs is a Doppler Velocity Log (DVL) aided Inertial Navigation 
System (INS) that can integrate various forms of position measurement updates. In autonomous operations, 
position updates are only available in limited periods of time or space, thus the core velocity aided inertial 
navigation system must exhibit high accuracy. However, position uncertainty of a DVL aided inertial 
navigation system will eventually drift off, compromising either mission operation or requirements for 
accurate positioning of payload data. To meet the requirements for a range of military and civilian AUV 
applications, the HUGIN vehicles come with a flexible and powerful set of navigation techniques. Methods 
for position updates include GPS surface fix, DGPS-USBL, Underwater Transponder Positioning (UTP) 
and bathymetric terrain navigation. Based on synthetic aperture sonar technology, a potentially 
revolutionary accurate velocity measurement is under development. HUGIN also comes with a navigation 
post-processing system (NavLab), which can be applied to increase navigational integrity and maximize 
position accuracy.  

 

 

1 INTRODUCTION 
Autonomous Underwater Vehicles (AUVs) have in recent years convincingly demonstrated their 
capabilities in real applications. Civilian applications include detailed seabed mapping, environmental 
monitoring and research and inspection work for offshore industry. Short time frame military applications 
include Mine Counter Measures (MCM) and Rapid Environmental Assessment (REA). In a longer time 
frame, AUVs will play an important part in the general robotization of modern warfare. 

Kongsberg Simrad and FFI have cooperated in developing the HUGIN family of autonomous underwater 
vehicles. HUGIN 3000 was the world’s first AUV used in commercial survey operations, [1], [2]. The 
four HUGIN AUVs currently in service have been used in areas as diverse as the Gulf of Mexico, the 
Mediterranean, Brazil, West Africa, the North Sea and the Norwegian Sea. Building on more than 5 years 
of field experience with commercial AUV use, the HUGIN 1000 vehicle is now under development (first 
delivery end 2003), targeting the military market and civilian environmental monitoring and research. 
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Compared to HUGIN 3000, HUGIN 1000 is smaller, easier to handle, has lower depth rating and shorter 
endurance, but software, electronics and system design are almost identical, [3]. This paper discusses the 
design of the integrated inertial navigation system for the HUGIN family and the development of a 
toolbox of navigation techniques to meet the requirements for a range of AUV applications. 

 

2 HUGIN INTEGRATED INERTIAL NAVIGATION SYSTEM 
2.1 Integrated Inertial Navigation System Structure 
In Fig. 1, the structure of the HUGIN integrated inertial navigation system is shown. The Inertial 
Navigation System (INS) calculates position, velocity and attitude using high frequency data from an 
Inertial Measurement Unit (IMU). An IMU consists of three accelerometers measuring specific force and 
three gyros measuring angular rate. A Kalman filter will, in a mathematically optimal manner, utilize a 
wide variety of navigation sensors for aiding the INS. The Kalman filter is based on an error-state model 
and provides a much higher total navigation performance than is obtained from the independent 
navigation sensors. 

 

2.2 DVL aided INS - Core Navigation System  
2.2.1 DVL Aided INS  
Autonomous operation in deep water or covert military operations requires the AUV to handle submerged 
operation for long periods of time. The solution for modern AUVs is a low drift Doppler Velocity Log 
(DVL) aided inertial navigation system that can integrate various forms of position measurement updates. 
In Fig. 1, the core DVL aided INS system consists of the IMU and the navigation equations, the error state 
Kalman filter and DVL, compass (optional) and pressure aiding sensors.  

Inertial navigation systems are usually classified by the standard deviation of the positional error growth 
of their free inertial (unaided) performance (see Table 1). A free inertial INS will, after a short period of 
time, have unacceptable position errors. The HUGIN navigation system can in principle interface any 
IMU, but for most applications the IMU will be in the 1 nmi/h class.  

DVL accuracy is dependent on frequency. Higher frequency yields better accuracy at the sacrifice of 
decreased range as illustrated in Table 2. Prioritization between range and accuracy is dependent on the 
application.  
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Fig. 1.  HUGIN integrated inertial navigation system structure 

 

 
Table 1. INS classes. Notes 1: RLG – Ring Laser Gyro, FOG – Fiber Optic Gyro 

Class Gyro 
technology Gyro bias Accelerometer bias 

>10 nmi/h RLG, FOG1  1°/h 1 milli g 
1 nmi/h RLG, FOG 0.005°/h 30 micro g 
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Table 2. RDI Workhorse Navigator Doppler Velocity Log accuracy and range specifications, [4].  o.s. – of speed. 

Frequency Long term accuracy Range 

150 kHz ±0.5% o.s. ± 2 mm/s 425 – 500 m 
300 kHz ±0.4% o.s. ± 2 mm/s 200 m 
600 kHz ±0.2% o.s. ± 1 mm/s 90 m 
1200 kHz ±0.2% o.s. ± 1 mm/s 30 m 

 

2.2.2 Simplified Error Analysis Straight Trajectories 
The simplified error analysis presented in this section is useful for understanding the basic mechanisms of 
a DVL aided INS and assessing how IMU and DVL sensor accuracy is determining the overall position 
accuracy.  

The horizontal position drift in a DVL-aided INS is determined by the error in the estimated Earth-fixed 
velocity (i.e. North and East velocity). The main contributors to this error are: 

• Error in the body-fixed velocity 
• Error in heading.  

The error in estimated body fixed velocity, is mainly determined by the low-frequency error in the DVL 
itself (without position aiding this error is not observable when going at a straight line). High frequency 
velocity errors are estimated by means of the accelerometers. Even the most accurate INS will without 
aiding after a short period of time have a velocity uncertainty larger than the DVL accuracy. Referring to 
Table 2, a 300 kHz DVL typically have a scale factor type of error of 0.4% of speed, contributing to an 
along track error drift of 0.4% of traveled distance, or 28.8 m/hour for an AUV traveling at 2 m/s (4 
knots). However, there are ways to improve the DVL accuracy. Sacrificing range, the 1200 kHz version 
from the same vendor has an accuracy specification of 0.2% of speed, corresponding to 0.2% of traveled 
distance, or 14.4 m/hour (AUV speed 2 m/s). The scale factor error is observable by the Kalman filter 
when position measurements are available or when the AUV is turning. Thus, the Kalman filter can 
compensate for part of the scale factor error when running more complex missions than a straight line. 
This is discussed in Section 2.2.3. 

The error in heading is determined by the gyrocompassing capability of the integrated system. The 
heading estimation error will typically be of low frequency, corresponding to non-observable gyro bias 
dynamics. Referring to Table 1, a 1 nmi/h navigation class IMU typically gyrocompass to an accuracy of 
σ(δψ) = 0.02 deg sec latitude. This corresponds to an error drift of σ(δψ)⋅100 % of traveled distance 
(σ(δψ) in radians). At 45° latitude, this equals 0.05% of traveled distance, or 3.4 m/hour at 2 m/s AUV 
speed. 

In [5] position accuracy for an INS with 1 nmi/h IMU and 1200 kHz DVL following a straight line was 
simulated. Along track position error drift was in the order of 8 m/hour while cross track position error 
drift was in the order of 2.5 m/hour. This is a somewhat smaller drift than predicted by the simplified 
error analysis. There are two main reasons; the Kalman filter compensates for a scale factor error 
estimated when position measurements were available and the actual scale factor error is modeled as a 
first order Markov process and not a constant error. Choosing time constants that realistically reflect the 
physical error process is very important when estimating DVL aided INS error drift and when tuning the 
Kalman filter for real applications. 

Since 1 nmi/h navigation class IMUs are relatively easily obtainable in the marketplace and the DVL 
induced position error is close to an order of magnitude larger than the IMU induced position error for 
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straight line trajectories, most focus should actually be on how to improve the velocity accuracy. This 
explains the importance of the work presented in Section 2.3.  

 

2.2.3 Countering DVL Aided INS Position Error Growth 
For a submerged AUV without position updates, the position error growth of a DVL aided INS can be 
countered by: 

1. Mission pattern for canceling of error growth 
2. Kalman filter estimation and compensation of DVL error 

The accuracy estimates in Section 2.2.2 are valid for straight-line trajectories. Since the main error 
contributors of DVL aided INS is body fixed velocity and heading, a canceling effect of the error growth 
is obtained when for instance running a lawn mower pattern. The canceling effect increases with the 
stability of the body fixed velocity error and heading error. Also the canceling effect increases with 
shorter line lengths. 

A second important effect of maneuvering is that the velocity error actually becomes observable by means 
of comparing expected centripetal acceleration with measured acceleration from the IMU. If the velocity 
error is the same during the maneuver (i.e. when it is observed) as it is in the following line, this 
estimation will significantly reduce the drift. However real DVL-data from RDI Workhorse Navigator 
300 kHz shows that during the maneuver the error might be different, and in such cases this effect will 
have limited importance for the overall position drift.  This real data problem can be countered by a 
sophisticated compensation method, but preferably, other sensors or frequencies might not exhibit this 
error characteristic. When the mechanism works, the error growth when running long straight lines can be 
significantly reduced by adding 360° turns at regular intervals.  

The two effects combined are very effective, as seen in Table 3, which contains results from NavLab 
simulations (see Section 2.9 for NavLab description). 

 
Table 3. Typical reduction in position error drift for a DVL aided INS when comparing a straight-line trajectory 

with a lawn mower pattern, [5]. The numbers apply for a 1200 kHz DVL and a 1 nmi/h IMU at 45° latitude. 

Position error drift 
 (% of traveled distance) Straight line Lawn mower pattern with 1 km 

lines 

Along track 0.11% 0.01% 
Across track 0.03% 0.001% 

 

2.3 SAS Velocity Aiding 
In Section 2.2.2 it was shown that for an AUV equipped with a 1 nmi/h type of IMU or better, the DVL 
accuracy is the limiting factor to the position accuracy during submerged navigation with no position 
updates. 

Modern MCM and REA AUVs are likely to be equipped with Synthetic Aperture Sonar (SAS) due to the 
improved resolution and image quality offered compared to Side Scan Sonar (SSS). SAS requires very 
good relative navigation to obtain focused images. Relative navigation in SAS over a synthetic aperture is 
often referred to as micro-navigation. One method of micro-navigation, called Displaced Phase Center 
Array (DPCA), generates, as a by-product, a revolutionary good velocity (or more precisely, 
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displacement) measurement. This complex displacement measurement needs to be integrated in the 
Kalman filter in a non-traditional way, which is an on-going research effort.  

The DPCA velocity measurement technique, based on expensive and sophisticated sonar hardware and 
advanced signal processing, is in fact very similar to the technique used in a Correlation Velocity Log 
(CVL). If expectations are proved true and the DPCA velocity measurement is an order of magnitude 
more accurate than DVL, along track error contribution will be in the same order as across track error 
contribution. Consequently a leap in performance of velocity aided inertial navigation systems has been 
achieved, allowing longer time intervals between position updates. 

 

2.4 GPS Surface Fix 
As seen in Fig. 1, there are several alternatives for providing the integrated inertial navigation systems 
with position updates. GPS surface fix is the most intuitive method and should be applied when possible. 
The following GPS services can be used: 

• GPS Standard Positioning Service (SPS)  
• GPS Precise Positioning Service (PPS) 
• Differential GPS (DGPS) 
• Real-Time Kinematic GPS (RTKGPS) 

GPS SPS is available to all users worldwide. GPS PPS is available only to authorized users and primarily 
intended for military purposes. GPS PPS receivers should be the choice for military AUVs, at least for 
operations in denied areas. Compared to GPS SPS, GPS PPS is more resistant to jamming and deception. 
GPS SPS and GPS PPS have comparable accuracy. AUVs for detailed seabed mapping will typically be 
equipped with DGPS, or in some cases even RTKGPS. 

 

2.5 Combined DGPS-USBL (Ultra Short Base Line) 
In deep water seabed mapping, deploying and following the AUV with a survey vessel is the preferred 
method for obtaining maximum position accuracy. The survey vessel is equipped with differential GPS 
and tracks the AUV with an USBL system. Combined DGPS-USBL position measurements are 
transmitted to the AUV at regular intervals to bind the position error drift. See Section 4.1 for operational 
results. 

 

2.6 LBL (Long Base Line) 
LBL systems provide accurate AUV position measurements once a network of four LBL transponders has 
been deployed and calibrated. In principle, the HUGIN inertial navigation system can easily be integrated 
with a LBL system. However, the operational efforts involved in deployment and calibration is drastically 
reduced with underwater transponder positioning (Section 2.7), where only one underwater transponder is 
necessary to bind the INS position drift. LBL systems in AUV applications will probably become obsolete 
with the advent of this new navigation technique. 
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2.7 Underwater Transponder Positioning (UTP) 
2.7.1 Old Principle – Revolutionary Solution 
Pinging a transponder on the seafloor and measuring range and bearing is the traditional approach to 
acoustic navigation. From range and bearing measurements, position has been computed in commercial 
Ultra Short Base Line (USBL) and Short Base Line (SBL) systems for decades. Instead of integrating a 
complex USBL system in an AUV, the AUV can be fitted with two transducers separated by as long 
baseline as possible (this is basically a SBL system).  

This principle is called Underwater Transponder Positioning (UTP) and is the result of a joint 
development effort by FFI and Kongsberg Simrad. Kongsberg Simrad has delivered UTP to the American 
survey company C&C Technologies on a commercial basis. The range and bearing measurements are 
tightly integrated as position measurements in the Kalman filter of the inertial navigation system (actually 
position measurements can be produced with only range measurements available as well). The system 
works with only one underwater transponder, but can utilize any number of transponders in an optimal 
way. Compared to a traditional LBL system, UTP has improved accuracy due to tight coupling with the 
INS, increased operating area and significantly less deployment costs, since only one transponder is 
necessary to bind the position drift. 

 

2.7.2 Concurrent Deployment and Navigation (CDN) 
Current version of UTP requires that a survey vessel equipped with USBL box in the position of the 
underwater transponders. The transponder position coordinates must be sent to HUGIN prior to UTP 
navigation. In the next version, the HUGIN navigation system will be able to estimate the position of an 
underwater transponder while navigating with another. In this way, the AUV will be able to deploy a trail 
of underwater acoustic buoys for UTP navigation and acoustic communication. This concept can be 
denoted Concurrent Deployment and Navigation (CDN) or UTP CDN. 

 

2.8 Bathymetric Terrain Navigation 
2.8.1  Correlation Methods 
Terrain correlation may be done for one measurement, or on a sequence of measurements. The measured 
water depths are shifted around an offset area around current position estimate, and a correlation between 
the measurements and the depth data in the Digital Terrain Model (DTM) is calculated in this area. The 
calculated correlation is called the correlation surface. The correlation surface is analysed to determine 
convergence, calculating a position offset, the error covariance and a position fix confidence. 

Terrain correlation runs on any sensor providing bathymetric data, for instance multibeam echosounder 
(MBE), altimeter, DVL or interferometric sonar. Terrain navigation accuracy depends on sensor accuracy, 
map accuracy, map resolution and not least terrain suitability. 

 In Fig. 2 the HUGIN terrain correlation system is illustrated. The Geographic data producer converts 
AUV depth + bathymetric sensor data in AUV body-fixed coordinates to geographical referenced data, 
using the current navigation solution. The Terrain Correlator runs the terrain correlation algorithm on one 
measurement or iteratively on a sequence of measurements. Map Database readies the DTMs for random 
access by the Terrain Correlator. Position updates are sent to the integrated inertial navigation system 
Kalman filter to bind the INS position drift.  
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The actual correlation can be done selecting different algorithms: 

• Terrain Contour Matching (TERCOM), [6] 
A well-proven and robust algorithm that uses the mean absolute distance as a correlation 
measurement. Models for sensor and map noise may be included. The covariance matrix of the 
position fix is found through the correlation surface. 

• Point Mass Filter (PMF), [7] 
A more sophisticated algorithm that actually calculates the position Probability Density Function 
(PDF) using Bayesian estimation. PMF enables the use of advanced models for sensor and map noise 
and enables a statistically sound use of the navigation system accuracy as an input. The covariance 
matrix of the position fix is found directly from the PDF. 

 

 
Fig. 2.  Structure of the HUGIN terrain correlation system 

 

2.8.2 Tightly Integrated Terrain-Tracking Algorithms 
Terrain navigation algorithms can conceptually be divided into correlation based global search algorithms 
(described in Section 2.8.1) and tightly integrated terrain tracking algorithms. The latter are characterized 
by integration of range measurements and the bathymetric map into the Kalman filter. Thus, all available 
information in the integrated navigation system is utilized. Compared to correlation methods, the 
algorithms have less robust behavior in highly non-linear terrain. FFI has invested a considerable effort in 
developing a terrain-tracking algorithm called TRIN [8]. This is planned for integration in HUGIN, 
following the completion of the work on correlation-based methods. 
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2.8.3 Concurrent Mapping and Navigation (CMN) 
An attractive feature of tightly integrated terrain-tracking algorithms is that a solution for Concurrent 
Mapping and Navigation (CMN) follows inherently. 

Similar to UTP CDN, CMN is important to missions in unknown or denied areas. Solutions to CMN, 
considering both tightly integrated terrain-tracking algorithms and correlation algorithms, is an ongoing 
research effort. 

 

2.9 NavLab (Navigation Laboratory) 
NavLab (Navigation Laboratory), [9], [10], is a powerful and versatile tool intended for:  

• Navigation system research and development 
• Navigation system accuracy analysis 
• Navigation data post-processing 

NavLab consists of a Simulator and an Estimator, see Fig. 3. The Simulator can simulate any vehicle 
trajectory and a selected set of sensor measurements. The Estimator will, based on the available 
measurements, produce filtered and smoothed optimal estimates of position, velocity, attitude and sensor 
errors.  

Prior to implementation in the HUGIN real-time navigation system, NavLab is used for algorithm 
research and development, simulation and testing. NavLab is also used for navigation system accuracy 
analysis and mission planning (even by HUGIN customers). 
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Fig. 3.  NavLab structure 

Since the Estimator works equally well with simulated and real measurements, NavLab is well suited and 
extensively used to produce optimal post-processed navigation results from HUGIN missions. When time 
and cost constraints allow, post-processed results are preferred to the real-time estimation results, since 
both the estimation accuracy and the integrity are improved. The increased accuracy is due to the use of 
smoothing, which is an optimal estimation technique that utilizes both past and future measurements. 
Smoothing is especially effective when position updates are scarce, which is the case with GPS surface 
fixes, terrain navigation with few reference areas and scattered underwater transponders. In Fig. 4 the 
effect of navigation post-processing when running a 15 km straight-line trajectory with GPS fix at the end 
is shown. The effect is less, but still substantial when running a lawn mower pattern, [5]. 

The HUGIN real-time integrated inertial navigation system comes with extensive systems for integrity 
check. This is of crucial importance to safeguard against jamming, multipath effects, internal sensor 
failures etc. However, if the integrity mechanisms should fail to detect a navigation sensor wild point or 
degraded sensor performance, the real-time navigation estimates can be seriously affected. An important 
feature of navigation post-processing is increased navigational integrity and increased ability to recover 
faulty data sets. The smoothing algorithm is in general more robust against degraded sensor performance 
than the real-time Kalman filter and degraded sensor data sets can be filtered and improved. 

NavLab has been extensively used by numerous international research groups and commercial mapping 
companies since 1999. 
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Fig. 4.  The effect of navigation post-processing when running a straight trajectory with GPS fix every 15 km. 

Green graph: real-time position accuracy (1σ). Red graph: post-processed position accuracy (1σ). x and y in local 
level (L) corresponds roughly to North and East direction. 

 

3 USE OF NAVIGATION TOOLBOX IN DIFFERENT APPLICATIONS 
An AUV operator will tailor the use of the integrated inertial navigation system to his specific needs and 
requirements. However, to illustrate the versatility of the HUGIN toolbox of navigation techniques, Table 
4 suggests typical use of the navigation system in different applications.  
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Table 4. Typical use of the HUGIN navigation system in different AUV applications. 

Application Navigation System Use 

Detailed seabed mapping 
DVL aided INS 
DGPS-USBL position aiding 
NavLab post-processing 

Environmental monitoring and research DVL aided INS 
GPS surface fix 

Inspection work for offshore industry DVL aided INS 
UTP 

MCM home areas - shallow water DVL aided INS 
GPS surface fix 

MCM home areas- deep water 
DVL aided INS 
UTP 
Terrain navigation 

REA - low visibility 
DVL aided INS 
GPS surface fix 
NavLab post-processing 

REA – covert 

DVL aided INS 
UTP CDN 
Terrain navigation with CMN 
NavLab post-processing 

MCM denied areas (REA) Same as REA – covert 
 

GPS surface fix is the obvious, easy and accurate method for position update when water depth and 
covertness requirements allow. In deep water the actual AUV traveling time makes GPS fixes 
undesirable. Furthermore, loss of DVL bottom track will reduce the effect of the position fix due to the 
INS drift when diving. 

Not mentioned in Table 4, UTP in concert with DGPS-USBL can potentially increase position accuracy 
for detailed seabed mapping in deep waters. 

For MCM in home areas, accurate digital terrain models will be available for terrain navigation. In home 
areas, underwater transponders can also be pre-deployed in strategic locations. 

Navigation strategies for REA operations are thoroughly analyzed in [5]. Covert REA operations typically 
involves advanced concepts such as UTP CDN (Section 2.7.2) and CMN (Section 2.8.3). 

 

4 OPERATIONAL RESULTS 
4.1 Detailed Seabed Mapping for Offshore Industry 
In detailed seabed mapping for the offshore industry DGPS-USBL position updates is the preferred 
method to obtain maximum position accuracy. In [11] position accuracies in the final digital terrain 
models in water depths down to 3000 m have been thoroughly analyzed.  

HUGIN 3000 position accuracy was verified in commercial mapping operations in varying water depths 
in the Gulf of Mexico in March 2001. The method used was mapping a known object, typically a 
wellhead, multiple times with reciprocal lines in different directions (”wagon wheel” pattern) and observe 
the position variance of the wellhead observations in the final DTMs. Applying NavLab post-processing a 
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position accuracy of 2 m (1σ) in 1300 m water depth and 4 m (1σ) in 2100 m water depth was 
demonstrated. See Fig. 5 for results in 1300 m water depth. 
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Fig. 5.  HUGIN 3000 position accuracy results. Blue crosses: Position estimates of different DTM wellhead 

observations in 1300 m water depth. Standard deviation in North is 1.2 m, in East 1.7 m.  
 

4.2 REA Mission with Norwegian Navy 
In August 2002, the Royal Norwegian Navy completed upgrade of a permanent HUGIN infrastructure on 
its KNM Karmøy mine countermeasures vessel. KNM Karmøy and HUGIN I are regularly used in 
operations of actual military worth [12]. In Fig. 6, the HUGIN I trajectory from a mission with KNM 
Karmøy in May 2003 is shown. HUGIN I was running an autonomous REA type of mission navigating 
with DVL aided INS and GPS surface fixes at regular intervals. HUGIN I was equipped with a 1 nmi/h 
type IMU (Table 1), a 300 kHz DVL (Table 2) and a GPS SPS receiver. In Fig. 7 difference between GPS 
and HUGIN INS is shown. When getting position fixes, the HUGIN INS position converges towards the 
GPS position. Considering the accuracy of a 300 kHz DVL and GPS SPS (not differential), the results are 
very good. Navigation accuracy in-between the GPS fixes can be further improved with NavLab post-
processing, as explained in Section 2.9.  
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Fig. 6.  HUGIN I trajectory in autonomous mission from KNM Karmøy May 2003. 
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Fig. 7.  Difference between vehicle GPS and HUGIN integrated navigation system position estimate. When getting 

position fixes, the HUGIN INS position converges towards the GPS position. 

 

4.3 Underwater Transponder Positioning 
A number of UTP sea trials were performed outside Horten, Norway, March 2003, with very good results. 
In Fig. 8 the HUGIN trajectory and a picture of the deployed underwater transponder is shown. The 
relatively large size of the transponder is mainly due to a large battery pack and buoyancy material needed 
for retrieving the transponder.  

HUGIN navigated at 180 m water depth with UTP as the only source for position updates. Post-mission, 
the navigation data was compared to independent DGPS-USBL data stored on the survey vessel. The 
average difference between the two data sets in North and East was 2.2 m and 2.6 m (1σ, RMS). When 
NavLab post-processing (smoothing) was applied, the difference reduced to 1.2 m in North and 1.5 m in 
East (1σ, RMS). This is very close to the accuracy of the DGPS-USBL system. Fig. 9 shows the 
difference between DGPS-USBL position estimate and the UTP post-processed navigation solution. 
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Fig. 8.  Left: HUGIN 2D trajectory in UTP sea trial. UTP was deployed at x = -396 m, y =-151 m (relative 

coordinates).  
Right: Underwater transponder used in sea trial. 
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Fig. 9.  Results from UTP sea trial. Green graph: difference between UTP post-processed navigation solution and 
independent DGPS-USBL position estimates. Red thin and red bold graphs are ±1σ and ±3σ estimated uncertainty 

of the difference. 

 

4.4 Terrain Navigation 
The HUGIN terrain correlation system described in Section 2.8.1, is currently tested on recorded data 
from HUGIN missions conducted in a test area outside Horten in the Oslo fjord. The test area was 
surveyed by FFI’s research vessel HU Sverdrup II in January 2001. A high quality DTM of 10 m 
resolution was produced. This DTM is statistically independent of the bathymetric data collected by 
HUGIN I, which is very important with respect to realistic testing of terrain navigation algorithms. 

A data player plays the recorded real-time navigation solution and MBE and DVL bathymetric data. 
Except for the data player, the system is identical to the real-time version, which is due for the first sea 
trials in August 2003. 

Fig. 10 shows the contour lines of the inverse of the resulting correlation surface of the TERCOM 
algorithm for a position fix. Each fix is rated by a confidence value 0 (low) to 1 (high). This value 
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indicates stability of the fix and the presence of possible multiple solutions. For each fix an estimate of 
position standard deviation in northern and southern direction, along with the position covariance, are 
calculated using the correlation surface. 

Fig. 10.  The correlation surface contour lines overlaid the DTM contour lines for a 300m x 300m area. HUGIN I’s 
position estimate (considered true position) is in the origin of this grid. Notice that the uncertainty of the fix is 

greater in the direction along the contour lines than across, indicating the importance of the position fix 
covariance. 

5 SUMMARY 
The main purpose of this paper has been to present the HUGIN integrated inertial navigation system and 
the extensive toolbox of navigation techniques, which has been designed to meet the navigation 
requirements for a broad variety of civilian and military AUV applications.  
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HUGIN Navigation Toolbox 

DVL aided INS 

 Mission pattern for cancelling of error growth

 Estimation and compensation of DVL error

SAS velocity aiding 

GPS surface fix 

DGPS-USBL 

Underwater transponder positioning (UTP) 

 Navigation with pre-deployed transponders

 Concurrent deployment and navigation (CDN)

Terrain navigation 

 Navigation with known DTM

 Concurrent mapping and navigation (CMN)

NavLab 

 Navigation post-processing

 Navigation system simulation and accuracy analysis

The core navigation system consists of a low drift velocity aided inertial navigation system based on a 1 
nmi/h class IMU and an accurate DVL. There are several ways to counter the position error growth of a 
DVL aided INS. Cancelling of error growth with a lawn mower pattern is a very useful technique (Section 
2.2.3).  

If development work succeeds, a velocity measurement based on SAS technology can provide a leap in 
performance of velocity aided inertial navigation, allowing longer time intervals between position 
updates. 

GPS surface fixes is the obvious, easy and accurate method for position updates when moderate water 
depths and covertness requirements allow. 

For detailed seabed mapping operations in deep water, DGPS-USBL is the preferred method for obtaining 
maximum position accuracy. HUGIN 3000 demonstrated in March 2001 2 m (1σ) position accuracy in 
1300 m water depth and 4 m (1σ) position accuracy in 2100 m water depth (with NavLab post-
processing). To our knowledge, this accuracy has not yet been matched by any other survey AUV. 

Underwater transponder positioning and terrain navigation allow for submerged position updates in 
autonomous missions. With only one transponder necessary for operation, UTP provides larger 
operational area and reduced deployment cost compared to LBL. UTP has in sea trials demonstrated very 
good accuracy (Section 4.3). Next development step is to facilitate concurrent deployment and navigation 
(UTP CDN, see Section 2.7.2). 

Bathymetric terrain navigation is an appealing method for submerged position updates since bathymetric 
data from a standard AUV sensor suite is utilized: DVL, MBE, altimeter or interferometric sonar. In many 
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scenarios, a digital terrain model will be available and actually used in mission planning. Next 
development step involves techniques for concurrent mapping and navigation (CMN). 

Navigation post-processing maximizes the position accuracy and provides increased integrity check to a 
collected data set, features of crucial importance for deepwater detailed seabed mapping. Post-processing 
is especially effective when position fixes are scarce, making it very attractive for covert REA 
applications. The NavLab Simulator can be used for navigation system accuracy analysis and can thus 
been an important tool in mission planning. 

With the exception of SAS velocity aiding, UTP CDN and CMN, all the navigation techniques described 
in this paper is working commercially available technology (bathymetric terrain navigation is being tested 
in sea trials at time of writing). Furthermore, the HUGIN navigation system has in real applications 
onboard civilian survey vessels and on a navy mine countermeasures vessel demonstrated very good 
performance. 
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Abstract 
The RDI WHN-600 Doppler Velocity Log (DVL) is a key navigation sensor for the 
HUGIN 1000 Autonomous Underwater Vehicle (AUV). HUGIN 1000 is designed for 
autonomous submerged operation for long periods of time. This is facilitated by a low 
drift velocity aided Inertial Navigation System (INS). Major factors determining the 
position error growth are the IMU and DVL error characteristics and the mission plan 
pattern. For instance, low frequency DVL errors cause an approximately linear drift in a 
straight-line trajectory, while these errors tend to be cancelled out by a lawn mower 
pattern. The paper focuses on the accuracy offered by the DVL. HUGIN 1000 is a 
permanent organic mine countermeasure (MCM) capacity on the Royal Norwegian Navy 
MCM vessel KNM Karmøy. HUGIN 1000 will be part of the NATO force 
MCMFORNORTH in fall 2004. 

1 Introduction 
Kongsberg Maritime and FFI have cooperated in developing the HUGIN family of autonomous 
underwater vehicles. HUGIN 3000 was the world’s first AUV used in commercial survey 
operations, [1], [2], [3]. The three HUGIN 3000 class AUVs have been used in areas as diverse as 
the Gulf of Mexico, the Mediterranean, Brazil, West Africa, the North Sea and the Norwegian 
Sea. Building on more than 5 years of field experience with commercial AUV use, the HUGIN 
1000 vehicle was developed, targeting the military market and civilian research, mapping and 
monitoring applications. Compared to HUGIN 3000, HUGIN 1000 is smaller, easier to handle, 
has lower depth rating and shorter endurance, but software, electronics and system design are 
almost identical, [4]. The first HUGIN 1000 was delivered to the Royal Norwegian Navy in 

MODELING, IDENTIFICATION AND CONTROL, 2004, VOL. 25, No. 4, 223–235  
doi: 10.4173/mic.2004.4.2 

mailto:bjorn.jalving@ffi.no,
mailto:kenneth.gade@ffi.no


2 

January 2004. The vehicle is permanently installed on the KNM Karmøy mine countermeasures 
(MCM) vessel. Organic AUV MCM operations as a concept is continuously developed, refined 
and evaluated while HUGIN 1000 is contributing to military worth in military exercises and 
operations. In fall 2004 KNM Karmøy and HUGIN 1000 will be part of the standing NATO force 
MCMFORNORTH. 
 
Autonomous operation in deep water or covert military operations requires the AUV to handle 
submerged operation for long periods of time. The state of the art solution embedded in the 
HUGIN AUVs is a Doppler Velocity Log (DVL) aided Inertial Navigation System (INS) that can 
integrate various forms of position measurement updates. The HUGIN vehicles are using the RDI 
WHN-300 and WHN-600 DVLs. This paper presents the HUGIN integrated inertial navigation 
system in general and discusses DVL velocity aiding in particular. The data examples are taken 
from the new HUGIN 1000, still undergoing operational evaluation. 
 

   
Figure 1. Left: HUGIN 1000 on aft deck of KNM Karmøy. Right: KNM Karmøy mine 

countermeasures vessel. 
 

2 HUGIN 1000 Navigation System Philosophy 

2.1 Integrated Inertial Navigation System Structure 
In Figure 2 the structure of the HUGIN integrated inertial navigation system and a summary of 
the HUGIN navigation toolbox is shown. The Inertial Navigation System (INS) calculates 
position, velocity and attitude using high frequency data from an Inertial Measurement Unit 
(IMU). An IMU consists of three accelerometers measuring specific force and three gyros 
measuring angular rate, relative to inertial space. An extended Kalman filter will, in a 
mathematically optimal manner, utilize a wide variety of navigation sensors for aiding the INS. 
The Kalman filter is based on an error-state model and provides a much higher total navigation 
performance than would be obtained from the independent navigation sensors. 
 
A core low drift DVL aided inertial navigation system is capable of handling submerged 
autonomous operation for long periods of time. In Figure 2, the core DVL aided INS system 
consists of the IMU and the navigation equations, the error state Kalman filter and the following 
aiding sensors: DVL, compass (optional) and pressure sensor. 
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Depending on position accuracy requirements, the navigation system must get occasional 
position measurement updates. GPS surface fixes is the preferred method for position updates 
when moderate water depths, mission efficiency and covertness requirements allow. For 
submerged position updates, the HUGIN vehicles come with bathymetric terrain navigation and 
acoustic ranging to underwater transponders (UTP). If HUGIN is in acoustic vicinity of its 
mother ship, DPGS-USBL (ultra short baseline) aiding can be used. NavLab post-processing 
allow for maximum position accuracy in demanding applications, [5]. SAS velocity aiding is a 
potentially rewarding method, however, not yet demonstrated on real AUV data. More 
information on the toolbox and use of the toolbox in different applications can be found in [6]. 
 
Inertial navigation systems are usually classified by the standard deviation of the positional error 
growth of their free inertial (unaided) performance (see Table 1). A free unaided INS will, after a 
short period of time, have unacceptable position errors. The HUGIN navigation system can 
interface any IMU, but for most applications the IMU will be in the navigation grade (1 nmi/h) 
class. 
 

Table 1. INS classes. RLG – Ring Laser Gyro, FOG – Fiber Optic Gyro 

Class Gyro 
technology Gyro bias Accelerometer bias 

>10 nmi/h RLG, FOG 1°/h 1 milli g 
1 nmi/h RLG, FOG 0.005°/h 30 micro g 
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Figure 2.  Top: HUGIN integrated inertial navigation system structure. Bottom: HUGIN 

navigation toolbox summary. Refer to [6].

HUGIN Navigation Toolbox 

DVL aided INS 
 Mission pattern for cancelling of error growth  
 Estimation and compensation of DVL error 

Synthetic aperture sonar (SAS) velocity aiding 

GPS surface fix 

DGPS-USBL 

Underwater transponder positioning (UTP) 
 Navigation with pre-deployed transponders 
 Concurrent deployment and navigation (CDN) 

Terrain navigation 
 Navigation with known DTM 
 Concurrent mapping and navigation (CMN) 

NavLab 
 Navigation post-processing 
 Navigation system simulation and accuracy 

analysis 
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3 DVL Velocity Aiding 

3.1 DVL Alternatives 
DVL accuracy is dependent on frequency. Higher frequency yields better accuracy at the 
sacrifice of decreased range as illustrated in Table 2. Prioritization between range and accuracy is 
dependent on the application. RDI WHN-300 is standard outfit for the HUGIN 3000 AUVs that 
operate in waters down to 3000 m and is typically followed by a mother ship equipped with 
DGPS and USBL for continuous position updates. HUGIN 1000 on the other hand normally 
operates in autonomous mode. Prioritizing autonomous submerged navigation accuracy, standard 
HUGIN 1000 is equipped with RDI WHN-600. 
 

Table 2. RDI Workhorse Navigator Doppler Velocity Log accuracy and range specifications, 
ref [7].  o.s. – of speed. The accuracy figures can be interpreted as 1s  values. The 
error consists of two independent varying components; scale factor error and bias. 

The total error is the root mean square (rms) of the two components. 

Frequency Long term accuracy Range 

150 kHz ±0.5% o.s. ± 2 mm/s 425 – 500 m 
300 kHz ±0.4% o.s. ± 2 mm/s 200 m 
600 kHz ±0.2% o.s. ± 1 mm/s 90 m 
1200 kHz ±0.2% o.s. ± 1 mm/s 30 m 

 

3.2 Simplified Error Analysis Straight Trajectories 
The simplified error analysis presented in this section is useful for understanding the basic 
mechanisms of a DVL aided INS and assessing how IMU and DVL sensor accuracy is 
determining the overall position accuracy.  
 
The horizontal position drift in a DVL-aided INS is determined by the error in the estimated 
Earth-fixed velocity (i.e. North and East velocity). The main contributors to this error are: 

• Error in the body-fixed velocity 
• Error in heading.  

The error in estimated body fixed velocity is mainly determined by the low-frequency error in the 
DVL itself (without position aiding this error is not observable when going at a straight line). 
High frequency velocity errors are estimated by means of the accelerometers. Even the most 
accurate INS will without aiding after a short period of time have a velocity uncertainty larger 
than the DVL accuracy. Referring to Table 2, a 300 kHz DVL typically have a scale factor type 
of error of 0.4% of speed, contributing to an along track error drift of 0.4% of traveled distance, 
or 28.8 m/hour for an AUV traveling at 2 m/s (4 knots). However, there are ways to improve the 
DVL accuracy: Sacrificing range, the 600 kHz and 1200 kHz versions have an accuracy 
specification of 0.2% of speed, corresponding to 0.2% of traveled distance, or 14.4 m/hour (AUV 
speed 2 m/s). The scale factor error is observable by the Kalman filter when position 
measurements are available or when the AUV is turning. Thus, the Kalman filter can compensate 
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for part of the scale factor error when running more complex missions than a straight line. This is 
discussed in Section 3.3. 
 
The error in heading is determined by the gyrocompassing capability of the integrated system. 
The heading estimation error will typically be of low frequency, corresponding to non-observable 
gyro bias dynamics. Referring to Table 1, a 1 nmi/h navigation class IMU typically gyrocompass 
to an accuracy of s(δy) = 0.02° / cos(latitude). This corresponds to an across track error drift of 
s(δy)⋅100 % of traveled distance (s(δy) in radians). At 45° latitude, this equals 0.05% of 
traveled distance, or 3.4 m/hour at 2 m/s AUV speed. DVL error in AUV body y-direction also 
contributes to across track drift. If there is no current, the scale factor error can be ignored leaving 
the constant error defined in Table 2. The WHN-600 accuracy specification of 1 mm/s 
contributes with 3.6 m/hour 1s. Assuming uncorrelated error processes, across track error drift 
amounts to 5.0 m/hour at 2 m/s AUV speed. 
 
In [8] position accuracy for an INS with 1 nmi/h IMU and 1200 kHz DVL following a straight 
line was simulated. Along track position error drift was in the order of 8 m/hour while cross track 
position error drift was in the order of 2.5 m/hour. This is a somewhat smaller drift than predicted 
by the simplified error analysis. There are two main reasons for this: the Kalman filter 
compensates for a scale factor error estimated when position measurements were available and 
the actual scale factor error is modeled as a first order Markov process and not a constant error. 
Choosing time constants that realistically reflect the physical error processes is very important 
when estimating DVL aided INS error drift and when tuning the Kalman filter for real 
applications. This explains the importance of characterization of the DVL errors discussed in 
Section 5.1.  

3.3 Countering DVL Aided INS Position Error Growth 
For a submerged AUV without position updates, the position error growth of a DVL aided INS 
can be countered by: 

1. Mission pattern for canceling of error growth 
2. Kalman filter estimation and compensation of DVL error 

The accuracy estimates in Section 3.2 are valid for straight-line trajectories. Since the main error 
contributors of DVL aided INS is body fixed velocity and heading, a canceling effect of the error 
growth is obtained when for instance running a lawn mower pattern. The canceling effect 
increases with the stability of the body fixed velocity error and heading error. Also the canceling 
effect increases with shorter line lengths. 
 
A second important effect of maneuvering is that the velocity error actually becomes observable 
by means of comparing expected centripetal acceleration with measured acceleration from the 
IMU. If the velocity error is the same during the maneuver (i.e. when it is observed) as it is in the 
following line, the error is estimated and compensated for. The error growth when running long 
straight lines can thus be reduced by adding 360° turns at regular intervals. However this 
mechanism requires accurate DVL time stamping and unchanged DVL error characteristics in the 
turn (refer to Sections 5.3 and 5.4), and is thus challenging to demonstrate on real data in real-
time. 
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The two effects combined are very effective, as seen in Table 3, which contains results from 
NavLab simulations (see [5] and [6] for NavLab description). 
 

Table 3. Typical reduction in position error drift for a DVL aided INS when comparing a 
straight-line trajectory with a lawn mower pattern, [7]. The numbers apply for a 1200 

kHz DVL and a 1 nmi/h IMU at 45° latitude. 

Position error drift 
 (% of traveled distance) Straight line Lawn mower pattern with 1 km 

lines 

Along track 0.11% 0.01% 
Across track 0.03% 0.001% 

4 Heading Estimation Accuracy and Importance of DVL Mounting Accuracy 
Gyrocompassing (heading estimation by observing Earth rotation) is an inherent part of an 
optimal estimator as long as it gets position or velocity measurement updates. The IMU gyro bias 
limits the accuracy of the INS heading estimate. Ignoring gyro angular random walk and 
acceleration uncertainty, INS gyro compassing accuracy is approximately given by 

( )
cos
gyrobias

IMU
IE

ω
s δy

ω µ
∆

=  (1) 

 where ( )IMUs δy is heading accuracy due to IMU gyro bias, gyrobiasω∆  is gyro bias and cosIEω µ  
is the horizontal component of Earth’s rotation rate (µ is latitude). 
 
The DVL measures the velocity vector in AUV body coordinates. The INS heading, pitch and 
roll estimates are used to transform this velocity into an Earth fixed coordinate system. If position 
measurements are available, the Kalman filter estimates errors in velocity and heading. Ignoring 
white measurement noise, this mechanism contributes with a heading accuracy of 

,

,

( ) DVLerror y
DVL B

EB x

v
v

s δy
∆

=  (2) 

where ( )DVLs δy  is heading accuracy due to DVL, ,DVLerror yv∆  is low frequent DVL error in AUV 

body y and ,
B
EB xv  is AUV forward velocity.  

 
Insertion of typical figures for a navigation grade IMU and a RDI WHN-600 results in ( )IMUs δy  
= 0.05° at 45° latitude and ( )DVLs δy  = 0.1°. In theory, these mechanisms will work in concert 
improving the overall heading accuracy. However, if there is a mounting misalignment between 
the IMU and the DVL, which is not accounted for in the Kalman filter, they can actually be 
counter productive. Thus, DVL mounting accuracy is very important to achieve the accuracy 
offered by the IMU and the DVL sensors themselves.  
 
In HUGIN 1000, special care is taken during production to mount all sensors, including IMU and 
DVL, as accurately as possible. After assembling, NavLab is used to estimate any DVL 
misalignment. The IMU and DVL are mounted with steering pins. Thus, if the sensors are 
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dismounted for service or inspection, the steering pins will assure the same orientation when 
remounted. 

5 DVL Error Analysis 

5.1 DVL Error Budget 
As discussed in Section 3.2 the magnitude and the frequency characteristics of the DVL error is 
important to the position drift in the integrated inertial navigation system. White measurement 
noise causes a position uncertainty that increases with square root of time. A constant error 
causes a linear position error drift, which potentially can be cancelled out by a lawn mower 
pattern. From a Kalman filter point of view, the physical error process should be modeled 
truthfully to get as accurate position estimate as possible. 
 
Table 4 summarizes a scale factor error budget for a 300 kHz broadband DVL, [9]. The two 
constant components are candidates for estimation and compensation. However, the major part of 
the error budget is time varying. This is in accordance with Kalman filter estimates in HUGIN 
1000, see Figure 6. Further investigation, identification and understanding of the DVL error 
processes are of priority because of the prospects of improving overall navigation accuracy by 
more accurate error modeling. 
 

Table 4. 300 kHz DVL scale factor error budget. Copied from [9]. 

Error source Scale factor error 
(%) 

Time 
varying 

Absorption bias.   2 sigma over 0 to 80% of range. 0.081 Yes 
Terrain bias.   
2 sigma about centre of typical range of backscatter 
slopes. 

0.144 Yes 

Sound speed temperature dependence.  
Assuming 0.5º rms uncertainty. 0.100 Yes 

Sound speed salinity dependence. Assuming 0.5 ppt rms 
uncertainty. 0.040 Yes 

Sidelobes  (4 dB rms) 0.040 Yes 
Beam angle 0.086 No 
Other minor sources (clock drift, etc.) 0.080 No 

"Total" (rms of values above) 0.233  

5.2 Importance of Sound Speed Accuracy 
The velocity scale factor is proportional to the sound speed at the transducer. The WHN DVLs 
can be set to compute sound speed based on internal sensors or sent data of salinity, temperature 
and depth. If there is an error, correct sound speed can be post-processed using the following 
equation (see [11]): 

real
corrected uncorrected

ADCP

Cv v
C

=  (3) 
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where realC  is the true sound speed at the transducer and ADCPC  is the sound speed recorded by 
the ADCP. Using this formula the DVL error due to wrong sound velocity estimate can be 
computed as: 

uncorrected
DVL

ADCP

vv C
C

δ δ=  (4) 

where DVLvδ  is DVL error and Cδ  is sound velocity error. Assuming ADCPC =1500 m/s and 

uncorrectedv = 2 m/s, a sound velocity error, Cδ = 3 m/s, causes a DVL error of 0.2% of speed. The 
sound speed induced velocity error should be considerably less than the DVL scale factor error 
(refer to Table 2). A sound speed accuracy of 0.5 m/s is a reasonable specification.  

 
Figure 3.   Comparison of temperature and sound speed between the WHN-600 (green graphs) 

and the HUGIN 1000 CTD sensor (blue graphs). Note that least significant digit for 
sound speed in DVL datagram is 1 m/s. 

In the sea trial referred to in Section 6, the DVL calculated sound speed using the default value 
for salinity (35 parts per thousand), its internal temperature sensor and depth set by the HUGIN 
Control Processor. In, CTD temperature and sound velocity calculation are compared with DVL 
temperature and sound velocity calculation. HUGIN 1000 is equipped with the oceanographic 
grade Falmouth Scientific 2” Micro CTD, [10]. The DVL temperature sensor has a slower 
response time than the CTD temperature sensor, which affects the sound speed calculation. When 
stabilized, the difference between CTD sound speed and DVL sound speed is less than 1 m/s. 
AUVs experiencing rapid changes in temperature, typically due to depth changes, should 
preferably send a CTD computed sound speed to the WHN. 

5.3 Time Stamp Accuracy Requirements for DVL Aiding 
At 2 m/s WHN-600 has a velocity accuracy of 0.004 m/s. In practice an underwater vehicle 
experience some dynamics. An ROV due to cable effects, an AUV during turns and when 
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surfacing for GPS fixes. Thus IMU time stamp accuracy, DVL time stamp accuracy and DVL 
lever arm compensation are important to utilize the velocity accuracy offered by the DVL sensor 
itself.  
 
Time stamp sensitivity to vehicle acceleration 
If the vehicle is accelerating, the velocity error, vδ , due to incorrect time stamps when 
comparing DVL measurement with INS velocity in the Kalman filter, is given by: 

v a tδ δ= ⋅  (5) 
where a is vehicle acceleration and tδ  is time stamp error.  
 
Time stamp sensitivity to vehicle rotation rate change 
If the AUV is rotating and there is an arm between the IMU and the DVL, the DVL velocity must 
be lever arm compensated before being compared to the INS velocity in the INS body frame.  
 
Only considering one axis (for simplicity) DVL lever arm compensation, compv , is given by: 

compv l ω= ⋅  (6) 
where l is lever arm and ω is angular rotation rate ( B

EBω ). Error in DVL lever arm compensation, 

 compvδ , due to time stamp error is given by: 

compv l tδ ω δ= ⋅ ⋅  (7) 
where ω  is change in angular rate and δt is time stamp error. The error is proportional to the 
length of the lever arm. Preferably, lever arms should by vehicle design be as small as possible. 
 
Time stamp requirements 
An obvious requirement is that time stamp induced velocity error due to vehicle acceleration and 
vehicle rotation rate change is less than DVL scale factor error. Analysis of typical HUGIN 1000 
dynamics during GPS surface fixes, show that DVL time stamp accuracy should be better than 10 
ms. Such accuracy can be achieved by running the WHN-600 in external sync, time stamp the 
sync pulse and calculate correct time stamp from this value. This is a rather cumbersome method. 
Preferably the DVL output datagrams should include a DVL latency defined as midpulse-on-
bottom to first character of output transmission. 

5.4 Geometric Effect of Turn Rate on DVL Accuracy 
In order to examine the geometric effect of turning the following assumptions are made: 

1. The vehicle has no heave, roll or pitch motion. 
2. The four DVL beams are (from a horizontal point of view) directed 90° to each other. 

The DVL is rotated such that the first beam is an angle α  (usually 45º) away from the forward 
direction. As there are no heave, roll or pitch motion, all Doppler effects come from sway, surge 
and yaw. Hence, only the horizontal part is considered. The vehicle’s speed in each of the four 
DVL directions at transmission time can in terms of forward speed ,

B
EB xv  and starboard speed 

,
B
EB yv , be expressed as 
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Studying the case when the vehicle is turning, the vehicle has rotated an angle y∆ , when the 
reflected beams return. The speed at reception in the four DVL directions is given by 

( ) , ,
,

, ,

B B
EB x EB x

D rec recB B
EB y EB y

v v
v v

α y
   

= − ∆ =   
      

v A A  (9) 

The relative Doppler shifts can, since transv c<< , be expressed as  

( ) ,, ,

,

1 B
EB xD trans D rec

trans rec B
EB y

v
vc c
 +

∆ ≈ = +  
  

v v
f A A  (10) 

 
The DVL measurement is given by  
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 (11) 

This yields a scale factor type of error. It is though negligible for most AUV missions because the 
angle y∆  is small. For instance with 50 m AUV altitude andy = 6°/s turn rate, results in y∆  ≈ 
0.5°.  
 

6 Results with RDI WHN-600 
The results shown in this section are based on a HUGIN 1000 test run in Horten January 20th 
2004. HUGIN 1000 ran with DVL aiding only, but a surface ship followed HUGIN 1000 and 
made independent DGPS-USBL (ultra short baseline) measurements of the AUV position. These 
position measurements were later used in a NavLab post-processing to provide an accurate 
position reference, with which the DVL aided INS results were compared. Please note that 
navigation systems are complex statistical processes and a number of separate missions should be 
run and compared for proper statistical performance characterization. 
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Figure 4.  2D trajectory. Black circle: Starting point. Black line: Post-processed position 

reference. Green line: Estimated (Kalman filtered) position using only DVL aiding. 
Figure 4 shows the 5.5 km straight-line trajectory run by HUGIN 1000. Prior to this line, the 
navigation system was aligned with position measurements. With DVL aiding only, the position 
estimate drifts slowly off as explained in Section 3.2. The drift is hardly visible in Figure 4, but is 
clearly shown in Figure 5, which plots the difference between the DVL aided INS position 
estimate and the independent position reference. The drift is shown relative to the AUV body (B) 
system.  
 
Along track error drift is in the order of 4.5 m. Theoretically the WHN-600 0.2% scale factor 
error (refer to Table 2) should contribute with 11 m (1s). The good result indicates that the 
WHN-600 performed better than specification. This is confirmed in Figure 6 where the DVL 
error has been estimated in the post-processed NavLab run with position measurements. The 
post-processed Kalman filter estimated the DVL scale factor error to be less than 0.1% (< 2 mm/s 
at 2 m/s AUV speed). 
 
Across track error drift is approximately 11 m. HUGIN 1000 was equipped with an IMU with a 
gyro bias specification of 0.01°/h (refer to Table 1). According to Equation (1) and Section 3.2, 
this corresponds to an across track drift of 7.3 m (1s) at 60º latitude. There was virtually no 
current, and hence marginal sideways speed. The DVL across track error contribution is thus left 
with the constant y-velocity specification of 1 mm/s (Table 2), which contributes with 2.7 m 
(1s). The importance of DVL misalignment estimation was discussed in Section 4. In this run no 
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misalignment of the DVL relative to the IMU was compensated for. Mechanically a production 
uncertainty of 0.1º is expected, theoretically contributing to 9.6 m drift in this case (1s). 
Combining these error sources, the across track error drift is reasonable. 
 
Uncompensated DVL misalignment about the z-axis behaves like a bias in DVL y-direction when 
the AUV has a constant forward velocity. This can be seen in the second graph in Figure 6, which 
shows the estimated DVL bias from the NavLab post-processing with position measurements. 
The estimated bias in y-direction has an average of about -4.5 mm/s, exceeding the constant DVL 
specification of 1 mm/s, but corresponding to a misalignment of 0.13º (neglecting DVL y bias), 
not far from the expected accuracy of the mechanical mounting. Based on post-processing of a 
few missions, a DVL misalignment can be estimated. DVL misalignment is an ini-file parameter, 
enabling the navigation system to compensate for the misalignment in real-time. As mentioned in 
Section 4, the IMU and DVL are mounted with steering pins, allowing service and inspection 
without necessitating renewed estimation of DVL misalignment. 
 

 
Figure 5. DVL aided INS position drift. 
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Figure 6. Post-processed DVL error estimate of the same run as shown in Figure 4 and Figure 

5. The post-processing was done with DGPS-USBL position updates to improve DVL 
error observability. The DVL measures velocity in three dimensions, but error 

estimates are only shown in body x and y for clarity. 
 

7 Summary 
The Doppler velocity log and the inertial measurement unit are the key AUV navigation sensors 
enabling submerged operation for long periods of time. To utilize the velocity accuracy offered 
by the DVL, mounting misalignment between the IMU and the DVL must be minimized, sound 
speed must be accurately calculated and the sensor data properly time tagged. 
 
HUGIN 1000 sea trials indicate that performance of the RDI WHN-600 is well within 
specification. 
 
 
References 
 
[1] T. C. Chance, A. A. Kleiner and J. G. Northcutt, “The HUGIN 3000 AUV,” Sea 

Technology, vol. 41, no. 12, December 2000, pp. 10-14. 



15 

[2] R. A. George, J. Shuy and E. Cauquil, “Deepwater AUV Logs 25,000 Kilometers Under 
the Sea”, Sea Technology, vol. 44, no. 12, December 2003, pp.10-15. 

[3] K. Vestgård, R. Hansen, B. Jalving and O. A. Pedersen, “The HUGIN 3000 Survey 
AUV”, ISOPE-2001, Stavanger, Norway, June 2001.  

[4] P. E. Hagen, N. Størkersen, K. Vestgård and P. Kartvedt: "The HUGIN 1000 Autonomous 
Underwater Vehicle for Military Applications", Proceedings from Oceans 2003, San 
Diego, CA, USA, September 2003. 

[5] K. Gade, ”NavLab – Overview and User Guide”, FFI/Report 2003/02128, Norwegian 
Defence Research Establishment, November 2003. 

[6] B. Jalving, K. Gade, O. K. Hagen and K. Vestgård, ”A Toolbox of Aiding Techniques for 
the HUGIN AUV Integrated Inertial Navigation System”, Proceedings from Oceans 2003, 
September 23 – 25, San Diego, CA, USA. 

[7] RD Instruments, “Workhorse Navigator Doppler Velocity Log (DVL) ”, http://www. 
dvlnav.com/pdfs/navbro. pdf, June 2003. 

[8] B. Jalving, E. Bovio, K. Gade, “Integrated Inertial Navigation Systems for AUVs for 
REA Applications”, NATO Underwater Research Center Conference Proceedings from 
MREP 2003, NATO Underwater Research Center May 12 – 15, 2003, La Spezia, Italy. 

[9] Graham Lester, “Email to Bjørn Jalving on RDI DVL error budget”, June 21st 2001. 
[10] Falmouth Scientific, “2” Micro CTD Specification Sheet”, www.falmouth.com, April 

2004. 
[11] RD Instruments, Acoustic Doppler Current Profiler, Principles of operation, A practical 

primer, San Diego, CA, USA, January 1996. 
 
 

http://www.falmouth.com/




Paper VII 
Hegrenæs, Ø., Hallingstad, O. and Gade, K. (2007). Towards Model-Aided Navigation of 
Underwater Vehicles. Modeling, Identification and Control, vol. 28, no. 4, pp. 113-123 





Modeling, Identification and Control, Vol. 28, No. 4, 2007, pp. 113–123

Towards Model-Aided Navigation of
Underwater Vehicles∗

Øyvind Hegrenæs1, 2 Oddvar Hallingstad1, 2 Kenneth Gade 3

1University Graduate Center at Kjeller (UNIK), NO-2027 Kjeller, Norway. E-mail: {hegrenas,oh}@unik.no

2Department of Engineering Cybernetics, Norwegian University of Science and Technology (NTNU), NO-7491
Trondheim, Norway.

3Norwegian Defence Research Establishment (FFI), NO-2027 Kjeller, Norway. E-mail: kenneth.gade@ffi.no

Abstract

This paper reports the development and preliminary experimental evaluation of a model-aided inertial
navigation system (INS) for underwater vehicles. The implemented navigation system exploits accurate
knowledge of the vehicle dynamics through an experimentally validated mathematical model, relating the
water-relative velocity of the vehicle to the forces and moments acting upon it. Together with online current
estimation, the model output is integrated in the navigation system. The proposed approach is of practical
interest both for underwater navigation when lacking disparate velocity measurements, typically from a
Doppler velocity log (DVL), and for systems where the need for redundancy and integrity is important,
e.g. during sensor dropouts or failures, or in case of emergency navigation. The presented results verify
the concept that with merely an addition of software and no added instrumentation, it is possible to
considerably improve the accuracy and robustness of an INS by utilizing the output from a kinetic vehicle
model. To the best of our knowledge, this paper is the first report on the implementation and experimental
evaluation of model-aided INS for underwater vehicle navigation.

Keywords: Inertial navigation; Kalman filtering; Model aiding; State estimation; Underwater vehicles.

1 Introduction

Deciding which sensor outfit to include in an underwater
navigation system is important both from a performance
and cost perspective. A typical sensor outfit may consist
of standard components such as compass, pressure sen-
sor, and some class of inertial navigation system (INS).
In addition, various sources of position aiding may be
available, for instance long baseline (LBL) or ultra short
baseline (USBL) acoustics, terrain-based techniques,
and surface GPS. For an extensive survey on sensor
systems and underwater navigation the reader should

∗Published in Proceedings of the 15th International Sympo-
sium on Unmanned Untethered Submersible Technology
(UUST’07), Durham, NH, USA, August 19-22, 2007.

refer to Kinsey et al. (2006) and references therein.
In practice, a submersible does not have continuous

position updates, hence a navigation solution based
solely on INS, and in particular low-cost INS, will have
an unacceptable position error drift without sufficient
aiding. While most high-end systems also incorporate a
Doppler velocity log (DVL) in their sensor suite in order
to limit the drift, this additional expense is not always
feasible for low-cost systems. Even when a DVL unit
is included, situations may also occur where it fails to
work or measurements are discarded due to decreased
quality. In either case, in the absence of DVL mea-
surements, alternative velocity information is required
to achieve an acceptable low drift navigation solution
between position updates. One possibility is to utilize
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mathematical models describing the vehicle dynamics,
in conjunction with online sea current estimation.

The purpose of this paper is twofold. First, with the
aim of providing model-based velocity measurements,
an experimentally validated kinetic vehicle model is
presented. Second, the potential use of such a model
as a mean for aiding the INS of an underwater vehicle
is investigated, and the effectiveness of the integrated
navigation system is evaluated on experimental data.

To date, the use of model-based state estimators for
underwater navigation has primarily focused on ap-
plying purely kinematic models, i.e. models describing
the vehicle motion without the consideration of the
masses or forces that bring it about. State estimators
based on kinetic underwater vehicle models are rare.
Model-based nonlinear deterministic observers utiliz-
ing the knowledge of the vehicle dynamics together
with disparate measurements are proposed in Kinsey
and Whitcomb (2007); Refsnes et al. (2007). Both pa-
pers evaluate their observer using experimental data.
As for model-aided INS, some simulation studies have
been reported for aerial vehicles (Bryson and Sukkarieh,
2004; Koifman and Bar-Itzhack, 1999; Vasconcelos et al.,
2006). To the best of our knowledge however, no results
have been reported through simulations or experiments,
where the output from a kinetic vehicle model is used
to aid the INS of an underwater vehicle.

Note that as studied herein, the integration of vehicle
models in underwater navigation systems is of partic-
ular interest for systems without a DVL unit. Other
important implications involve systems (also having a
DVL) where the need for redundancy and integrity is
important, e.g. during sensor dropouts or sensor failures,
or in case of emergency navigation.

The remainder of this paper is organized as follows.
Section 2 presents the mathematical vehicle model uti-
lized in this paper. The integrated navigation system
with model aiding included is described in Section 3, in-
cluding a brief discussion on assumptions applied during
development. Section 4 and 5 describe the experimental
setup and experimental results, where in particular, the
solutions from the navigation systems with and without
model aiding in place are compared.

2 Modeling

The steps involving development and validation of the
finite-dimensional mathematical vehicle model utilized
in this paper have been rigorously treated in Hegrenæs
et al. (2007a). For an extended review and historical
recap of work related to modeling of underwater vehicles
the reader should refer to the same paper and references
therein. The main results are presented in the following.

2.1 Preliminaries

In cases where a vehicle operates in a limited geograph-
ical area, it is common to apply a flat Earth approxi-
mation when describing its location. Let {m} denote a
local Earth-fixed coordinate frame where the origin is
fixed at the surface of the WGS-84 Earth ellipsoid, and
the orientation is north-east-down (NED). Similarly, let
{w} denote a reference frame where the origin is fixed
to, and translates with the water (due to current). The
current is assumed irrotational, hence {w} does not
rotate relative to {m}. The frame {b} is a body-fixed
frame where the axes coincide with the principal axes of
the vehicle. The origin is located at the vehicle center of
buoyancy. A general expression of the vehicle position
can now be written as

pm
mb = pm

mw + pm
wb

= pm
mw + Rm

w pw
wb, (1)

where pm
wb ∈ R3 is the vector from the origin of {w} to

the origin {b}, decomposed in {m}, and Rm
w ∈ SO(3)

is the coordinate transformation matrix from {w} to
{m}. The velocity of {b} relative to {m}, represented
in {m}, is given as vm

mb := ṗm
mb, or decomposed in {b}

as vb
mb := Rb

mvm
mb. The interpretation of the other

variables follows directly. Taking the time derivative of
both sides of (1) yields

ṗm
mb = ṗm

mw + Ṙm
w pw

wb + Rm
w ṗw

wb

= ṗm
mw + Rm

w ṗw
wb, (2)

where Ṙm
w equals zero due to the assumption of irrota-

tional current. Multiplying both sides of (2) with Rb
m

finally gives the velocity relationship

vb
mb = Rb

mvm
mw + vb

wb. (3)

Analogous to the linear velocities, their angular coun-
terparts are given as ωm

mb and ωb
mb := Rb

mωm
mb.

For navigation purposes, two additional reference
frames are common. The Earth-centered Earth-fixed
(ECEF) coordinate frame is denoted {e}. The frame
{l} denotes a wander azimuth frame, defined such that
it has zero angular velocity relative to the Earth about
its z-axis. The initial orientation is NED and its origin
is directly above the vehicle at the surface of the Earth
ellipsoid. Note that {m} is fixed relative to {e}, and
that Rb

l ≈ Rb
m for operations in limited geographical

areas, far from the poles. In light of the new frames,
(3) may be restated as

vb
eb = Rb

l v
l
ew + vb

wb. (4)

The correspondence between the variables above and
the SNAME (1950) notation is shown in Table 1.
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Table 1: Nomenclature
Description Variable Entries*

Local vehicle position pm
mb (x, y, z)

Earth-relative linear velocity vb
mb = vb

eb (u, v, w)

Water-relative linear velocity vb
wb (ur, vr, wr)

Current velocity vl
mw = vl

ew (ul
c, v

l
c, w

l
c)

Vehicle angular velocity ωb
mb = ωb

eb (p, q, r)

External forces on vehicle fb (X,Y, Z)

External moments on vehicle mb (K,M,N)

Attitude (roll, pitch, yaw) Θ (φ, θ, ψ)

* Based on SNAME notation.

2.2 Kinetic Vehicle Model

As shown in Fossen (2002) a general expression of the
rigid body equations of motion can be written as

MRBν̇ + CRB(ν)ν = τRB , (5)

where MRB is the rigid body inertia matrix, CRB is the
corresponding matrix of Coriolis and centripetal terms,
and τRB is a generalized force vector of external forces
and moments. For 3 DOF motion in the horizontal
plane (surge, sway, and yaw), the generalized force and
velocity vectors are τRB = [X, Y,N ]> and ν = [u, v, r]>.

The difficulty in modeling an underwater vehicle
arises when expressing the right hand-side of (5). One
possibility is to linearly decompose τRB as

τRB = τS + τH + τ , (6)

where the generalized hydrostatic force τS is known in
its exact form. The generalized hydrodynamic force
τH arises from the reaction between the surrounding
fluid and the submerged vehicle in motion. The last
generalized force component τ consists of forces and
moments from propulsion and control surfaces.

The HUGIN 4500 autonomous underwater vehicle
(AUV) is used as a case study in this paper. Its bare
hull is a body of revolution, and it has a cruciform
tail fin configuration that is top-bottom, port-starboard
symmetric. A 3 DOF kinetic model for this vehicle can,
after adding up the contributions in (6), be written as

MRBν̇ + CRB(ν)ν = τ −MAν̇r −CA(νr)νr−
d(νr)νr − l(νr)− g(Θ). (7)

A description and complete expressions for the vari-
ous terms are given in Hegrenæs et al. (2007a). Note
the difference between ν and νr = [ur, vr, r]>, denot-
ing generalized Earth-relative (inertial) and generalized
water-relative velocity, respectively.

For (7) one must decide upon using either ν or νr

as the velocity state. As discussed in Hegrenæs et al.

(2007a), a reasonable assumption at low vehicle angular
rates or small current amplitudes is that ν̇ ≈ ν̇r. This
yields the final model

Mν̇r = τ − c(ν,νr)− d(νr)νr − l(νr)− g(Θ), (8)

where for simplicity we used

M := MRB + MA

c(ν,νr) := CRB(ν)ν + CA(νr)νr.

As seen from (8), the term c(ν,νr) depends on both ν
and νr. If there is no current then ν = νr. Also, only
the translational part of ν and νr differ since the current
is irrotational by assumption. The inertial velocity can
be calculated from (4), once the current velocity and
the water-relative velocity are known. This implies that
the current must be measured or estimated. In the
integrated navigation system studied in this paper, the
current is included as a state in the Kalman filter (KF).

The equation in (8) can be solved using a standard
numerical integration routine in order to recover the
state. That is, model-based measurements of the water-
relative velocity in surge and sway, as well as the yaw
rate, can be attained from control inputs, attitude and
current. Both control inputs and the vehicle attitude
are usually measured. Also note that (8) was derived
assuming negligible coupling from heave, and roll and
pitch rate. This is a reasonable assumption for normal
operations with the HUGIN 4500 AUV.

The model in (8) is a typical grey-box model where
the vehicle behavior is described by a set of nonlinear
differential equations with unknown parameters. For
the model considered herein, the parameters were found
from semi-empirical relationships, open-water test, and
from navigation data collected by the HUGIN 4500.
More information on the steps involved for identifying
the parameters is found in Hegrenæs (2006); Hegrenæs
et al. (2007a,b).

3 Model-Aided Underwater
Navigation

Navigation systems built upon inertial principles, time
of flight acoustics, velocity logs, and global positioning
systems are all common. As pointed out in Kinsey
et al. (2006), none of these techniques are perfect how-
ever, and in practice a combination of them is usually
employed. This section reports the concept and develop-
ment of an integrated model-aided INS for underwater
navigation.

3.1 Traditional INS

The key components of any INS consist of an inertial
measurement unit (IMU) and a set of equations imple-
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INS KF

Aiding
sensors

ž δz−

z

δ̂x

x̂

Reset

x̌

Figure 1: High-level outline if traditional aided INS.

mented in software. The navigation equations take the
gyro and accelerometer measurements from the IMU
as inputs and integrate them to velocity, position and
orientation. The general solution of the navigation equa-
tions does not require any information on the dynamics
of the vehicle in which the IMU is installed.

Since an INS is a diverging system, it requires an aid-
ing system to limit the growth of its errors. Classically,
aiding is accomplished using external measurements,
e.g. position from acoustics and velocity from a DVL.
A coarse schematic diagram of a traditional aided INS
is shown in Figure 1, where the input to the KF is the
difference between the aiding sensor output and that
of the INS. The KF output includes estimates of the
accumulated errors in the navigation equations, which
are used for resetting the INS and for obtaining the
best possible estimate of the true vehicle state (position,
velocity and orientation). Besides modeling the INS
errors, additional states may also be included in the
KF, for instance colored noise in the aiding sensors.

3.2 Model-Aided INS

As mentioned above, a necessity to restrain the INS drift
is the integration of external aiding sensors. Standard
components such as compass and pressure sensor are
almost always included, where the latter effectively
binds the vertical geographical drift, i.e. drift along
the z-axis of {m}, or more precisely {l} (recall Section
2). For navigation in the geographical horizontal plane
the situation is more complicated, and to date, the
main aiding methods involve time of flight acoustic
positioning and Doppler sonar velocity measurements.

A DVL may or may not be part of the sensor suite,
and even when it is, situations will occur where it fails to
work or measurements are discarded due to decreased
quality. In either case, in the absence of DVL mea-
surements, alternative velocity information is required
to achieve an acceptable low drift navigation solution
between position updates. As for the acoustics, mea-
surements may be available often or only sporadically.

INS KF

Aiding
sensors

Vehicle
model

ž δz
−

z

δ̂x

x̂

Reset

Reset
x̌

Figure 2: High-level outline of model-aided INS.

Both measurements are crucial for the INS performance.
As is experimentally validated in Section 5, the output
from an INS with neither position nor velocity measure-
ments in place, rapidly becomes useless. This leads back
to the question addressed in this paper – can the output
from a kinetic vehicle model improve the accuracy and
robustness of an INS?

The basic idea and concept of using a vehicle model
for aiding an INS is illustrated in Figure 2, where the
output from the kinetic model is treated analogously
to that of an external aiding sensor. The model-aided
INS clearly resembles the traditional INS in Figure 1,
and both systems may share many of the same aiding
sensors. As implemented herein, the DVL unit in the
traditional INS is merely replaced by the vehicle model,
after doing necessary modifications in the KF. A model-
aided INS utilizing both external velocity measurements
and model output is subject to ongoing research. Note
that the integration of a vehicle model in the navigation
system does not require any additional instrumentation.
A more detailed outline of the navigation systems is
shown in Figure 3, differing only in the velocity aiding.
This is illustrated with a switch. The traditional INS
with DVL serves as the basis when later evaluating the
traditional and model-aided INS in Section 5.

3.3 Measurement and Process Equation

A DVL measures the vehicle velocity relative to the
bottom, hence it is unaffected by the current. In con-
trast, the translational velocity calculated by the vehicle
model is relative to the water. Consequently, in order to
better make use of this velocity estimate for navigation
purposes, the current must be accounted for.

In accordance to Figure 2 and conventional KF nota-
tion, the general input to the KF is given as

δzk = zk − žk, (9)

where the accent (̌·) denotes a calculated variable, in
this case from the INS. For the velocity we then get

δzvel = zvel − žvel, (10)
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INS KF

Vehicle model
Velocity

measurements

Control

Compass

Pressure
sensor

Position
measurements

Velocity
−

Attitude
−

Depth
−

Position

Reset Current

−

Smoothing

Estimates

Figure 3: Block diagram of model-aided (and tradi-
tional) INS. Additional velocity measure-
ments are not included in this paper when
utilizing the output from the vehicle model,
and the other way around when using veloc-
ity measurements. This is illustrated with a
switch/selector. The position measurements
may be available often or only sporadically.

where the discrete time index k is dropped for simplicity.
As is standard for INS, the calculated velocity is žvel =
v̌l

eb, which ideally implies that zvel = ṽl
eb, where the

accent (̃·) denotes a measured quantity. In case of using
the output from the vehicle model this is not the case,
and the best we can to is to let

zvel := Řl
bv̌

b
wb + v̌l

ew, (11)

which after substitution in (10) yields the expression

δz = Řl
bv̌

b
wb + v̌l

ew − v̌l
eb. (12)

The variables v̌l
eb and Řl

b stem from the INS, v̌b
wb is

given by the vehicle model, and v̌l
ew can, for instance,

be calculated from empirical tide or current tables. If
the current was measured it could be used in place of
v̌l

ew. In this paper we assume that v̌l
ew = 0, which

is to say that our best a priori guess of the current is
zero. It does not mean that the true current is zero.
Since the model does not include the water-relative
velocity in heave as a state, this model output will be
assumed to be zero. The inclusion of a depth sensor in
the navigation system is presumed to compensate for
this simplification.

A true variable is given as the sum of its calculated
value and a corresponding error (similarly for a mea-
sured quantity), that is,

(·) = (̌·) + δ(·) or (·) = (̃·) + δ(·). (13)

Replacing the current velocity and the vehicle model
velocity in (12) with their errors and true values yields

δz = Řl
b(v

b
wb − δvb

wb) + (vl
ew − δvl

ew)− v̌l
eb, (14)

which after some manipulation and first order approxi-
mations leads to the final expression of the measurement
equation associated with the vehicle model

δzvel = δvl
eb − S(v̌l

eb)e
l
lb − Řl

bδvb
wb − δvl

ew, (15)

where the variable el
lb is a measure of the calculation

error in Řl
b (Gade, 1997). The variables in (15) are all

calculated by the INS or included in the KF process
equation. In this work, we assume that the vehicle
model output error δvb

wb can be modeled as white noise.
A more advanced error description is to be implemented
in further work. As for the current δvl

ew, it is modeled
as the sum of colored noise and white noise. The colored
noise is implemented as a 1. order Markov process driven
by white noise Gelb (1974). The vector entries of δvb

wb

are assumed uncorrelated. Similarly for δvl
ew. Finally

note that the KF estimate of δvl
ew is also an estimate

of the true current, since v̌l
ew = 0 by assumption, and

consequently, vl
ew = δvl

ew.

4 Experimental Setup

Navigation data collected by the field-deployed HUGIN
4500 AUV are used for evaluating the performance of
the model-aided INS proposed in Section 3. An overview
of vehicle particulars is given subsequently, followed by
a description of the conducted experiments.

4.1 Vehicle Specifications

The Kongsberg Maritime HUGIN 4500 is the latest
member of the HUGIN AUV family. Figure 4 shows a
picture from one of the sea-trials in September 2006.

The length of the vehicle is approximately 6.5 m and
the maximum diameter is 1 m. This gives a nominal
dry mass of 1950 kg. Designed for large depths and
long endurance, the vehicle can operate for 60-70 hours
at depths down to 4500 meters. The cruising speed of
the vehicle is about 3.7 knots or 1.9 m/s. The vehicle is
passively stable in roll and close to neutrally buoyant.

For propulsion, the vehicle is fitted with a single
three-bladed propeller. A cruciform tail configuration
with four identical control surfaces is used for maneuver-
ing. The vehicle can operate in either UUV (unmanned
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Figure 4: The HUGIN 4500 AUV during sea-trial.

underwater vehicle) or AUV mode. In AUV mode the
vehicle maneuvers without supervision, and indepen-
dently of the mother ship. In UUV mode the vehicle
operates near the mother ship, hence enabling real-time
supervision. The data used in this paper were collected
while operating in UUV mode.

HUGIN 4500 is equipped with a traditional aided
INS. Some IMU specifications are listed in Table 2. In
UUV mode the surface ship tracks the submersible with
an ultra short baseline acoustic position system (USBL).
By combining DGPS with USBL, a global position esti-
mate can be obtained, which is then transmitted to the
AUV. Additional navigation sensors include compass,
pressure sensor, and Doppler velocity log (DVL). Pri-
mary aiding sensors and some of their specifications are
listed in Table 3. A schematic outline of the integrated
navigation system is shown in Figure 3. Readers are
referred to Gade (2004); Jalving et al. (2003a,b) for
additional information on the navigation system and
navigation system accuracy.

4.2 Experimental Description

During September and October 2006, several sea-trials
were conducted with the HUGIN 4500 in the vicinity of
59◦ 29’ N, 10◦ 28’ E, in the Oslo-fjord, Norway. More
than 60 hours of data were collected, of which roughly
3 hours are utilized in this paper. The test area and
the horizontal vehicle trajectory are shown in Figure
5. The vehicle followed a standard lawn-mover pattern,
typical for a survey AUV like the HUGIN 4500. Dur-
ing the entire run the vehicle was kept at a close to
constant depth at 140 meters. Note that no parts of
the experimental data used herein were used during the
development process of the vehicle model.

4.3 Data Post-Processing

The raw data collected by the HUGIN 4500 were post-
processed before being utilized in this paper. The first
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Figure 5: Test area and outlier-filtered HUGIN position
measurements, logged topside at 1/3 Hz. The
square shows the start position.

steps involved wild-point filtering of the position mea-
surements. The HUGIN navigation system then re-
processed the data to get real-time estimates from the
KF (this is done using a true copy of the at-sea nav-
igation system). The data were finally smoothed to
enhance accuracy. All these steps were done using
NavLab (Gade, 2004) and without generating any ar-
tificial data. The accuracy of the smoothed vehicle
position was estimated to be 0.75 meters (1σ) north
and east. The experimentally proven accuracy of the
navigation system is thoroughly discussed in Section
5.2.2 of Gade (2004). The smoothed data collected
with the vehicle configuration described in Section 4.1
serve as the basis for evaluating the performance of the
traditional and model-aided INS. NavLab is also used
during the evaluation process in Section 5.

5 Experimental Evaluation

This section evaluates the performance of the model-
aided INS discussed in Section 3. The performance is
compared to the traditional aided INS. With exception
of the tuning parameters associated with the vehicle
model, all the KF parameters are identical. Depth sen-
sor and compass are always included as aiding sensors.
The compass is however given a large covariance and is
consequently weighted insignificantly in the KF. The
position measurements are available either as logged
topside at about 1/3 Hz, or as received onboard the
AUV at about 1/30 Hz. External velocity measure-
ments are absent. The position error is taken as the
difference between the local position in the basis data
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Table 2: IMU specifications
Model Gyro Technology Gyro Bias Accelerometer Bias

IXSEA IMU90 Fiber optic ±0.05◦/h ±500 µg

Table 3: Primary navigation aiding sensors
Variable Sensor Precision Rate

Position Kongsberg HiPAP Range, Angle: < 20 cm, 0.12◦ Varying*
Velocity RDI WHN 300 ±0.4%± 0.2 cm/s 1Hz
Pressure Paroscientific 0.01 % full scale 1Hz

* Approximately 1/3 Hz. In real-time position updates are received at about
1/30 Hz, from the surface vessel via an acoustic link.

and the local position estimated by the navigation sys-
tem under consideration. The navigation systems are
evaluated according to the following two cases:

5.0.1 Topside position fix with dropout

The scenario is best illustrated in Figure 6(a), where the
vehicle starts at the same initial position as the basis
data. The real-time KF receives position measurements
at topside rate for about 83 minutes. The position aid-
ing is then disabled for 30 minutes, before again being
enabled for the remaining of the survey. This experi-
ment was done in order to evaluate the performance
of the two systems in the case position measurements
become unavailable.

5.0.2 Onboard position fix

Similar scenario as before, but with position measure-
ments being available at onboard (AUV-side) rate, and
with no extraordinary dropouts. The position fix up-
date rates for the entire run are shown in Figure 7(a).
This experiment was done in order to evaluate the per-
formance of the two navigation systems in the case
were position measurements are available at a reduced
frequency.

5.1 Navigation Performance - Case 1

During the first and last part of the survey, the model-
aided INS and the traditional INS are found to perform
comparably in terms of calculated position errors. The
position uncertainties estimated by the model-aided
INS are slightly lower however, and less jagged. For
the part without position aiding, the traditional INS
breaks down quickly, as can be seen in Figure 6(b) where
the maximum Euclidian norm of the position error is
close to 700 meters. The model-aided INS continues
to perform excellent, and the maximum norm of the
position error is 6 meters. From Figure 6(d) this can
be seen to be well within the estimated one standard
deviation (1σ). The median of the estimated north

and east position uncertainties are 1.2 meters. The
estimated trajectory is shown in Figure 6(c), closely
following the basis data. Overall the model-aided INS
performs excellent, and superior to the traditional INS.
Note that the navigation accuracy obtained during time
slots without position aiding is limited to the accuracy of
the KF estimated current. If the current does not vary
significantly throughout the time period where position
measurements are absent, the navigation accuracy will
remain good.

5.2 Navigation Performance - Case 2

As can be seen in Figure 7(b), the two navigation sys-
tems provide very different estimates of the position
uncertainties. A similar behavior was also observed
when using position measurements at topside rate. The
position uncertainties estimated by the model-aided
INS are clearly lower, and they appear more reliable.
The estimates are also much smoother. The beneficial
effect of including the vehicle model for aiding the INS is
apparent in Figure 7(c), where the tallest spikes for the
traditional INS correspond to approximately 60 seconds
since receiving the preceding position measurement.

In terms of position errors the model-aided INS again
performs excellent, and well within one standard devia-
tion (1σ) as seen in Figure 7(d). The traditional INS
also performs acceptable in terms of position errors,
and comparable to the model-aided INS when the po-
sition measurements appear frequently. As mentioned
earlier, the drift without external position or velocity
aiding is not linear, and the performance of the tradi-
tional INS worsens when the position update frequency
changes from 1/30 Hz to 1/60 Hz. We conclude that the
model-aided INS performs better than the traditional
INS during time periods without position aiding, and it
provides better error covariance estimates throughout.
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Figure 6: Traditional and model-aided INS evaluated according to case 1: (a) The red (solid) trajectory serves as
basis for evaluating the navigation systems. The red square shows the initial position used in the KF.
The blue (o) data show wild-point filtered position measurements logged topside. The segment without
position measurements corresponds to 30 minutes. (b) Real-time navigation solution obtained with
traditional INS shown in green (dashed). Other data as before. The system shows poor performance
without position measurements. (c) Real-time navigation solution obtained with model-aided INS
shown in green (dashed). Other data as before. The system shows excellent performance, also without
position measurements. The circles (red) indicate 75 and 125 minutes into the run. (d) The true
position errors (assuming basis is correct) for the model-aided INS in north and east are shown in
blue (solid). The corresponding estimated real-time KF position uncertainties (1σ) are shown in green
(dashed).
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Figure 7: Traditional and model-aided INS evaluated according to case 2: (a) The blue (solid) line shows the
time between position measurements, as received by the AUV. The basis trajectory is the same as in
Figure 6(a). The circles indicate 54 and 72 minutes into the run. (b) The estimated real-time position
uncertainties (1σ) for the model-aided INS are shown in green (dashed). The estimated real-time
position uncertainties (1σ) for the traditional INS are shown in blue (solid). (c) Magnified version
of Figure 7(b). The model-aided INS provides smoother estimates than the traditional INS. (d) The
estimated real-time position uncertainties (1σ) for the model-aided INS are shown in green (dashed).
The true position errors (assuming basis is correct) for the model-aided INS in north and east shown
in blue (solid).
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6 Conclusions and Further Work

This paper reports the development of a model-aided
INS for underwater vehicle navigation. The navigation
system is novel in that accurate knowledge of the vehicle
dynamics is utilized for aiding the INS, and the naviga-
tion performance is experimentally evaluated using real
AUV data. It is found that the error in the model-aided
INS position estimate is significantly lower than that
of the traditional INS throughout time segments where
position and velocity measurements are absent. The
model-aided INS also performs equally good or better
than the traditional INS in cases with regular position
updates, and the difference in performance increases
with decreasing position update rate. The experimental
results demonstrate that with merely an addition of
software and no added instrumentation, it is possible to
considerably improve the accuracy and robustness of an
INS by utilizing the output from a kinetic vehicle model.
To the best of our knowledge, the presented results are
the first report on the implementation and experimental
evaluation of model-aided INS for underwater vehicle
navigation. The conclusion has an important practical
consequence, and the proposed approach shows promise
to improve underwater navigation capabilities both for
systems lacking disparate velocity measurements, and
for systems where the need for redundancy and integrity
is important.

6.1 Further Work

A more advanced error description of the vehicle model
output may be implemented, and observability condi-
tions for the vehicle model error and the sea current
should be investigated. A model-aided INS utilizing
both external velocity measurements and vehicle model
output is of great practical interest, and should be
implemented. This is subject to ongoing research.
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