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Abstract: To meet the growth of real-time and mul-

timedia traffic, the next generation of satellite networks

with a guarantee of quality of service (QoS) is indeed, ur-

gent. In this paper, we support the multi-layered satellite

network as the scenario, owing to dynamic topology and

distinct classification of the generated traffics. We map

the satellite network system into a tandem queuing model,

which the purpose is devoted to use a mathematical tool for

evaluating the performance bounds of per-flow end-to-end

networks. For delay-sensitive traffics, we compare two dif-

ferent arrival models–Poisson process and self-similar pro-

cess. Meanwhile, we apply traditional scheduling strategy

to MEO nodes while considering link impairment between

a pair of satellites. Finally, we analyze, in a numerically

way, which parameters (and how they) influence the per-

flow end-to-end performance bounds. Our analysis can be

used as a reference to China’s future satellite topology and

routing algorithms designed and, optimization given a net-

work with performance requirements and constraints.

Key words: quality of service, multi-layered satellite

network, tandem queue model, transmission path.

I. Introduction

With the widespread adoption of multimedia applica-

tions in the Internet, how to guarantee quality of service

(QoS) for those applications has become a urgent issue

in the current research. However, the restriction of geog-

raphy and technical makes traditional terrestrial wireless

network difficult to satisfy users demands. In some par-

ticular areas, like islands and isolated mountainous, may

not easily deploy adequate infrastructure, even worse in

the disasters. Given the advantages of significantly wide

coverage and flexible deployment and networking, satellite

network plays an essential role in providing better service

and worldwide communication environments.

Recently, according to the altitude of orbits, satel-

lites are classified into Geostationary Earth Orbit (GEO)

satellites, Medium Earth Orbit (MEO) satellites and Low

Earth Orbit (LEO) satellites. Combining to GEO satel-

lite, LEO and MEO satellite networks have overwhelming

advantages, such as small signal attenuation and shorter

round trip delays. They are more suitable for real-time

service [1]. But there is a case with some delay-sensitive

traffics, if the arrival traffics is long distance traffic (LDT)

at the LEO layer, because of the increase of hops of the

inter-satellite transmission, it will occur congestion easily,

higher queueing delay and packet loss [2]. When MEO is

regarded as relay node, it will help business flow reducing

the exchange of nodes and processing delay. Therefore,

the overall network performance, a Multi-Layered Satel-

lite Network (MLSN) has much better than these orbits

individually.

Several factors can be found to account for the per-

formance of the MLSN. Apparently, uncertainties and

time variances in the spatial environment may be liable

to cause various forms of end-to-end performance degra-

dation such as random changes in service properties and

space magnetic storms. Under such circumstance, it can

generate the impaction of whether the traffics can send

successfully. Besides that, the link of a pair of satellites

will occur congestion while satellites above hot spot areas

are aggregated a huge amount of traffic. Meanwhile, mul-

tiple data flows will compete for satellite service resources

simultaneously, so that the performance of target flow will

be influenced to some extent. Particularly, it is attractive

for real-time applications to need a short delay. Thus, on

the one hand, it is essential to establish a realistic traffic

model for real-time traffics. On the other hand, how to

optimize the transmission path and improve the QoS is a

pressing problem.

Among existing analysis tools, queueing theory has

been proved to be a useful method to deal with traffic

model problems in satellite networks. [3] analyzes packet

delivery delay in multi-layered satellite networks based

on M/M/1 model; [4] employs the stochastic Petri net

to evaluate the performance of the double-layered satel-

lite network, but those scheme can lead complex network

topologies and heavy traffic load; To avoid traffic conges-

tion, a routing strategy is proposed in [5] to balance the

traffic load by using a traffic distribution model. Through

these efforts, the satellite network model has been simpli-

fied to some extent. Additional research efforts focus on

the optimization and design of routing algorithms to meet

the QoS requirement for delay and other performances. In
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the [2], [6], a new topological and routing protocol is pro-

posed to evaluate the performance of long-distance traffic;

[1] proposes a novel adaptive routing protocol for quality

of service (ARPQ) in two-layered satellite network which

improves the system performance for delay-sensitive traf-

fic; And in the [7], a unified mathematical framework is

proposed to analyze the relationship between network ca-

pacity and associated parameters. However, no analytical

research considers the end-to-end backlog bound for per-

flow and on which parameters (and how they) directly

influence the network performances in MLSN.

To better optimize the satellite network performance

and improve the data utilization, an effective way to meet

the QoS demand is particularly urgent as the current

queuing theory can hardly describe the stochastic behav-

ior of a real satellite network.

Network Calculus (NC) is a new mathematical tool

for quantitative performance analysis of computer net-

works. Based on min-plus algebra and max-plus alge-

bra, this theory is expected to transform a complex net-

work system into an analytically tractable system. The

NC concept, originally proposed two decades ago [8, 9],

has evolved into two branches: Deterministic Network

Calculus (DNC) [10] and Stochastic Network Calculus

(SNC)[11, 12]. Of them, the former mainly focuses on

the worst case and cannot address the statistical nature

of traffic flow. To tackle this challenge, the latter in-

troduces the probability knowledge into DNC, and thus

expands the application of network calculus from deter-

ministic problems to stochastic problems. It can better

provide stochastic QoS guarantee to network.

SNC has been widely used to analyze the performance

of networks and channels, such as packet switching net-

work [13], LTE network [14], high-speed railway commu-

nication network [15], Gilbert-Elliott (G-E) channel [16],

Rayleigh fading channel [17], finite Markov-chain chan-

nel [18], MIMO wireless channel [19, 20], and cognitive

radio network [21]. To our knowledge, this is the first

work to apply SNC to evaluate the end-to-end perfor-

mances of MLSN. In this paper, based on the analysis of

the MLSN satellite network architecture, the network sys-

tem is mapped into a tandem queuing system. Accord-

ing to consider the characteristic of spatial traffic flow,

we establish a stochastic arrival curve by comparing two

different arrival model. Also, we choose the latency-rate

scheduling algorithm to provide the MEO nodes services

with the impairment of the channel. It aims to build

a stochastic service curve. Clearly, the end-to-end per-

formance bounds can be obtained by combining the first

two curves with the basic features of SNC. Finally, the nu-

merical analysis shows that this tool can clearly depict the

functional relations between these parameters and perfor-

mance bounds. This paper is just to provide a reference

for the design and optimization of topological structure

and routing algorithms in the future satellite network.

The rest of this paper is organized as follows. Section

II maps the multi-layered network system into tandem

queue model and presents a description of the channel

model.The basic knowledge of SNC is introduced in Sec-

tion III, including a stochastic arrival curve and stochas-

tic service curve. In Section IV that combine the first

two curves with min-plus algebra to derive probabilistic

performance bounds, such as end-to-end delay bound and

end-to-end backlog bound and so on. Numerical results

are discussed in Section V. Finally, Section VI makes a

conclusion of the whole paper.

II. System Model

2.1 Multi-Layered Satellite Network (MLSN)

In the Fig.1, the MLSN, including a MEO layer and

a LEO layer, is illustrated.

User-terminalsUser-terminals User-terminalsUser-terminals

LEO Layer

MEO Layer
            ISL(Inter-Satellite Link)

           ILL(Inter-Layered Link)

       UDL(User Data Link)

Fig.1. The multi-layered network system

ISL (Inter-Satellite Link): Data can be transmitted at

the same layer through ISL. Each satellite is connected

with its neighboring nodes via four ISLs, including intra-

orbit links and inter-orbit links. The two satellites in an

intra-orbit link are on the same orbit plane, while the two

satellites in an inter-orbit link are in different orbits.

ILL (Inter-Layered Link): ILLs are the links connect-

ing the satellites in different layers. The ILL between

a LEO satellite and a MEO satellite can be established

when the former enters the latter’s coverage, otherwise,

switched out. Through ILL, different types of data flows

can be transferred between LEO satellites and MEO satel-

lites. The link between source node and terminal node

must go through one or more end-to-end nodes for data

retransmission, whose number, in our view, equals the

hop counts[22].

GSL (Ground-Satellite Link): The terrestrial users

transmit messages to LEO through the ground-satellite

Links.

In this paper, main consideration is given to the satel-

lite network between LEO and MEO layers, except for
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GSL. The combination of these two layers realizes wire-

less global coverage, as well as full LEO satellites coverage

by MEO satellites. In such a context, we shall guaran-

tee the QoS of this satellite network, whose end-to-end

performance shall be achieved through links and reliable

connectivity.

LEO 1

LEO 2

LEO n

MEO 1 MEO 2Channel MEO NChannel LEO

Service Service
Service

Through Flow

Cross Flow

(a)

(b)

Cross Flow

Through 

Flow

Fig.2. System model

Although the MLSN under the current research can

provide a lot of network resources, traffic congestion still

exists in hot spots [23]. To balance the traffic load, as

shown in Fig. 2(a), we assume that one LEO satellite can

only be linked to one MEO satellite, and that a group of

LEO satellites covered by a MEO satellite can directly

transfer the generated data flows to the served MEO,

where multiple data flows will meet. Here we take no

account of link switching and routing. After receiving the

aggregated flows, the MEO satellite will send information

to terminal node through one or more hops. Between ev-

ery pair of MEO satellites, there is a wireless channel.

In the Fig. 2(b), we map the above satellite architec-

ture into a tandem queuing model. The data flows arriv-

ing here can be divided into two types: target flow and

cross flow. The former is the flow extending from source

node to the destination, while the latter is the aggregated

flow from other LEO satellite nodes except target flow,

and may seriously impact the propagation delay of target

flow. The target flow leaving from the source node will

pass through multiple nodes before finally arriving at the

destination. But beyond that, the arrival and departure

of a cross flow can be found in every queue. For the arriv-

ing flows, we store them in the corresponding buffer and

output them in a first-in-first-out (FIFO) manner. Then

a specific scheduling algorithm is provided at the nodes

until the flows are successfully transferred to the terminal.

We assume that the buffer capacity is infinite so that no

overflow exists.

Generally speaking, both the arrival and service pro-

cesses of an arriving flow are stochastic, so traditional

queuing theory can no longer deal with such stochastic

performance. Therefore, we apply the SNC in the paper.

2.2 Gilbert-Elliott channel model

A satellite channel consists of three main components:

transmitting antenna, receiving antenna, and propaga-

tion channel. The transmitting antenna sends mass data

to the receiving antenna via a wireless satellite channel.

The main influencing factor of channel fading is free space

loss [24]. In this paper, For the satellite channel, we de-

scribe the impairment process as Rayleigh fading channel

with a fixed threshold ξ. When the channel is in fading

state, the traffic can’t be successfully transmitted to the

receiver,i.e., |h(t)| ≤ ξ, otherwise successful at a constant

rate, i.e., |h(t)| > ξ,where |h(t)| is the envelope process

with a Rayleigh probability distribution function and the

phase being uniform over [0, 2π). To describe the fading

channel more correctly, we have mapped it into Gilbert-

Elliott (G-E) channel model, as shown in the Fig.3.

ON OFF

η

ζ

Fig.3. Two-state Channel Model

A continuous-time G-E Markov Chain model has two

states: ON and OFF, then a peak service rate can be

achieved when the model is in good condition. That is,

with the channel ON, the workload is processed at the

rate of Ron, and the transition rate from OFF to ON is

ζ. Likewise, the transition rate from ON to OFF is η.

So, the generated matrix Q for GE channel chain can be

given as [16],

Q =

(
−ζ ζ

η −η

)
(1)

If the Rayleigh fading channel has an exponential de-

cay rate κ, then, we must have η + ζ = κ . Through the

relationship, we can determine ζ and η as

ζ = κe−ξ
2

, η = κ(1− e−ξ
2

) (2)

Consequently the average transmission rate R is:

R =
1

2θ
(

√
(ζ − η +Ronθ)

2
+ 4ζη−ζ − η +Ronθ). (3)

where θ > 0 is a free parameter.

III. Stochastic Network Calculus

As a basis, SNC contains three processes: the ar-

rival process, service process and departure process in the

queuing model, where can be modeled as a traffic model
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and service model from the first two processes. There

are two basic tools including arrival curve and service

curve. Arrival curve can be regarded as a constraint to

the behaviour of traffic flow, in addition, service curve is

an abstract description of service strategy and scheduling

strategy, which is exactly provided service lower bound to

meet the business QoS requirements, both of curves with

min-plus algebra derive probabilistic performance bounds:

delay and backlog.

In this paper, we use a series of processes to model an

assumed lossless network. Cumulative functions A(t) and

D(t) represent the data arrival and departure processes

respectively. Of them, A(s, t) is defined as the amount

of arriving data accumulated in the period (s, t], while

D(s, t) is the amount of arriving data departing from the

receiver in the period (s, t]. We assume that arrival and

service are stationary random processes that are statis-

tically independent. Therefore, A(s, t) =A(t)−A(s) and

D(s, t) =D(t)−D(s). A(t) and D(t) are non-negative and

increasing on t, and A(t, t) = 0,D(t, t) = 0,∀A(t), D(t) ∈
F , t ≥ 0[25].

3.1 Basic Knowledge

In SNC, there are several different categories in the

definition of stochastic arrival curve and stochastic service

curve. In this paper, we mainly apply the v.b.c. Stochas-

tic Arrival Curve and Weak Stochastic Service Curve.

Definitions are as follows:

Definition 1 (v.b.c. Stochastic Arrival Curve) A

flow denoted by A(t)∼vb < f, α > has a v.b.c. stochastic

arrival curve α ∈ F with a boundary function f ∈ F̄ , if

for all t > 0 and all x > 0 there has

P{ sup
0≤s≤t

{A(s, t)− α(t− s)}} ≤ f(x).

where F is non-negative increasing function and F̄ is

non-negative non-increasing function.

Definition 2 (Weak Stochastic Service Curve) A

system S denoted by S∼wb < g, β > has a weak stochastic

service curve β ∈ F with a boundary function g ∈ F̄ , if

for all t > 0 and all x > 0 there has

P{ sup
0≤s≤t

{A⊗ β(s)−D(s) >x}} ≤ f(x).

Now we introduce the formula of min-plus

convolution:A⊗B(x) = inf
0≤x≤y

[A(x) +B(y − x)].

The following basic properties are an essential part

within our work, presented in[26, 27].

Theorem 1 (Superposition Property) Consider

the aggregation of N arriving flows with Ai(t),i =

1, 2, ..., N . We denote the aggregate arrival process Ai(t),

or A(t) =
N∑
i=1

Ai(t). If ∀i, Ai∼vb < fi, αi >, then

A(t)∼vb < f, α >, where f(x) = f1 ⊗ . . . ⊗ fN (x),α(t) =

N∑
i=1

αi(t).

Theorem 2 (Concatenation Property) Regard as

a flow through N tandem nodes one by one in a sin-

gle tandem queue. Each node i, i = 1, 2, ..., N has a

stochastic service curve Si∼wb < gi, βi >. The over-

all stochastic service curve obtained by multiple nodes

is S∼wb < g, β >, where β(t) = β1 ⊗ β2 ⊗ . . .⊗ βN (t).

Theorem 3 (Per-flow Service Property) Suppose

the aggregated arriving flow A is composed of two data

flows C target flow A1 and cross flow A2. The system pro-

vides the aggregated flow A with a stochastic service curve

S∼wb < g, β >.If A2∼vb < f2, α2 >, β1 ∈ F ,then A1 can

obtain the stochastic service curve S2∼wb < g1, β1 >,

where β1 = β(t)− α2(t), g1(x) = g ⊗ f2(x).

Theorem 4 (Delay Bound) If for all t > 0 and all

x > 0, the service of network element provides stochas-

tic service curve S∼wb < g, β > and the arrival flow has

v.b.c. stochastic arrival curve A(t)∼vb < f, α >. The

delay bound D(t) is denoted by

P{D(t) > h(α+ x, β)} ≤ f ⊗ g(x).

where h(α, β) = sup
s≥0
{inf{τ ≥ 0, α(s) ≤ β(s + τ)}} de-

notes the maximum horizontal distance between the two

function α(t) and β(t).

Theorem 5 (Backlog Bound) If for all t > 0 and all

x > 0,service of network element provides stochastic ser-

vice curve S∼wb < g, β > and the arrival flow has v.b.c.

stochastic arrival curve A(t)∼vb < f, α >, then the back-

log bound B (t) is denoted by

P{B(t) > v(α+ x, β)} ≤ f ⊗ g(x)

where v(α, β) = sup
s≥0
{α(s)−β(s)} ≡ α� β(0) denotes the

maximum vertical distance between the two function α(t)

and β(t).

In order to better apply SNC to multi-layered satel-

lite network and improve stochastic service guarantees,

the next section will introduce a specific stochastic arrival

curve and stochastic service curve to model the traffic ar-

rival and node service process.

3.2 Stochastic Arrival Curve

The next generation of satellite network system de-

signed to support multimedia application. This faces a

huge challenges to QoS guarantee, as different data flows

are expected to meet different performance demands. For

example, some real-time applications, such as voice and

video, require a low end-to-end delay; and some best-effort

traffics, such as email without any specific requirements.

Hence it is more and more important to establish differ-

ent arrival models according to different traffic flows and

to meet the QoS demand. In the previous studies, tradi-

tional traffic models were Poisson model and ON/OFF
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model. However, it is fully evidenced in massive cur-

rent studies that multimedia traffics are characterized by

bursty and long range dependence, which can be correctly

depicted by self-similarity model [28]. In this paper, we

consider the use of two arrival models, traditional Pois-

son model and self-similarity model, to describe the ar-

rival process in a real-time application, and then compare

their influences in the QoS performance analysis.

1)Poisson Process

The Poisson process, a classical model, is described in

the probability distribution of the number of events in per

unit interval. N(t), a stable and independent increment,

is the number of data arriving at a queuing system during

[0,t]. The counting process {N(t), t ≥ 0} can be regarded

as a Poisson process. If N(t) = 0, the Poisson distribution

function will be P{N(t) = k} =e(−λt)(λt)
k
/k!, where λ is

the mean arrival rate.

Theorem 6 (Poisson process) If the arrival process

Ai (t) of aggregated flow is given, the stochastic arrival

curve with violation probability ε can be expressed as:

an(t) ≈ Nλt+
√
Nλtln

1

4ε

Fig.4. The relation between the amount of traffic and aggregated

flows with the time

As shown in the Fig.4, we can determine the relations

about the amount of total traffic between time interval

and aggregation traffic numbers. By making some as-

sumptions such as time t ∈ [0, 1000]ms, the number of

aggregated flows N is from 1 to 100, and some fixed pa-

rameters are set, for example, arrival rate λ = 15Kb/ms,

and violation probability ε = 10−3. From the Fig.4, we

can observe that, the amount of arriving data will increase

sharply if N ≥ 20, but quite steadily if N < 20.

The v.b.c stochastic arrival curve for Poisson process

ai(t) with boundary function fi(x) is:

P{ sup
0≤s≤t

{Ai(s, t)− ai(t− s)}} ≤ afie−bfix (4)

Here: {
αi(t) = λit,

fi(x) = afie
−bfix.

where the average arrival rate λi = ρi
θ (eθσi − 1) + θ1,

αfi = e−θθ1 and bfi = θ. ρ is the packets arrival accord-

ing to Poisson process with mean rate, and σ is the packet

lengths, for ∀θ, θ1 > 0.

2)Self-Similarity Process

Fractional Brownian motion (FBM) is widely de-

scribed as a self-similarity service flow model of aggre-

gated flows with correlated Gaussian increments. It is

used to analyze the impact of long range dependence in

the network. Self-similarity parameter H is the only sim-

ilarity standard in the self-similarity process. In case of

H ∈ (0.5, 1), the self-similarity process will be long-range

dependent, and the standard form of FBM traffic in the

arrival process will be:

A(t) = mt+
√
σmZH(t).

where the average arrival rate of FBM m > 0, σ is the

coefficient of dispersion, ZH(t) is standard FBM process.

The v.b.c stochastic arrival curve for self-similar pro-

cess ai(t) with boundary function fi(x) is:

P{ sup
0≤s≤t

{Ai(s, t)−ai(t− s)}} ≤ afie−bfix
2(1−H)

. (5)

Here: {
αi(t) = mit+

√
σimit

H ,

fi(x) = afie
−bfix

2(1−H)

.

where αfi = e−θθ1 and bfi = θ, for ∀θ, θ1 > 0.

3.3 Stochastic Service Curve

We have developed the Latency-Rate (LR) Server, a

universal model, to analyze the traffic scheduling algo-

rithms in the broadband packet network. Some famous

scheduling algorithms, such as weighted fair queuing, Vir-

tualClock, self-clocked fair queuing, weighted round robin,

and deficit round robin, are all LR servers. To describe

the node service process, we use the LR server model

with a week stochastic service curve to describe the fea-

ture of node service β(t) = R(t − T ) , where T is the

maximum processing latency at the node and R is the

minimum service rate (depending upon the channel ca-

pacity). From this equation, the relation between for a

work-conserving constant rate server counting the effect

of packetization can be obtained, that is, T = L/R , where

L is the maximum packet size, and the boundary function

is g(x) =age
−bgx (ag = 1, bg = θ2).

According to Theorem 2 and Theorem 3, at the node

Ni of a MEO satellite, the weak stochastic service curve

βi is available for the target flow Ai aggregated with other
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cross flows. Thus we can obtain a new stochastic service

curve βi(t) and boundary function gi(x), which are:

βi(t) = βi(t)−αi(t),

gi(x) = fi ⊗ gi(x).

The stochastic service curve for MLSN system is:

P{A⊗ βi(t)−D(t) > x} ≤ αgie−bgix. (6)

Here: {
βi(t) = Ri(t− Ti),
gi(x) = agie

−bgix.

Now we begin to consider the relationship between the

service rate and the fading channel:

The fading channel is governed by Rayleigh fading

characteristic [29], as shown below:

y(t) = x(t)h(t) + n(t). (7)

where x(t) is input signal, y(t) is output signal of satellite

system at t, h(t) denotes the channel fading coefficient,

n(t) is complex additive white Gaussian noise (AWGN).

In the G-E channel model, the transmission rate Ron
as the channel is ON can be related to transmission power

in the following way:

Ron = W log2(1 +
Pξ2

NoW
). (8)

where W is the channel bandwidth, No/2 is noise power

spectral density; P is transmission power; and ξ is a fixed

threshold that maps the channel gain |h(t)| into transmis-

sion rate.

Then state of G-E channel model depends on channel

capacity C(t) and actual transmission rate Rc, which, in

turn, depends on AMC (adaptive modulation and coding)

in the channel. If Rc < C(t), the channel will be in the

ON state, where the transferred data can be received suc-

cessfully, otherwise, in the OFF state. With the channel

ON, the threshold ξ can be expressed as:

|h (t)| > ξ =

√
NoW

P
(2

R
W −1). (9)

The transmission rate Ron can be determined by the

fixed threshold in (8). For the signal-to-noise ratio γ,

there is γ = P/NOW . From the above equation, the ef-

fect of SNR on service rate R can be seen.

IV. Performance Analysis

In the previous chapter, we describe the arrival and

service processes of MLSN and obtain a stochastic arrival

curve and a stochastic service curve respectively. In this

chapter, we will analyze per-flow end-to-end performance

parameters.

Corollary 1 (End-to-end delay and backlog

bounds) The arriving flow is sent to a MEO node accord-

ing to a specific scheduling strategy, and then transferred

to N2, ..., Nnbefore arriving at the destination. This flow

is characterized by the stochastic arrival curve Ai∼vb <
fi, αi > and the stochastic service curve Si∼wb < gi, βi >.

So the end-to-end delay and backlog bounds can be ex-

pressed as:

P{Dend > h
(
α1 + x, βnet

)
} ≤ ⊗

1≤i≤n
[fi ⊗ gi (x) ],

P{Bend > v
(
α1 + x, βnet

)
} ≤ ⊗

1≤i≤n
[fi ⊗ gi (x) ].

where: βnet = β1 ⊗ (β2 − α2)⊗ . . . ⊗ (βN − αN )(t).

Now let’s derive from the boundary function in the

Poisson arrival process with the help of min-plus algebra.

At first, we consider two nodes:

β1 ⊗ (β2−α2)(t) = R1(t−T1)⊗ [R2(t−T2)−λ2t]
= inf

0≤s≤t
[(R1−R2+λ2)s+ (R2 − λ2)t− (R1T1+R2T2)].

It is clear that, only with the theory of R1 + λ2 ≥ R2,

sufficient service flows can be guaranteed and the best

results may be yielded. We use s = 0 to obtain the mini-

mum value:

β1 ⊗ (β2−α2)(t)⊗ (β3−α3)(t)

= inf
0≤s≤t

[(R2−λ2 −R3+λ3)s+(R3−λ3)t−
3∑
i=1

RiTi].

Next, we consider three nodes:

β1 ⊗ (β2−α2)(t)⊗ (β3−α3)(t)

= inf
0≤s≤t

[(R2−λ2 −R3+λ3)s+(R3−λ3)t−
3∑
i=1

RiTi].

When (R2 − λ2)t > (R3 − λ3)t, we set s = 0, thus:

β1 ⊗ (β2−α2)(t)⊗ (β3−α3)(t) = (R3−λ3)t−
3∑
i=1

RiTi.

When (R2 − λ2)t ≤ (R3 − λ3)t, we set s = 0, thus:

β1 ⊗ (β2−α2)(t)⊗ (β3−α3)(t) = (R2−λ2)t−
3∑
i=1

RiTi.

In this way, we can obtain the stochastic service curve

of the whole network:

βnet = inf
2≤i≤N

[(Ri−λi)t]−
N∑
i=1

RiTi. (10)

Similarly, we can obtain the stochastic service curve

in the self-similarity arrival process:

βnet = inf
2≤i≤N

[(Ri −mi)t−
√
σimit

Hi ]−
N∑
i=1

RiTi. (11)

With (10) or (11), apply βnet to Corollary 1, the max-

imum horizontal distance can be readily obtained.
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To analyze the boundary functions of the whole net-

work, we adopt the following lemma:

Lemma 1 For any positives ak, bk,(k = 1, ...,K)and

x > 0, the following equation is:

inf
x1+···xk=K

K∑
k=1

ake
−bkxk = e−

x
w

k∏
k=1

(akbkw)
1

bkw

where w =
K∑
k=1

1
bk

, the related content is given in[27].

With the lemma above, the boundary function can be

expressed as:

⊗
1≤i≤N

{fi⊗gi (x) } = ⊗
1≤i≤N

inf
0≤y≤x

{αfie−bfiy+αgie
−bgi (x−y)}

= ⊗
1≤i≤N

αie
−bix

=e−
x
w

N∏
i=1

(aibiw)
1

biw

where ai=(αfibfiwi)
1

bfi
wi ×(αgibgiwi)

1
bgi

wi , bi = 1
wi
, wi =

1
bfi

+ 1
bgi
, w =

N∑
i=1

1
bi

=
N∑
i=1

( 1
bfi

+ 1
bgi

).

Finally, we can derive the end-to-end delay and back-

log performance bounds from SNC.

If the arrival model is Poisson distribution, then:

(
P{Dend > h(α1 + x, inf

2≤i≤N
[(Ri−λi)t]−

N∑
i=1

RiTi)}

)
(
≤ e− x

w

N∏
i=1

(aibiw)
1

biw

)
(12)(

P{Bend > v(α1 + x, inf
2≤i≤N

[(Ri−λi)t]−
N∑
i=1

RiTi)}

)
(
≤ e− x

w

N∏
i=1

(aibiw)
1

biw

)
(13)

where a1 = λ1t, w =
N∑
i=1

1
bgi

.

If the arrival model is self-similarity, then:

P{Dend > h(α1 + x, inf
2≤i≤N

[
(Ri −mi) t−

√
σimit

Hi
]
−

N∑
i=1

RiTi)} ≤ ( ⊗
1≤i≤N

afie
−bfix

2(1−H)

)⊗ (e−
x
w

N∏
i=1

(agibgi)
1

bgi
w ).

(14)

P{Bend > v(α1 + x, inf
2≤i≤N

[
(Ri −mi) t−

√
σimit

Hi
]
−

N∑
i=1

RiTi)} ≤ ( ⊗
1≤i≤N

afie
−bfix

2(1−H)

)⊗ (e−
x
w

N∏
i=1

(agibgi)
1

bgi
w ).

(15)

where α1 = m1t+
√
σ1m1t

H1 , w =
N∑
i=1

1
bgi

.

Let the right side of (12),(13),(14)and(15) equal to vi-

olation probability ε, then:

When the arrival model is Poisson process:

dend =
NRT

R−λ
−
N( 1

bf
+ 1

bg
)

R−λ
× ln

ε

Nab( 1
bf

+ 1
bg

)
. (16)

bend = λt+NRT −N(
1

bf
+

1

bg
)× ln ε

Nab( 1
bf

+ 1
bg

)
. (17)

When the arrival model is self-similarity process:

dend ≈
[− ln ε

θ − θ1]
1

2(1−H) +NRT

R−m−
√
σm

. (18)

bend ≈ mt+
√
σmtH +NRT + [− ln ε

θ
− θ1]

1
2(1−H) . (19)

V. Numerical Analysis

In this chapter, we derive the numerical results of

per-flow end-to-end delay and backlog bounds in the

MLSN, while contrasting two different types of arrival

model: Poisson process and self-similar process. The con-

sequences are achieved based on the previous sections,

after discussion. Finally, we draw a conclusion that can

provide insights into the influence of different parameters

on QoS performances in the MLSN.

We use MATLAB simulation tool to implement ana-

lytical results. During the simulation, we set the following

fixed parameters at first: number of aggregated flows is

20; maximum packet size is 104 bytes; exponential decay

rate κ= 100; and θ, θ1 and θ2 , which can make the per-

formance bounds as tight as possible after being adjusted.

From the Fig.5, we can visually find that, in different

traffic models, the delay performance will become worse

as the number of nodes increases. That is, the more hops,

the greater influence on performance bounds. We also

examine the effect of delay bound and violation proba-

bility. Violation probability is defined as the probability

that the packet delay exceeds the stochastic delay bound.

Once the violation probability varies, the delay will in-

crease. When the traffic model is Poisson or self-similarity

process, the results are shown in Fig.5(a)or Fig.5(b) re-

spectively. It can be seen that, under the constraints

of the same parameters, the stochastic delay of Poisson

model is smaller than that of self-similarity traffic model.
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It is demonstrable that, for real-time communications,

the well-known Poisson model is more efficient than self-

similarity. In the real network, we can choose an efficient

path for a certain topological structure to achieve the best

performance.
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Fig.5. End-to-end delay bounds vary from the number of nodes and

different violation probability under SNR as γ = 25dB and the arrival

rate in different models m = ρ = 15Kb/ms

As shown in the Fig.6, in the self-similarity model, the

end-to-end delay bound increases with H parameter un-

der the condition of the self-similar model. When H rises

to 0.9, the delay bound will increase rapidly. It indicates

that the self-similar traffic model can reduce delay.

We first discuss the sub-graph in Fig.7. If the traffic

model is a Poisson process, the horizontal axis will repre-

sent the arrival rate from 0 to 45Kb/ms and the vertical

axis will indicate the end-to-end delay bound. Obviously,

the delay will increase rapidly when the arrival rate goes

up to 40Kb/ms, otherwise level off. It can be seen from

the Fig.7(a) that, in the future network design, the maxi-

mum arrival rate cannot exceed 40, or else excessive delay

will be resulted in to degrade the performance. Likewise,

from the Fig.7 (b), we can also observe that the change

in arrival rate influences the performance. The compari-

son between the two pictures shows that, the end-to-end

delay bound in the Poisson arrival process is lower than

that in the self-similar process.
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Fig.6. End-to-end delay bounds with the Hurst values under SNR

as γ = 25dB and the arrival rate of self-similar process m = 15Kb/ms
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(b)Self-similar process

Fig.7. End-to-End delay bounds vary from arrival rate and different

node numbers under SNR as γ = 25dB and the violation probability

ε = 10−3
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Fig.8. End-to-End delay bounds vary from different SNR and arrival

rate under the number of nodes N = 5 and the violation probability

ε = 10−3

In the Fig.8, the 3D relationships among SNR, arrival

rate and end-to-end delay bound are illustrated. We se-

lect several points from the picture for comparison. Obvi-

ously, as the SNR increases, the end-to-end delay bound

will decrease with arrival rate. This is because that, with

the increase of SNR, the satellite channel is more likely to

be in better condition. The comparison between Fig.8(a)

and Fig.8(b) shows that, an optimum delay bound can be

obtained through the trade off between SNR and arrival

rate under the Poisson constraint.

In the Fig.9, the impact of the number of nodes on

end-to-end backlog bound is illustrated. At first, we set

some fixed parameters: average arrival rate in Fig.9(a),

ρ = 15Kb/ms; and m = 15Kb/ms in Fig.9(b); and Hurst

parameter H = 0.5. Obviously, the end-to-end backlog

bound increases with the number of nodes. The compar-

ison between Fig.9(a) and Fig.9(b) shows that, the im-

pact of Poisson arrival process in Fig.9 (a) on backlog is

worse than that in Fig.9 (b). This is because that, in

the self-similar arrival process, the traffic is characterized

by bursty and instability, and the nodes need more ser-

vices to guarantee QoS. The final conclusion is that better

backlog can be brought by choosing the self-similar arrival

model and optimizing the number of nodes.

We can see from the Fig.10 that, the packet loss prob-

ability increases with time. After changing some parame-

ters, for example, changing the number of nodes N from 1

to 6 or the arrival rate (15Kb/ms, 25Kb/ms), the packet

loss probability will be P (Bend(t) >bmax),where the size

of fixed buffer (bmax) is bmax= 2000Kb. The Fig.10

shows that, if a given probability is reached, the number

of nodes shall be optimized in addition to the reduction of

arrival rate. Also, by considering both Fig.9 and Fig.10,

we learn that the success rate of data transmission can be

significantly improved when the arrival model is Poisson

model.
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(b)Self-similar process

Fig.9. End-to-End backlog bounds vary from time and node number

under SNR as γ = 25dB and the violation probabilityε = 10−3
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Fig.10. Loss probability vary from different arrival rate and node

number under SNR as γ = 25dB

VI. Conclusion

The main contribution of this paper is to use SNC to

analyze the per-flow end-to-end performance bounds in

the MLSN. In this paper, multiple data flows are aggre-

gated and then arrive at a MEO satellite. The arrival pro-

cess is simulated in two models: Poisson model and self-

similar model. In addition, appropriate LR scheduling

strategies are provided at the nodes. In the analysis, we

map a complex network structure into a tandem queuing

system, which, with SNC, is used to derive the functional

relations between end-to-end delay/backlog bounds and

other parameters. Finally, through numerical simulation,

we can see more clearly that some parameters such as the

violation probability, the number of nodes, SNR and ar-

rival rate, have an impact on these performance bounds.

The future improvement in this regard is to bring in sim-

ulation and numerical analysis for comparison, in order

to better verify the applicability of SNC in the MLSN.
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