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Abstract 12 

As Storm Tor struck the western coast of Norway, wind speeds and bridge deck accelerations along the 13 

Hardanger Bridge girder were recorded by the monitoring system installed on the bridge. Using 13.5 14 

hours of data, mean wind speed, turbulence intensities, gust factor, turbulence length scales, angle-of-15 

attack, and one-point and two-point turbulence spectra are studied using 10-minute stationary averaging 16 

intervals. Using the measured turbulence statistics as inputs, the buffeting response of the bridge deck 17 

is calculated in the frequency domain. The calculated response is compared with the measured response 18 

in terms of the root-mean-square (RMS) of acceleration and displacement components and the power 19 

spectral density of the acceleration response. Significant discrepancies are found in the case of the 20 

vertical response. Predicting the spectral response is found to be more difficult than predicting the RMS 21 

response, in particular for high-frequency responses. Considering the spanwise non-uniformity of 22 

turbulence statistics did not affect the predictions significantly. 23 

1. Introduction 24 

In Norway, Coastal Highway E39 lies along the western coast and connects Trondheim to Kristiansand 25 

in southern Norway, eventually reaching Aalborg in Denmark. Today, a drive on the 1100 km highway 26 

from Trondheim to Kristiansand is interrupted by seven ferries, which results in a travel time of 27 

approximately 21 hours. The western coast is the most economically active region of Norway, where 28 

the majority of export goods are transported along the E39 route. Therefore, it is desirable to decrease 29 

travel time by replacing the ferry connections with bridges or subsea tunnels. This would involve 30 

crossing seven fjords ranging between 1500 and 5000 meters wide and between 600 and 1500 meters 31 

deep; for this purpose, bridges of unmatched scale would have to be built. Feasibility studies concerning 32 

such large scale bridge projects are being conducted by the Norwegian Public Roads Administration 33 

(NPRA) (Ellevset and Skorpa 2011). The focus is mainly given to the largest crossings (Sognefjørden 34 

3.7 km, Bjørnafjørden 5 km). Different bridge concepts such as super long-span suspension bridges, 35 

multi-span suspension bridges with floating towers and pontoon bridges are being considered for the 36 

crossings. As the global demand for longer span cable-supported bridges grows, design of such 37 

structures against wind effects becomes increasingly important.  38 

 39 

Field measurements of mean wind speed and turbulence are indispensable in characterization of the 40 

wind turbulence field for design of long-span bridges against gusty wind action. Owing to the increasing 41 

number of measurement campaigns (Brownjohn et al. 1994; Cao et al. 2009; Cheynet et al. 2016; Choi 42 

1978; Cross et al. 2013; Hui et al. 2009a; b; Macdonald 2003; Miyata et al. 2002; Wang et al. 2017) 43 

and structural health monitoring projects with wind measurements (Wang et al. 2009, 2011, 2013, 2014; 44 

Xu 2013) around the world, more and more data on wind turbulence characteristics have been presented 45 

by researchers (Harstveit 1996; He et al. 2013; Hu and Ou 2013; Li et al. 2015; Peng et al. 2013). Such 46 

works provide valuable information on the general characteristics of the wind field (stationarity, 47 

homogeneity, and one-point and two-point statistics) at specific sites. Information regarding site-48 
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specific features, terrain effects and variability of the wind field are also beneficial in understanding the 49 

nature of gust loading on such structures (Pagnini and Solari 2002; Solari and Piccardo 2001). However, 50 

most of the listed studies concentrate on the Asia and Pacific with a focus on typhoon winds. Therefore, 51 

more data on the strong wind characteristics of European windstorms from relevant sites, such as 52 

Norwegian fjords, are required.  53 

 54 

Stochastic dynamic analysis of wind-induced vibrations of cable-supported bridges was first introduced 55 

by Davenport (1962) and then improved by Scanlan (1978) with the introduction of flutter derivatives 56 

in the description of self-excited forces (Scanlan and Tomko 1971). Today, a multimode coupled 57 

approach (Chen et al. 2001; Jain et al. 1996; Katsuchi et al. 1998; Øiseth et al. 2010; Xu et al. 2000) is 58 

commonly used, where analysis may be conducted in either the frequency or time domain. Analyses 59 

considering skew-winds (Kimura and Tanaka 1992; Wang et al. 2011; Xie et al. 1991; Xu et al. 2003; 60 

Xu and Zhu 2005a; Zhu and Xu 2005), full-bridge models (Xu et al. 2000) and spanwise non-uniform 61 

winds (Hu et al. 2017) were conducted by researchers. In recent years, non-stationary wind models have 62 

also been adopted by many (Chen et al. 2007; Chen 2015; Hu et al. 2013, 2017; McCullough et al. 63 

2014; Tao et al. 2017; Wang et al. 2016; Xu and Chen 2004). Despite analytical efforts, few attempts 64 

have been made toward validation of these methods using full-scale measurements (Bietry et al. 1995; 65 

Cheynet et al. 2016; Macdonald 2003; Park et al. 2012; Wang et al. 2011, 2013; Xu and Zhu 2005b). 66 

Although satisfactory predictions were obtained by some, significant discrepancies were also observed, 67 

especially in the case of complex terrain, where the wind is variable, nonstationary and not homogenous. 68 

Moreover, the amount of data used for comparison is in general limited, especially under strong winds. 69 

Clearly, more comparisons, preferably from strong wind recordings, are needed for a better 70 

understanding of the limits of such analyses and the uncertainty involved, as well as the sources of 71 

uncertainty.  72 

 73 

This paper concentrates on the strong wind characteristics and dynamic response of the Hardanger 74 

Bridge during a storm event. General information on wind conditions at the site and the bridge response 75 

were addressed in Fenerci et al. (2017), Fenerci and Øiseth (2017) and Fenerci and Øiseth (2016a; b). 76 

The wind speeds and accelerations at several locations along the bridge deck were measured by a dense 77 

sensor network. The wind turbulence statistics during the storm are presented using 10-sminute 78 

averaging intervals. Using the measured turbulence statistics, the wind field along the bridge is modeled 79 

separately for each interval, and the dynamic response is calculated accordingly. The measured and 80 

calculated dynamic responses are then compared, and the results are discussed.  81 

2. Hardanger Bridge and the monitoring system 82 

The Hardanger Bridge (HB) is currently the longest suspension bridge in Norway with a single span of 83 

1308 meters (Fig. 1). It is located in mountainous terrain in Norwegian fjords and is subjected to strong 84 

European windstorms. The unique wind exposure of the site and the slender deck of the bridge make it 85 

an attractive case study when investigating the wind-induced dynamic response of long-span suspension 86 

bridges in such complex terrain. For this reason, shortly after the bridge was opened to the public in 87 

2013, it was instrumented by a state-of-the-art monitoring system to measure wind velocities and 88 

accelerations along the girder. The system is comprised of 20 accelerations and 9 anemometers, where 89 

the data is transferred on the bridge by Wi-Fi and synced by GPS time. The sensor layout is shown in 90 

Fig. 2, and the coordinates of each sensor are listed in Table 1, where the origin of the coordinate system 91 

was taken as the midspan of the bridge. Detailed information on the HB and the workings of the 92 

monitoring system can be found in Fenerci and Øiseth (2017). 93 

 94 

 95 



 96 

Fig. 1. Panoramic view of the Hardanger Bridge toward the west (photograph by Aksel Fenerci/NTNU) 97 

 98 

 99 

 100 
 101 

Fig. 2. The sensor layout 102 

 103 

Table 1 104 
Sensor names and coordinates 105 

Wind sensors Accelerometers 

Name x (m) y (m) z (m) Name x (m) y (m) z (m) 
A1 460 7.25 0.3 H1E/H1W 480 6.33/-6.64 -8.38 

A2 280 7.25 3.2 H2W 360 -6.64 -6.41 

A3 240 7.25 3.9 H3E/H3W 240 6.33/-6.64 -4.45 

A4 200 7.25 4.6 H4E/H4W 120 6.33/-6.64 -2.48 

A5 180 7.25 4.9 H5E/H5W -7 6.33/-6.64 -0.4 

A6 -10 -7.25 8 H6E/H6W -120 6.33/-6.64 -2.25 

A7 -180 7.25 5.2 H7E/H7W -240 6.33/-6.64 -4.22 

A8 -420 7.25 1.2 H8E -360 6.33 -6.18 

A9 -655 4.5 140 H9E/H9W -480 6.33/-6.64 -8.15 

    T1E/T1W 655 4.5/-4.5 120.5 

    T2E/T2W -655 4.5/-4.5 120.5 

3. Storm Tor  106 

On 29-30th January 2016, a European windstorm struck the coastline of Norway, Scotland and northern 107 

parts of Ireland and England. The extratropical cyclone was named and referred to as “Storm Tor” by 108 

the Norwegian Meteorological Institute, “Storm Gertrude” by the UK Met Office and Met Eirann of 109 

Ireland and “Storm Marita” by the Free University of Berlin in Germany. It will be referred to as “Storm 110 

Tor” here, adopting the Norwegian name. This severe storm affected several regions along the 111 

Norwegian coast, such as Sør-Trondelag, Møre og Romsdal, Sogn og Fjordane and also Hordaland, 112 

where the HB is located. The highest mean wind speed recorded during the storm was 48.9 m/s in a 10-113 

minute averaging interval, and the highest measured gust was 61.7 m/s, both of which were recorded at 114 

a height of 75 m above ground at the Kråkenes Lighthouse in Møre og Romsdal. This was the highest 115 

wind speed officially recorded in Norway (Kristiansen et al. 2016). A public report by the Norwegian 116 

Meteoroligical Institute (2016) reported significant property damage (≈ 450 million NOK). Many 117 

regions were without power during the storm. The passage of the storm through the HB site has been 118 

successfully recorded by the HB monitoring system. The bridge was closed to traffic during most of the 119 

storm. Mean wind speeds of up to 30 m/s and wind gusts of up to 37 m/s were measured by the 120 

anemometers on the bridge, which were the highest recorded, during the first four-year period of the 121 

measurement campaign. Strong winds were recorded on both the 29th and 30th of January. However, in 122 

the rest of the paper, a continuous 13.5 hour period will be considered from 29th January at 12:00 (UTC 123 

time) until 30th January 1.30, where the highest wind speeds were recorded.  124 



4. Wind turbulence characteristics 125 

4.1. General 126 

The wind velocity data acquired through eight anemometers (A1-A8) located at the HB deck were used 127 

to study the wind characteristics of Storm Tor. All anemometers are attached to the hangers of the bridge 128 

at a height of 8 meters from the bridge girder to avoid the disturbance of the wind flow due to the bridge 129 

deck. It should be noted that the z-coordinates of the anemometers are not the same due to the curvature 130 

of the bridge. The wind data were initially sampled at 32 Hz in polar coordinates and then downsampled 131 

to 20 Hz to have a common sampling rate with the acceleration data. When studying wind turbulence 132 

characteristics relevant to the dynamic response of land-based structures, it is customary to decompose 133 

the wind speed to its mean and fluctuating components, considering a certain averaging interval. 134 

Depending on the region and nature of the wind, an averaging interval between 1 minute and 1 hour is 135 

generally adopted, where the wind flow is considered sufficiently stationary. Defining a new coordinate 136 

system aligned in the direction of the mean wind speed (U), three orthogonal fluctuating wind 137 

components, namely, the along-wind (u), cross-wind (v) and vertical (w) turbulences are defined. The 138 

three turbulence components are then assumed as zero-mean stationary Gaussian random processes.  139 

 140 

It is important that these assumptions be reasonably valid since the classical methods of wind induced 141 

response analysis of structures rely on these assumptions. Methods such as the run test or the reverse 142 

arrangement test (Bendat and Piersol 2000) were previously used on wind records to assess their 143 

stationarity (Cao et al. 2009, 2015; Tao et al. 2017). However, such methods provide an evaluation of 144 

randomness rather than stationarity and can be effective in highlighting underlying trends in wind 145 

records. A run test, following the work of Cao et al. (2015), was employed to assess the stationarity of 146 

10-minute wind time series (U (t) + u (t)) obtained from the eight anemometers along the HB span, and 147 

the results are shown in Fig. 3. The majority of the recordings failed the test at a 5% significance level 148 

using 30 segments per signal, and no reasonable pattern of nonstationarity could be extracted. It is also 149 

observed that the test is highly dependent on the segment size and does not provide objective means for 150 

evaluation of stationarity. Recent studies (Chen et al. 2007; Tao et al. 2017; Wang et al. 2016) also 151 

showed that when there is no abrupt change in the wind direction or speed in the considered averaging 152 

interval, the wind statistics obtained with stationary and nonstationary models do not vary significantly. 153 

It has been reported that the discrepancy is high in length scales and very low-frequency part of the 154 

along-wind turbulence spectra because these are sensitive to the slowly varying mean speed. It should 155 

be noted that such discrepancies are not important for the wind field model adopted here. Also, 156 

experience suggests that a 10-min averaging interval is appropriate to minimize such slowly varying 157 

components. Therefore, owing to its extensive use in practice and wind-resistant design codes, the 158 

traditional stationary wind model will be used in this study. Quantification of the uncertainty introduced 159 

by the nonstationarity of the wind time series on the wind statistics and response prediction requires a 160 

nonstationary analysis, which is considered out of scope for this paper, where the aim is to evaluate the 161 

performance of state-of-the-art methods. 162 

 163 

 164 
Fig. 3. Stationarity test on 10-minute recordings 165 

 166 



Probability distributions of turbulence components for a 10-minute recording are plotted along with a 167 

normal distribution fit to demonstrate the normality of the data (Fig. 4). It is seen that the distributions 168 

of u and w components agree reasonably well with the Gaussian distribution, where the v component 169 

does not, presumably due to the effect of the mountains on either side of the bridge.  170 

 171 

(a) (b)  (c)  172 

 173 
Fig. 4. Probability distributions of turbulence components for a 10-minute recording recoded on 174 

29/01/2016 between 18:40 and 18:50: (a) along-wind, (b) cross-wind and (c) vertical components 175 
     176 

4.2. Mean wind speed and direction 177 

The 10-minute mean wind speed during the storm is plotted in Fig. 5 using the data from the midspan 178 

sensor (A6). As is easily observed from the plot, the wind speed rapidly increased in the beginning of 179 

the storm and reached 20 m/s around 13.00. The strong winds were sustained until 23.00, where the 180 

wind speed decreased to approximately 10 m/s suddenly. In this ten-hour period, the wind speed was 181 

generally in the 20-25 m/s range, except for the one hour period between 18.00 and 19.00, where it 182 

reached its peak of approximately 30 m/s. Including the built-up phase and the end of the storm, a total 183 

of 13.5 hours of well-acquired data are considered to study the storm. The mean wind speed data are 184 

also plotted in Fig. 6 in a wind rose on the topographical map of the region to show the direction of the 185 

wind and the upwind topographical conditions. As shown in the figure, the storm winds were nearly 186 

perpendicular to the bridge longitudinal axis, where the wind direction was sustained during the storm. 187 

A contour plot was also generated using the data from all sensors to show the variation of the wind 188 

speed along the bridge span (Fig. 7). The data points are highlighted in the plot, where the contour was 189 

obtained using linear interpolation between points. In general, higher mean wind speeds were measured 190 

toward the south end of the bridge during the storm. Finally, the time histories of wind directions shown 191 

in Fig. 8 are plotted for three anemometers: one at the midspan (A6) and two at either end of the bridge 192 

span (A1 & A8). It is seen that the wind direction measured at A1 and A8 were very close to each other, 193 

where slightly more skewed winds were measured at the midspan sensor. 194 

 195 

 196 
Fig. 5. Mean wind speed at the midspan (sensor A6) 197 

 198 



 199 
Fig. 6. Wind rose plot of 10-minute mean wind speed at the midspan (m/s) (base map courtesy of 200 

©Kartverket, www.kartverket.no) 201 

 202 

 203 
Fig. 7. Contour plot of mean wind speed  204 

 205 

 206 

 207 
 208 

Fig. 8. Mean wind direction from anemometers A1, A6 and A8  209 

4.3. Gust wind speed and gust factor 210 

The gust wind speed is obtained by averaging the wind speed in a much shorter interval than the mean 211 

wind speed and is used to represent sudden changes in wind speed (gusts), which are more closely 212 

related to the dynamic response of structures (Cao et al. 2015; Holmes 2007; Krayer and Marshall 1992; 213 

Kwon and Kareem 2014; Shu et al. 2015). Typically, a gust averaging interval of 2-3 seconds is adopted 214 

to estimate the highest instantaneous wind speed. A gust factor is also commonly used to convert mean 215 

wind speed to gust wind speed, especially in the design of structures subjected to gusty winds. It can be 216 

written as 217 

 
maxt
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u
G

U
   (1) 218 



where ut is the gust speed averaged over gust interval t and UT is the mean wind speed with averaging 219 

interval T. The gust wind speed and the gust factor for the 10-minute recordings of Storm Tor were 220 

calculated using a 3-second gust averaging interval and presented in Fig. 9. In the figure, a running 10-221 

minute mean wind speed is also plotted on top of the gust speed to show the evolution of the 10-min 222 

mean wind speed. The maximum gust speed was around 37 m/s. The gust factor at the midspan is given 223 

in Fig. 10a. The gust factor seems sensitive to the stationarity of the signal. Typically, high gust factors 224 

were obtained when the wind speed or direction was changing rapidly; i.e., there is a profound trend in 225 

the time series. Discarding those, the gust factor was around 1.3-1.5 during the storm. A contour plot 226 

of the gust factor is also presented in Fig. 10b. The gust factor was in general larger at the north end of 227 

the bridge. 228 

 229 

 230 

 231 
 232 

Fig. 9. Gust wind speed with 10-minute moving mean wind speed at the midspan (sensor A6) 233 

 234 

(a) 235 

 236 
 237 

 238 

(b)  239 

 240 
 241 

Fig. 10. Gust factor (a) at the midspan and (b) contour plot 242 

 243 

 244 



4.4. Turbulence intensity  245 

Turbulence intensity is the ratio of the standard deviation of the turbulence components (σu, σv, σw) to 246 

the mean wind velocity (U), and it is of vital importance in predicting the dynamic response since it is 247 

a direct measure of the energy content of turbulence. Turbulence intensities for the three turbulence 248 

components (Iu, Iv, Iw) are given in Fig. 11a for the midspan and Fig. 11b-d for all sensors using contour 249 

plots. Similar to the gust factor, high turbulence intensities were associated with the non-stationary 250 

signals. During the sustained part of the storm, along-wind turbulence intensity (Iu) varied between 10-251 

20%, and vertical turbulence intensity (Iw) varied between 4-6%. Cross-wind turbulence intensity (Iv) 252 

was around 2%. The contour plots of turbulence intensities show a similar pattern to the gust factor 253 

(Fig. 10), with higher values toward the north. The ratio Iu:Iv:Iw between the turbulence intensities is 254 

calculated as 1:0.14:0.4 using the mean values (0.125:0.018:0.051). Only recordings above 15 m/s were 255 

considered not to include the severely non-stationary recordings. The relation between turbulence 256 

intensity and gust factor is given in Fig. 12 along with two empirical models (Choi 1983; Ishizaki 1983). 257 

The correlation between two statistical parameters are apparent, and the model by Ishizaki (1983) gives 258 

a good approximation of the data for this particular storm.  259 

 260 

(a)  261 

 262 

(b)  263 

 264 

(c)  265 

 266 



(d)  267 

 268 

Fig. 11. Turbulence intensity (a) at the midspan and contour plots: (b) Iu (c) Iv (d) Iw 269 

 270 

 271 
Fig. 12. Gust factor vs. along-wind turbulence intensity at the midspan 272 

4.5. Cross-correlation of u-w turbulence 273 

The one-point correlation of the u and w turbulence components is assessed through the cross 274 

correlation coefficient, given as 275 
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where 
uw denotes the cross-covariance of the turbulence components and ,u w  are the standard 277 

deviations. The cross-correlation coefficient will then assume a value between -1 and 1, and it relates 278 

to the vertical shear or energy loss of turbulence due to ground roughness. The cross-correlation 279 

coefficient of u and w components were calculated for all recordings, and they are presented in Fig. 13. 280 

It is observed that the correlation between the u and w components was in general positive, contradicting 281 

the theoretical consideration in flat homogenous terrain and the neutral boundary layer. The average 282 

cross-correlation coefficient was 0.067, where the corresponding cross-covariance was 0.17. 283 

 284 

 285 
Fig. 13. Cross-correlation coefficient of u and w turbulence components at the midspan 286 



4.6. Turbulence length scale 287 

The length scales of turbulence are the average length of turbulent eddies and hence give valuable 288 

information on the spectral content of the turbulence components. In the along-wind direction, three 289 

turbulence length scales (Lu, Lv, Lw) can be defined. If Taylor’s hypothesis of frozen turbulence is 290 

assumed valid, the length scales in the along-wind direction can be estimated using the time auto-291 

correlation of the turbulence components. The three length scales were calculated for the 10-minute 292 

recordings using the midspan sensor, and they are presented in Fig. 14 with recommendations of  ESDU 293 

(2001) and N400 (Norwegian bridge design handbook, Statens-Vegvesen 2009). The estimated length 294 

scales show immense variability between 10-minute recordings of the same storm, especially for the 295 

along-wind component, and the recommended values both by N400 (178:44:15 m) and ESDU 296 

(240:20:20 m) were in general much smaller compared to the calculated values. In this case, it should 297 

also be noted that since low frequency components in the turbulence recordings are of utmost 298 

importance in the calculation of the length scales, results are very sensitive to the signal stationarity and 299 

trends in the data. Since none of the recorded signals is strictly stationary, generally high values are 300 

obtained from measurements, with significant variability. This was also observed in the work of Tao et 301 

al. (2017), where a nonstationary analysis was carried out. Using average values, the Lu:Lv:Lw ratio was 302 

around 1:0.3:0.2 (539:168:104 meters). Consequently, for the terrain in consideration, the use of length 303 

scales with the stationary wind model should be avoided when possible due to the randomness in field 304 

data and its sensitivity to signal stationarity. 305 

 306 

(a)307 

 308 
(b) 309 

 310 



(c)311 

 312 
 313 

Fig. 14. Turbulence length scales: (a) along-wind (b) cross-wind and (c) vertical components 314 

 315 

Since a one-hour averaging interval is also commonly used in the calculation of length scales, one-hour 316 

length scales were also calculated for the sake of comparison. Considering only the strong wind part of 317 

the storm, length scales of 1900 meters and 138 meters were obtained in average for the along-wind 318 

and vertical turbulences, respectively. It is seen that the vertical length scales were more or less the 319 

same, but the along-wind length scales increased even more, where the variability in results persisted. 320 

This is due to the sensitivity of the auto-correlation function to the low-frequency components in the 321 

signals. Consequently, if there are slowly varying trends in the mean wind speed; it appears as a low-322 

frequency correlation in the auto-correlation function, resulting into high estimates of the along-wind 323 

integral length scale. The difference can easily be observed in Fig. 15, where the autocorrelation 324 

function estimate for a 1-hour recording is compared with the average of estimates for 10-minute 325 

segments. It is apparent that the auto-correlation function is much higher for the longer recording, due 326 

to nonstationary components in the signal and this is consistent throughout the storm. 327 

 328 

(a) (b)  329 

 330 

Fig. 15. The effect of averaging interval on the auto-correlation functions: (a) along-wind and (b) 331 

vertical turbulence 332 

4.7. Angle-of-attack 333 

The angle-of-attack is defined here as the angle between the mean wind velocity vector and the 334 

horizontal plane. For the 10-minute recordings, the angle-of-attack was calculated using the midspan 335 

anemometer data, and the results are presented in Fig. 16. It is seen that the wind velocity vector was 336 

consistently inclined around 2.5° upwards on average during the whole storm.  337 

 338 



339 
Fig. 16. The angle-of-attack  340 

4.8. One-point spectra of turbulence 341 

In wind-induced dynamic response prediction of long-span cable-supported bridges, the buffeting load 342 

on the structure is generally described by a cross-spectral density matrix, including one-point and two-343 

point statistics of the along-wind and vertical turbulence components. Therefore, a good representation 344 

of spectral characteristics of turbulence is crucial for accurate response prediction. The one-point auto 345 

and cross spectra of the u and w components at the midspan were calculated for all recordings above a 346 

mean wind speed of 15 m/s using Welch's (1967) averaged periodogram method with eight segments 347 

and 50% overlap. The spectra are shown in Fig. 17. The scatter in the data can immediately be observed 348 

despite the averaging of the periodogram estimates. The average spectra of all recordings are also shown 349 

in Fig. 17, along with several analytical spectra given by Kaimal et al. (1972), von Karman (1948), 350 

ESDU (2001) and N400 (Statens-Vegvesen 2009). It is seen that in the average sense, the analytical 351 

spectra were not successful in matching the measurement data, except for the von Karman u-spectrum.  352 

 353 

(a) (b)  354 

 355 

(c)   356 

Fig. 17. One-point spectra of turbulence at the midspan: (a) auto-spectra of along-wind turbulence, (b) 357 

auto-spectra of vertical turbulence and (c) cross-spectra of along-wind and vertical turbulences   358 

 359 



The turbulence spectra were also estimated using a one-hour averaging interval. In this case, six 360 

segments with 75% overlap was used to average the periodogram estimates. This resulted in an 361 

increased frequency resolution of 0.0003052 Hz. In return, the estimates have larger variance due to 362 

lower number of averaged segments. The estimates are shown in Fig. 18. It is seen that the vertical 363 

turbulence spectra remained almost unchanged, where the peak of the along-wind turbulence spectra 364 

was moved to lower frequencies. This also roots from the fact that the signals are nonstationary and 365 

accommodate slowly varying trends. Nevertheless, it should be stressed again that the wind field model 366 

used here will not be affected greatly from such trends since it is not strongly dependent on the length 367 

scale estimates or the very low-frequency part of the turbulence spectra. 368 

(a)   (b)  369 

(c)  370 

 371 

Fig. 18. One-point spectra of turbulence at the midspan using a one-hour averaging interval: (a) auto-372 

spectra of along-wind turbulence, (b) auto-spectra of vertical turbulence and (c) cross-spectra of along-373 

wind and vertical turbulences   374 

 375 

The measurement data also accommodate significant variability, making it difficult to deduce a single 376 

spectral expression for the entire storm. Therefore, a Kaimal-type expression (Kaimal et al. 1972; Solari 377 

and Piccardo 2001) was fitted in the least-squares sense to the estimated 10-min spectra. The parametric 378 

spectral formula is written as 379 

 380 
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 382 

where Au,w are the parameters to be fitted. In the expression, Su,w denote the auto-spectral densities, f 383 

denotes frequency in Hz and z denotes the height above ground (68 m for the midspan). An example fit 384 

is demonstrated in Fig. 19 with its 99% confidence intervals for a 10-min recording with 29 m/s mean 385 

wind velocity. The root-mean-square error (RMSE) values giving the standard error of the fit are also 386 

indicated in the figure. From visual observations and RMSE values, it can be stated that the fitted curves 387 

give a reasonable approximation of the measured spectra. It should be noted that the fit is made only 388 

for the part of the spectra up to 1 Hz, which is considered the important frequency range for dynamic 389 



response calculations; however, reasonable agreement with the data is observed also in the higher 390 

frequency range. 391 

 392 

(a) (b)  393 

 394 

Fig. 19. Fitting of the one-point spectra using Eqn. (3) using a 10-minute recording recoded on 395 

29/01/2016 between 18:40 and 18:50. (Au = 32.3, Aw = 2.42, RMSE = root-mean-squared-error, CI = 396 

confidence interval) (a) auto-spectra of along-wind turbulence, (b) auto-spectra of vertical turbulence 397 

 398 

The spectral parameters Au,w were then calculated for all 10-minute recordings. The results are presented 399 

for the midspan sensor in Fig. 20 and as contour plots in Fig. 21. 99% confidence intervals for the 400 

parameters are also shown in the figures using error bars. It is seen that the parameters showed variation 401 

between 10-minute recordings during the storm. The average values, which are also shown on the plots, 402 

were quite similar to the values of the Kaimal spectra. The parameter Aw was relatively more stable 403 

compared to Au during the storm. The Au was in general higher toward the south side, where Aw was 404 

consistently higher at the midspan of the bridge. 405 

 406 

(a) 407 

 408 
(b) 409 

 410 
 411 

Fig. 20. Spectral parameters at the midspan: (a) Au and (b) Aw (error bars show the 99% confidence 412 

intervals)  413 



 414 

(a)  415 

 416 

(b)  417 

 418 

Fig. 21. Contour plots of spectral parameters: (a) Au and (b) Aw 419 

 420 

The parameters Au,w were then plotted against the previously obtained integral length scales for the 421 

recordings with mean speed higher than 15 m/s (Fig. 22). An apparent correlation is observed in the 422 

case of the along-wind component, where the measurements show random scatter for the vertical 423 

component. 424 

 425 

(a) (b)  426 

 427 

Fig. 22. Spectral parameter vs. length scale: (a) along-wind turbulence and (b) vertical turbulence 428 

4.9. Normalized cross-spectra of turbulence 429 

In addition to the one-point statistics of turbulence, its spanwise correlation structure should be well 430 

defined for accurate prediction of the bridge dynamic response (Cheynet et al. 2016; Kristensen and 431 

Jensen 1979; Mann 2006; Toriumi et al. 2000). In the frequency domain, this is usually achieved with 432 

the help of a normalized cross-spectrum, which is essentially a frequency dependent cross-correlation 433 

coefficient. For two points along the bridge separated by a distance Δx, the normalized cross-spectral 434 

density is defined as 435 
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 437 

where Smn is the cross-spectral density of turbulence at two points separated by Δx. Consequently, the 438 

normalized cross-spectral density can attain both negative and positive values and has real and 439 

imaginary parts. Its imaginary part includes the phase information and is usually neglected for 440 

separations normal to the wind direction (ESDU 2001; Simiu and Scanlan 1996).  441 

 442 

Owing to the dense wind sensor network along the bridge span, the normalized cross-spectra of 443 

turbulence can be calculated for many separation distances. Using eight different sensor pair 444 

combinations, the normalized cross-spectra were calculated for the 10-minute recordings during the 445 

strong wind part of the storm (U > 15 m/s). The estimates for different sensor pairs are plotted against 446 

a non-dimensional frequency (f Δx / U) and shown in Fig. 23-Fig. 25. In the calculations, separation 447 

distances were taken as the distances between sensors, since wind direction was mostly perpendicular 448 

to the bridge longitudinal axis. Spectral estimations were carried out using Welch’s method, as 449 

described in the previous section, which inevitably results in high variance in the estimates. Relying on 450 

the assumption that the process is ergodic, variance can be reduced by averaging estimates from 451 

different recordings. The average curves are also shown in the figures. The variance can also be reduced 452 

by fitting a parametric function to the scattered data. Visual inspection of the data suggests that a simple 453 

exponentially decaying function, such as the one used by Davenport (1961), would be appropriate. The 454 

expression is written as 455 

 , ,exp( )uu ww u w

f x
C K

U


    (5) 456 

where K is commonly referred to as the decay coefficient. The curves were fitted to the scatter data in 457 

the least-squares sense, and they are shown along with the data. The resulting decay coefficients are 458 

also indicated in the figures. Finally, only for the u-component, a theoretical expression by Krenk (1996) 459 

is also plotted on the measurement data for the sake of comparison. In case of the along-wind turbulence 460 

component, both the fitted exponential curves and the theoretical curve by Krenk show good agreement 461 

with the averaged normalized cross-spectra for small separations. However, as the distance between the 462 

sensors increases, deviations are apparent in the low reduced frequency range. Davenport’s expression 463 

assumes full correlation at zero frequency, which is a known drawback of the simple function. Krenk’s 464 

formula, on the other hand, gave lower correlation in the low frequency range compared to the averaged 465 

data. The discrepancy between the fitted exponential curves and measurement data is more profound in 466 

the case of vertical turbulence. The normalized cross-spectrum of u and w components were essentially 467 

zero, even for small separations. 468 

 469 

(a)  (b)  470 

(c)  (d)  471 



(e)  (f)  472 

(g) (h)  473 

 474 

Fig. 23. Normalized cross-spectra of along-wind turbulence for several separation distances: (a) Δx = 475 

20 m, (b) Δx = 40 m, (c) Δx = 40 m, (d) Δx = 60 m, (e) Δx = 80 m, (f) Δx = 100 m, (g) Δx = 170 m and 476 

(h) Δx = 180 m 477 

 478 

 479 

(a)  (b)  480 

(c)  (d)  481 

(e)  (f)  482 

(g) (h)  483 

 484 



Fig. 24. Normalized cross-spectra of vertical turbulence for several separation distances: (a) Δx = 20 485 

m, (b) Δx = 40 m, (c) Δx = 40 m, (d) Δx = 60 m, (e) Δx = 80 m, (f) Δx = 100 m, (g) Δx = 170 m and 486 

(h) Δx = 180 m 487 

 488 

(a)  (b)  489 

 490 

Fig. 25. Normalized cross-spectra of along-wind and vertical turbulence: (a) Δx = 20 m, (b) Δx = 40 m  491 

 492 

Although the use of a dimensionless frequency in the x-axis is very useful here, it makes the 493 

interpretation of the results rather difficult since engineers are more interested in the corresponding 494 

frequencies. Therefore, the same data are also plotted in Fig. 26 in the form of contour plots by linearly 495 

interpolating the average normalized cross-spectra. The decrease in correlation with increasing 496 

frequency and distance is immediately observed. Fitted normalized cross-spectra with Davenport’s 497 

formula are also given in the same form in Fig. 27. Here, it is easily observed that the discrepancy is 498 

restricted to the low-frequency range, i.e., frequencies lower than the lowest natural frequency of HB 499 

(0.05 Hz). Moreover, to overcome this drawback of Davenport’s formula, a surface fit was made to the 500 

data given in Fig. 28 using the following two-parameter expression, which was also used in the design 501 

basis of the HB in the form of Krenk’s formula: 502 

 503 
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 505 

where bu,w and cu,w are parameters to be fitted. The resulting contour plot is shown in Fig. 28. A very 506 

good agreement with the measurement data is achieved using Eqn. (6).  507 

 508 

(a)  (b)  509 

 510 

Fig. 26. Normalized cross-spectra of turbulence estimated from data (a) Cuu and (b) Cww 511 

 512 

(a)  (b)  513 

 514 



Fig. 27. Normalized cross-spectra of turbulence fitted to Davenport’s formula in Eqn. (5): (a) Cuu and 515 

(b) Cww 516 

 517 

(a)  (b)  518 

 519 

Fig. 28. Normalized cross-spectra of turbulence fitted to Krenk-type formula in Eqn. (6): (a) Cuu and 520 

(b) Cww (bu = 0.79, cu = 1.44, bw = 0.72, cw = 0.27) 521 

 522 

Finally, the decay coefficients in Eqn. (5) were calculated for the 10-minute recordings separately using 523 

only the closely spaced sensor pairs. The results are presented in Fig. 29 with the 95% confidence 524 

intervals of the parameter estimates, where the mean value (for U > 15 m/s) and the N400 525 

recommendation are also indicated. It is seen that the decay coefficients show random variation between 526 

10-min recordings of the storm. The margin of uncertainity was higher for the larger decay coefficients 527 

(smaller correlation) for both components. In case of highly non-stationary recordings, the confidence 528 

intervals were usually larger.  529 

 530 

(a)  531 

 532 
(b)  533 

 534 
 535 

Fig. 29. Decay coefficients given in Eqn. (a) along-wind turbulence and (b) vertical turbulence 536 

5. Buffeting response of the bridge deck 537 

The dynamic response of the HB deck was measured using seven accelerometer pairs located along the 538 

bridge span (Table 1). The lateral and vertical accelerations were taken as the average of the signals 539 



from two sensors at either side of the girder, and torsional acceleration was obtained by dividing the 540 

difference of the two signals by the distance between them (13 meters). The acceleration signals were 541 

then low-pass filtered with a cut-off of 1 Hz to remove the high-frequency response, which is considered 542 

not important when the wind-induced vibrations are concerned. The continuous acceleration 543 

measurements from the sensor pair H3 (120 meters from the midspan) during the entire storm are given 544 

in Fig. 30. It is seen that in the beginning of the storm, when the mean wind speed was around 5 m/s, 545 

the acceleration response was very low. With the increase in wind speed around 12:30, the amplitude 546 

of vibrations rapidly increased. For all the response components, the highest sustained vibrations seem 547 

to have occurred between 17:00 – 19:30, where the wind was the strongest (Fig. 9). Two distinct, rather 548 

sudden peaks were also observed in all components, one around 14:50 and another around 16:50, which 549 

correspond to two strong gusts (Fig. 9). For a 10-minute recording, the probability distributions of 550 

accelerations are shown in Fig. 31. It is observed that all components follow a Gaussian distribution; 551 

therefore, the assumption of a zero-mean Gaussian response process seems fair.   552 

 553 

(a) 554 

 555 
(b) 556 

 557 
(c)558 

 559 
 560 

Fig. 30. Acceleration records at the quarter-span (using accelerometer pair H3) (a) lateral, (b) vertical 561 

and (c) torsional acceleration  562 

 563 

(a)  (b) (c)  564 

 565 

Fig. 31. Probability distributions of acceleration components at the midspan for a 10-minute recording 566 

recoded on 29/01/2016 between 18:40 and 18:50: (a) lateral, (b) vertical and (c) torsional components 567 



In order to have a more elaborate look at the frequency content of the signals, short time Fourier 568 

transforms of the signals were carried out using 10-minute windows with 80% overlap between them, 569 

and the resulting spectrograms are presented in Fig. 32 for the three response components. Several 570 

frequency contributions, which were consistent throughout the storm, are apparent in the plots. The 571 

continuous horizontal lines in the plots for lateral (0.05 Hz, 0.1 Hz, 0.18 Hz), vertical (0.14 Hz, 0.21 572 

Hz, 0.27 Hz, 0.33 Hz) and torsional (0.37 Hz, 0.42 Hz, 0.55 Hz) yield similar frequencies as the natural 573 

vibration frequencies of the bridge extracted through finite element analysis (Table 2). No significant 574 

change in vibration frequencies during the storm can be detected. The regions where the wind speed 575 

increases and decreases are distinguishable from the plots. Two vertical lines are also recognized, 576 

coinciding with the locations of the jumps in acceleration signals (Fig. 30). 577 

 578 

(a) (b)  579 

 580 

 581 

(c)  582 

 583 

Fig. 32. Spectrogram of acceleration records at the quarter-span (using accelerometer pair H3): (a) 584 

lateral, (b) vertical and (c) torsional acceleration  585 

 586 

Moreover, the root-mean-squares (RMSs) of the three response components were calculated for 10-587 

minute recordings at each sensor pair location. The results are used to obtain contour plots of RMS 588 

acceleration and displacement responses, which are given in Fig. 33 and Fig. 34, respectively. 589 

Measurement locations are indicated on the plots as dots. According to the contour plots, the largest 590 

lateral response occurred around 16:30 – 16:50. Although this was not the interval with the highest wind 591 

speed, the wind was quite gusty, which can be seen from the plots of gust factor (Fig. 10) or turbulence 592 

intensity (Fig. 11). It can also be seen that higher modes are more important for the acceleration 593 

response, where displacement response is usually dominated by a few lower modes. For the lateral and 594 

torsional modes, first modes of vibration, which are symmetrical modes, dominated the responses, 595 

resulting in maximum displacements at the midspan. However, the vertical displacement response was 596 

maximum around the quarter-span rather than the midspan. This is because the first vertical mode is 597 

antisymmetric and more vibration modes contribute to the vertical response. 598 

 599 

(a)  600 

 601 



(b)  602 

 603 

(c)  604 

 605 

Fig. 33. RMS acceleration response during the storm (a) lateral (m/s2), (b) vertical (m/s2) and (c) 606 

torsional acceleration (rad/s2) 607 

 608 

(a)  609 

 610 

(b)   611 

 612 
 613 
 614 
 615 

(c)  616 



Fig. 34. RMS displacement response during the storm (a) lateral (m), (b) vertical (m) and (c) torsional 617 

displacement (rad) 618 

 619 

It is also interesting to compare the results from this study on an extratropical cyclone to the results 620 

obtained from previous tropical cyclone measurements. Xu et al. (2001) studied the wind field 621 

characteristics and the dynamic response of the Tsing Ma Suspension Bridge in Hong Kong during the 622 

passage of typhoon Victor. The main span of the bridge is 1377 meters long, which is very similar to 623 

HB; however, the bridge girder is much wider (41 meters) and the bridge accommodates train passage. 624 

The topography surrounding the bridge is also complex, including sea, islands and mountains reaching 625 

up to 500 meters. From the wind measurements at the girder level, the typhoon was characterized with 626 

mean speeds up to 20 m/s and highly variable turbulence intensity. Along-wind length scales of 200-627 

300 meters were reported, which are much lower than what was measured at the HB. Other differences 628 

include presence of skew-winds, high cross-wind turbulence, changing wind direction (due to passage 629 

of the eye of the typhoon) and variable angle-of-attack (-6° to +6°). The turbulence spectra could not 630 

be modeled well with von Karman or Kaimal spectra. The results suggest that it can be more challenging 631 

to model tropical storm winds. The maximum RMS accelerations of the bridge girder, on the other 632 

hand, were in general smaller than the case of HB under similar wind speeds, presumably due to its 633 

stiffer girder. 634 

6. Comparison with analytical predictions 635 

The buffeting response of the HB during Storm Tor was also evaluated analytically using a multimode 636 

approach. The fully coupled system of equations of motion including the aeroelastic terms were solved 637 

in the frequency domain using the procedure given in Øiseth et al. (2010), where the bridge 638 

displacements are written in terms of generalized coordinates of the still-air vibration modes. Detailed 639 

formulation of the procedure can be found elsewhere (Katsuchi et al. 1998; Øiseth et al. 2010) and, 640 

therefore, will not be repeated here. The first 80 still-air vibration modes of the bridge (0.05 Hz. – 1.3 641 

Hz), which were obtained via finite element analysis, were included in the analysis, excluding the tower 642 

and cable modes. Petersen and Øiseth (2017) conducted sensitivity-based finite element model updating 643 

of the HB using monitoring data. It was seen that the discrepancy between identified and analytical 644 

natural frequencies were in an acceptable range for the applications in the current study. It should also 645 

be noted that the RMS response is more sensitive to damping, rather than minor shifts in the response 646 

frequencies. Information regarding the first few still-air modes is given in Table 2. A structural damping 647 

of 0.5% was assigned to all modes. The so-called self-excited forces, which are induced by the motion 648 

of the bridge deck, were modeled using aerodynamic derivatives (ADs). The ADs of the HB deck 649 

section were obtained by Siedziako et al. (2017) through forced vibration tests in the wind tunnel. The 650 

resulting ADs exhibited exceptionally low scatter, increasing confidence on the modeling of the self-651 

excited forces. The ADs for the entire reduced velocity range were obtained by fitting rational functions 652 

to the experimental data by nonlinear least squares approximation. The identified ADs and the 653 

corresponding fits were presented in Figs.17 and 18 in Fenerci and Øiseth (2017). The steady-state force 654 

coefficients were also obtained using the tests by Siedziako et al. (2017) in the wind tunnel (Table 3). 655 

The cross-sectional aerodynamic admittance functions were set to unity due to lack of experimental 656 

data, and the spanwise correlation of the buffeting forces was assumed the same as those of the incoming 657 

turbulence.  658 

 659 

Table 2 660 
Mode shapes and natural frequencies from FEM 661 

Lateral Vertical Torsional 

mode no freq. (Hz) description mode no freq. (Hz) description mode no freq. (Hz) description 

1 0.05 1st symm. 3 0.11 1st asymm. 15 0.36 1st symm. 

2 0.098 1st asymm. 4 0.14 1st symm. 26 0.52 1st asymm. 

5 0.169 2nd symm. 6 0.197 2nd symm.    

10 0.233 2nd asymm. 7 0.21 2nd asymm.    

11 0.244 3rd symm. 12 0.272 3rd symm.    

13 0.293 3rd asymm. 14 0.33 3rd asymm.    

         



 662 

Table 3 663 
Steady-state force coefficients for the Hardanger Bridge section (Siedziako et al. 2017) 664 

DC  'DC  
LC  'LC  

MC  'MC  

1.05 0 -0.363 2.22 -0.017 0.786 
* D = drag, L = lift, M = moment (bar denotes mean value and apostrophe denotes derivative) 665 
 666 

Neglecting the cross terms, the cross-spectral density matrix of turbulence used in the analysis can be 667 

written as 668 

 669 
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where , ( )u wS f are given in Eqn. (3) and , ( , )uu wwC f x in Eqn. (5). The values of the spectral parameter 672 

Au,w and the decay coefficient Ku,w in the equations were taken from Fig. 20 and Fig. 29, respectively, 673 

for each 10-minute recording. It should be noted that this formulation assumes spanwise uniform 674 

turbulence characteristics, which is not the case for the HB. The spanwise non-uniformity of the mean 675 

wind speed, turbulence intensities and spectral parameters can be implemented by modifying the cross-676 

spectral density matrix in Eqn. (7) as follows:  677 
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 679 

where , 1( , )u wS x f and , 2( , )u wS x f are the auto-spectral densities of turbulence components at two 680 

points x1 and x2, separated by Δx. The buffeting response of the HB was calculated using both spanwise 681 

uniform and non-uniform wind profiles. In the non-uniform case, the mean wind speed, turbulence 682 

intensities and spectral parameters Au,w were interpolated between sensor locations to obtain the 683 

profiles, where the normalized cross-spectra of turbulence was kept constant. 684 

 685 

The comparisons of measured and predicted responses are given in Fig. 35 and Fig. 36 for the RMS 686 

acceleration response and Fig. 37 and Fig. 38 for the RMS displacement response at the midspan. It 687 

should be noted that for a fair comparison between RMS responses, the analytical response spectra was 688 

integrated up to a frequency of 1 Hz. The comparisons yield similar results for the RMS acceleration 689 

and displacement responses; therefore, a common discussion is possible. The lateral and torsional RMS 690 

responses were predicted with reasonable accuracy, although the variability in the lateral response was 691 

not fully captured with the analytical method. This can be attributed to the lack of wind forces on bridge 692 

cables and towers in the analysis. This issue was also addressed in Fenerci and Øiseth (2017). The 693 

vertical response, on the other hand, was severely underestimated by the analysis for the whole storm. 694 

The source of this discrepancy cannot be easily identified since many sources of uncertainty are present 695 

in the analysis. However, the analysis seems to capture the variability in response reasonably well (Fig. 696 

36 and Fig. 38). Considering this and given that the turbulence field was modeled with maximum 697 

possible accuracy, it is unlikely that the discrepancy is due to uncertainties in the wind field model. The 698 

difference between uniform and non-uniform analyses were negligible, especially compared to the 699 

overall uncertainty involved in the predictions.  700 

 701 

The total modal damping ratios utilized in the analysis are presented in Fig. 39. Petersen and Øiseth 702 

(2017) developed an operational modal analysis (OMA) framework to identify the natural frequencies 703 

of HB based on covariance-driven stochastic subspace identification (SSI) method (Peeters and De 704 

Roeck 2001). Applying the same framework here, total modal damping ratios during two one-hour 705 

segments of the storm were identified. The comparison of identified damping ratios and damping ratios 706 

utilized in the analysis are given in Table 4. To distinguish between structural and aerodynamic 707 



damping, SSI was performed on a low wind speed (≈3 m/s) recording (recorded on 20/12/2015 01.30-708 

2.30) and identified damping ratios were assumed as structural damping. Looking at the comparison, it 709 

is seen that the horizontal and torsional damping were modeled with reasonable accuracy, where the 710 

damping in vertical modes were underestimated in the analysis. This implies even higher discrepancy 711 

between measured and calculated vertical response, which is contradictory and indicates further 712 

problems in prediction of the vertical response. 713 

 714 

Table 4 715 
Identified vs. analytical modal damping ratios 716 

 16.00-17.00 18.00-19.00 

 ζstr (%) ζaero (%) ζtot (%) ζstr (%) ζaero (%) ζtot (%) 

Mode ANA SSI ANA SSI ANA SSI ANA SSI ANA SSI ANA SSI 

H1 0.50 0.88 1.01 0.27 1.51 1.15 0.50 0.88 1.25 0.53 1.75 1.41 

H2 0.50 0.79 0.64 0.37 1.14 1.16 0.50 0.79 0.75 0.49 1.25 1.28 

V1 0.50 1.70 3.59 3.48 4.09 5.18 0.50 1.70 4.67 5.07 5.17 6.77 

V2 0.50 0.16 2.57 4.19 3.07 4.35 0.50 0.16 3.42 6.24 3.92 6.40 

H3 0.50 0.47 0.39 0.08 0.89 0.55 0.50 0.47 0.46 0.68 0.96 1.15 

V3 0.50 0.14 1.51 3.00 2.01 3.14 0.50 0.14 2.05 3.80 2.55 3.94 

V4 0.50 0.33 1.34 1.99 1.84 2.32 0.50 0.33 1.82 3.03 2.32 3.36 

V5 0.50 0.19 0.90 1.67 1.40 1.86 0.50 0.19 1.21 1.96 1.71 2.15 

H4 0.50 0.22 0.24 0.38 0.74 0.60 0.50 0.22 0.28 0.53 0.78 0.75 

V6 0.50 0.22 0.67 1.28 1.17 1.50 0.50 0.22 0.90 1.38 1.40 1.60 

T1 0.50 0.25 0.08 0.85 0.58 1.10 0.50 0.25 0.11 0.58 0.61 0.83 

T2 0.50 0.76 0.05 0.74 0.55 1.50 0.50 0.76 0.06 0.89 0.56 1.65 

*H: Horizontal mode, V: vertical mode, T: torsional mode, ζstr : structural modal damping ratio, ζaero : aerodynamic 717 
modal damping ratio, ζtot : total modal damping ratio, ANA: analysis, SSI: stochastic subspace identification 718 
 719 

 720 

When the analyses were repeated to take into account the angle-of-attack shown in Fig. 16 using steady-721 

state force coefficients for an inclined section of 3° (Table 5), no significant change was observed in 722 

the lateral and torsional responses. The vertical response, however, was found to be even smaller, 723 

resulting into an even larger discrepancy when compared with the measurements. Unfortunately, the 724 

section of Siedziako et al. (2017) were not tested to obtain ADs for an angle-of-attack. However, ADs 725 

corresponding to a 3° angle-of-attack was obtained through free vibration tests of Hansen et al. (2006) 726 

on the HB section in a different wind tunnel prior to the design of the bridge. The analyses were repeated 727 

using the ADs of Hansen et al. (2006) for the cases of 0° and 3° angle-of-attack. Again, the change in 728 

the predicted responses between the two cases were not significant. 729 

 730 

Table 5 731 
Steady-state force coefficients for the Hardanger Bridge section for an angle-of-attack of 3° (Siedziako 732 

et al. 2017) 733 

DC  'DC  
LC  'LC  

MC  'MC  

1.082 0.94 -0.267 1.302 0.021 0.698 
* D = drag, L = lift, M = moment (bar denotes mean value and apostrophe denotes derivative) 734 
 735 
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 743 
 744 
Fig. 35. RMS acceleration response comparison (a) lateral, (b) vertical and (c) torsional acceleration 745 
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(a) (b) (c)  747 

 748 

Fig. 36. RMS acceleration vs. mean wind speed comparison (a) lateral, (b) vertical and (c) torsional 749 

acceleration 750 
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 757 
 758 

Fig. 37. RMS displacement response comparison (a) lateral, (b) vertical and (c) torsional displacement 759 

 760 

 761 

(a) (b) (c)  762 

 763 

Fig. 38. RMS displacement vs. mean wind speed comparison (a) lateral, (b) vertical and (c) torsional 764 

displacement 765 

 766 

 767 
Fig. 39. Modal total damping ratio utilized in the analysis (%) 768 

 769 

Although the RMS response at the midspan is a good indicator of the accuracy of the predictions from 770 

a global point of view, it is also of interest to see how the spectral densities and responses at different 771 

locations along the bridge correspond between measurement data and analytical results. Therefore, a 772 

10-minute recording with high wind speed and response was selected, and its acceleration response 773 

spectra at the span and spanwise RMS acceleration response were compared to the analytical predictions 774 



in Fig. 40 and Fig. 41, respectively. It is seen that the discrepancy in the vertical RMS response mainly 775 

arises from the underestimation of both magnitude and bandwidth of the first mode spectral response. 776 

It is also observed that even though the RMS responses of lateral and torsional responses were predicted 777 

with reasonable accuracy, significant discrepancies were present in the high frequency range of the two 778 

spectra. Furthermore, the peaks of the response spectra were also not matched well by the analysis, 779 

especially beyond 0.5 Hz. Thus, the prediction of higher frequency response (>0.5 Hz) appears to be 780 

more challenging in the absence of aerodynamic admittance information and a more accurate 781 

description of the modal properties corresponding to such modes.  782 

 783 
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 787 

Fig. 40. Comparison of spectral density of the acceleration response at the midspan for a 10-minute 788 

recording recoded on 29/01/2016 between 18:40 and 18:50: (a) lateral, (b) vertical and (c) torsional 789 

acceleration. 790 

 791 

(a)  792 
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 795 

Fig. 41. Comparison of RMS acceleration response along the bridge span for a 10-minute recording 796 

recoded on 29/01/2016 between 18:40 and 18:50: (a) lateral, (b) vertical and (c) torsional acceleration. 797 

(RD = relative discrepancy) 798 
  799 



7. Conclusions 800 

Strong wind characteristics and dynamic response of a long-span suspension bridge located in 801 

mountainous terrain were studied in this paper using full-scale monitoring data acquired during a storm. 802 

The dynamic response of the bridge deck was predicted analytically and compared with the measured 803 

response. The following conclusions were reached for this specific case: 804 

 The wind recordings showed non-stationary features, especially in the beginning and the end 805 

of the strong wind part of the storm. The along-wind and vertical turbulence components 806 

exhibited a nearly Gaussian distribution, where the cross-wind turbulence did not.  807 

 Length scale estimations using Taylor’s hypothesis showed significant variability and did not 808 

agree with the code recommendations. The use of length scales as deterministic design 809 

parameters should be avoided when possible, especially in complex terrain and non-stationary 810 

wind. 811 

 It was shown that the one-point spectra of the turbulence could be represented reasonably well 812 

by a Kaimal-type of spectral formula. Despite its well-known weaknesses, Davenport’s formula 813 

was found satisfactory in representing the normalized cross-spectra of turbulence in the 814 

important reduced frequency range. 815 

 Comparisons between measured and predicted responses yielded significant discrepancies in 816 

case of the vertical response component. Reasonable agreement was achieved in case of lateral 817 

and torsional response predictions. Moreover, it was found more challenging to match the 818 

spectral response compared to the RMS response.   819 

 The use of spanwise non-uniform profiles for the turbulence statistics did not improve the 820 

results significantly, considering the overall uncertainty in the predictions.  821 
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