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1 Abstract

2 Introduction

[cite the tecnical paper] The phase preservation is more like a set of sub tasks
like case management and chain of custody, that have to be executed in the
collection, examination and analysis phase.
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3 Collection phase

Privacy law is an example of laws that can regulate what method FP can
use when collecting evidence. One paper [1] created a privacy protected
scheme, where FP can perform a keyword search on encrypted emails. The
individual emails could only be decrypted if the amount of exact matching
non-blacklisted keywords provided by the FP are equal or above a certain
threshold. Blacklisting or whitelisting certain keywords can make it harder
for an attacker to perform a dictionary attack.

The paper by [2] argued that volume information found in the open source
distributed file system platform XtreemFS is of interest to FP. The informa-
tion can be used to search to find particular volumes of interest and the size
of the volumes to determine if acquisition is practical. FP can search for the
string ”xtreemfs@” to find out if a node is connected to XtreemFS.

4 Examination phase

It was claimed in [3] that it is commonplace for Forensics Practitioners (FP)
to maintain a database of hashes of know illegal images and videos. FP can
hash media collected in a investigation and search the database for matches.
This approach has obvious limitation against anti forensics (AF) approaches
such as resizing of the images. To improve upon this scheme the paper creates
a custom database called hashdb, that stores hashes of the individual data
blocks of files. This solution is more resistance against small file modification,
as many of the data blocks would remain unchanged. Searching the database
for matches of crime media can return a single match or a candidate list.

While not being widely adopted by the digital forensics community, approx-
imate matching can be used to detect semantically and syntactical similar
files and match it against a reference dataset[4]. Semantically similar files are
files such as images that look alike in the eyes of humans. For example oth-
erwise identical images, one in white and black and the other in colour would
be perceptually the same file. The application of searching for semantically
similar files could be to aid FP to find the origin of files of interest. Syntac-
tical similar files are files that look similar on the byte level. Approximate
hash based matching (AHBM) is not appropriate for images as they can look
the same, but have different encodings. But are well suited for dealing with
unstructured data such as text files, memory dumps and fragmented files.
The paper concludes that the same results can be accomplished with string
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search as with approximate matching, but this would require far more from
the FP.

One issue with collected forensic image of a storage device like hard disk
drive (HDD) is duplicated files[5]. Processing duplicated files leads to unnec-
essary overhead in the examination phase. One way to solve this issue is by
arranging the files in a red black tree structure (RBT). Duplicate nodes in
this structure can be found by searching using wildcards. After identifying
duplicate nodes their child nodes will be rearranged in the tree and then the
duplicate node will be removed from the structure. The time complexity for
searching, inserting and removing nodes in RBT is O(log2(n)) for the aver-
age and worst case. This proposed solution do not state in detail how their
scheme identifies files with the same content. While identifying the same file
names using wildcard seems resonable, hash matching is more appropriate
for telling if two files have identical content.

A proposal was made in [6] to identify duplicate images where the file name,
file extension or file attributes (e.g hidden, compressed, encrypted and pro-
tected Operating System File) did not match the source image. The proposal
used the source modified timestamp to search for duplicate files. 1000 thou-
sand files spread across 30 folders totalling 3.09 GB in size was processed in
1 minute and 32 seconds. The same files spread across 300 folders took 16
minutes 23 seconds longer to process. So its application is limited to envi-
ronments with a small number of folders. The proposal is also vulnerable to
tampering done to the modified timestamp.

According to [7] the United State Supreme Court are beginning to demand
that the examination process are limited in its scope. This means that the
goals and objectives must be clearly stated, as well as a justification for
what the examiner will search for and the boundary of the search. Failure to
comply will negatively effect the case. This restriction might force a better
resource management of the examiner resources. But it can also make it
more difficult to examine evidence that is hidden in unusual locations, as its
examination would be difficult to justify. Simply searching for everything
in a Gigabytes or Terabytes search space would not solve the problem as
this task is infeasible even when using common digital forensics tools or
automated tools[8, 9]. The courts also put constraints on how long seized
data can be processed by the examiner, before it is returned to its owner[10].
It is argued in [11] that the searching by the examiner, can be aborted after
the most probable places have been processed. More specific search criteria
can reduce privacy violations and reduce number of false positive hits[12].
The question then arises how specific can you be before negativity impacting
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the recall rate.

One study [13] showed that usernames and passwords found in computer
memory can be used to identify which websites the credentials belongs to.
A search condition like “&Email” and “&Passwd” can be used to search
for usernames and passwords in memory. Some usernames and passwords
belongs that to particular websistes can be retrived with a unique search
pattern, others can be found by using the same search condition. The non-
unique search conditions can use the session component to uniquely identify
the website. Having a reference database for this mapping can be useful for
forensics examiners that want to understand suspect activity online. Main-
taining the referance database beyond the most common websites would be
impractical.

Email spam folders are often overlooked by FP as they mostly consist of
junk[14]. Criminals can craft their messages in such a way for it to be picked
up by the spam filter and hide their activities from law enforcement. Keyword
searches and manual review of the spam emails is therefore important to find
obfuscated evidence. The folder could be a way for criminals to obfuscate
their activities, and should therefore be searched.

FP have to search though large volumes of heterogeneous data. One study[15]
evaluated the performance of clustering techniques on a forensic dataset con-
taining 2640681 search hits. They achieved a precision improvement of a
factor 15 over non-clustering and a overall average precision of 67%.

One paper[16] created a search algorithm called ScalClone that aims to find
exact and inexact code fragments between analysed and un-analyzed mali-
cious assembly files. Exact fragments are identified by searching for regions
with the same hash value. Inexact fragments are fragments that share many
mnemonics and operand types. They are identified by first constructing a
binary vector with respect to feature frequency and features mean value, and
then comparing the co-occurrences of the fragments. If the co-occurrences
count is greater or equal to the similarity threshold, then the fragment is con-
sidered a inexact clone. Inexact search is not effected by reordering as the
frequency of the mnemonics remains unchanged. Obfuscation by adding do-
nothing instruction drops the recall rate to 90% and compiler optimization
drops it to 62%.

A survey [17] stated that string search in volatile memory examination is use-
ful in order to find residue of user activity, passwords, encryption keys and
side effects of malicious scripts. Searching in swapped out memory pages in
windows can potentially provide evidence of old user activity, as the swapped
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file is often not cleared after system reboot[18]. Another study [19] showed
how searching for the string ’for deletion’ in a Hadoop Distributed File Sys-
tem (HDFS) is useful to find evidence of deleted files. The paper [20] claimed
that only the row directory is overwritten with a NULL value when a row is
deleted in the database DB2 or SQL sever. This allows a FP to search these
databases for the deleted rows and restore them by considering the valid row
directory values of their previous and following row directory entry.

Pool tag scanning is a type of exhaustive search on volatile memory that
is used to find data structures such as direct kernel object manipulation
(DKOM) which is used by malware to hide processes[21]. The study [21]
stated that exhaustive search might not be appropriate for time sensitive
investigations. They therefore created pool tag quick scanning, which reduces
the search space to memory pages related to pool allocations. The search
space reduction can be ”multiple orders of magnitude” and the accuracy of
the search results remains high.

A comparison was done in [22] to test the accuracy and speed of which
experienced participants in networking, windows operating system, malware
and incident response, are to solve forensics tasks. The participants where
given the same tasks and the same forensics image. They where split into two
groups, one that used normal text search and the other that searched using a
memory visualization tool (MVT). The MVT showed relationships between
the data and had a whitelisting algorithm that removed known good files
from the search space. The results showed that the participants that used
the MVT completed the tasks faster and more accurate. I infer from the text
that the number of participants are 10 (minus one outlier). Laying to much
weight from the results on this low sample size might not be appropriate.

The study [23] compared the state of the system before and after forensics
examination using the following bootable forensics environments: Knoppix
v7.0, Helix 3 Pro 2009R3 and Kali Linux v1.0. Keyword searches was used
during the examination process to simulate an investigation. The hash value
taken on the forensics image before and after examination, did not match
in any case. It was mainly the “last accessed” timestamps on files that was
altered after the examination. Performing keyword searches in those envi-
ronments can therefore be problematic in cases where establishing a timeline
is important.

It is argued in [24] that keyword searches resulting in large number of false
positive hits, can be reduced by using background knowledge from the in-
vestigation. Fuzzy logic can also be applied to find elements missed by the
normal keyword search such as misspelled words and slang terms. While
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keyword search algorithm are useful, they are inept at processing terabytes
of data[8].

One study [9] used keywords search terms to cluster forensic data to reduce
examination overhead. There is one cluster per search term. In order to
help the examiner choose good search terms, the system returns the most
frequent used search terms found in the forensics data. Both with and with-
out suggestions, the system performs good with respect to average precision
and recall. The system is also scalable as the runtime grows linearly with
the number of documents.

5 Analysis

Finding evidence of deletion of user activity on the suspect machine is of
interest of FP[25]. Searching the Update Sequence Number (USN) Journal
file on the NTFS can reveal when and where files have been created, viewed,
renamed, moved or deleted.

One study [26] mined 1100 chat logs to find the most significant terms, users
and chat sessions. Two bigraphs are constructed. The mapping in the first
bigraph is such that we can observe which term (Hub) has been said by which
users (Authorities) and what terms (Hubs) have been said by a user (Au-
thority). The second bigraph has similar mapping, but the Hub is the term
and the authority is the chat session. A self-customized hyperlink-induced
topic search (HITS) algorithm is used to iteratively set the Authority and
Hub score. A selection of the highest scoring users, chat sessions and terms
are used together with user metadata and session metadata to construct a
social graph. Clustering is applied on the social graph to find shared interest
and interactions between users.

One study [27] showed how traces found from volatile memory in IEEE 802.11
wireless devices, that is in radio range from each other can answer important
forensics questions like Who, When and Where. There are two types of
broadcast traffic frames that can answer these question. As their format
is known, they can easily be found by using regular expression search. The
probability that the frames are still in the devices volatile memory depends on
external and internal conditions like the extent and nature of the broadcast
traffic processed by the device and the configurations of the device. This
methodology would therefore only work in a few real life scenarios and mostly
in non-urban areas.
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Search helps file carving tools identify header, footer and fregments used
to identify where a file begins and end and use this imformation to restore
the file [28]. Some file carving tools are able to restore files independent
on the underlying filesystem. Exhaustive search can be used to find each
combination of header and footer of a video and then try to validate/decode
on the restored file to see if it is a valid video. Search can be used to find
the order of the fragments and codecs search codes to identify fragments
belonging to videos.

The FP may encounter digital environments where the binary data is en-
coded using multiple different UNICODE encodings and that the type of
UNICODE are unknown[29]. The share number of possible UNICODE en-
codings means that the same text can be represented in many different ways.
Resolving the underlying encoding in the worst case can require number of
search passes equal to the number of possible encodings. The average case is
much better as many encodings are not widely used. The regular expression
search engine lightgrep aims to deal with the encoding problem. Lightgrep
uses UNICODE characters as string literals in the regex expression to be
encoding independent. For handling the encoding Lightgrep uses multi pat-
tern search enabling it to search for multiple encodings in parallel. The
search engine currently support 180 encodings making it possible to perform
UNICODE-aware searches.
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6 Search engines

• S1 = Full text search

• S2 = Faceted search

• S3 = Spatial/Geospatial search

• S4 = Fuzzy search

• S5 = Streamed search

• S6 = Phonetic search

• S7 = Semantic search

Table 1: Open source desktop/intranet search engines and their default
search capabilities
Source: [30], [31], [32], [33], [34], [35], [36], [37], [38], [39], [40], [41], [42],
[43], [44], [45], [46], [47], [48], [49], [50], [51], [52], [53], [54], [55], [56], [57]
[58], [59]

Name S1 S2 S3 S4 S5 S6 S7 Update
Dezi X X 28.11.2016

Apache Solr X X X X X 06.03.2017
Sphinx X X 08.09.2016
Sifaka X 25.01.2017

OpenSearchServer X X X X 13.01.2017
Luwak X 06.03.2017

Datafari X X 23.03.2017
Elasticsearch X X X X X 24.04.2017

groonga X X 24.04.2017
tantivy X 23.04.2017

tntsearch X X X 20.04.2017
pouchdb-quick-search X 22.02.2017
OpenSemanticSearch X X X X 16.04.2017
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7 Search utility

According to the whitepapers[60],[61] Full text search (FTS) is suitable for
finding relevant documents in a large set of unstructured data. A lot of
the data gathered in a forensic investigation is unstructured[62]. It is more
appropriate to use FTS to respond to ad hoc request than requests with a
predefined answer[60]. A document in FTS is considered a list of searchable
terms (e.g. words and numbers)[61]. The terms are usually indexed in order
to make them easier to search.

Faceted search is a way of traversing the corpus based on categories (facet)
and subcategories (facet values)[63]. In faceted search it is possible to find the
same the same data points by using different traversal paths. Faceted search
is useful for exploring the corpus and the facet values aid the searcher to
create more precise search phrases. It is common practice in faceted search
systems that only the most frequent facet values are shown. This makes
finding more obscure items difficult.

Fuzzy keyword search retrieves both documents that matches exactly with
the search phrase and those within a similar distance[64]. The distance can be
measured by using the Levenshtein distance. Which compares the minimum
number of insertions, deletions or substitutions are needed for string A to
equal string B. The paper [65] claims that fuzzy search is helpful when the
searcher have do not have sufficient domain knowledge of the dataset he is
searching.

Phonetic search is matching based on similar sounding words[66],[51]. One
example of a phonetic algorithm is Soundex. It encodes a word into a 4
character code starting with the same character as the word[66]. Similar
sounding characters like s,f,p and v are represented by the same number.
Repeating characters, vowels and certain letters are ignored by the algorithm.
Truncation and padding are used to make sure that all words are represented
by a 4 character code. The limitation with this approach is that only words
starting with the same letter would have a chance to match with the same
code. Phonetic algorithms are designed to handle specific languages, making
them limited in their utility[51]. The aim of Phonetic search is not improving
precision but to increase the recall rate.

Geospatial search is searching a corpus where the documents have associated
geographic data such as latitude and longitude. One example of using the
location data is to search for registered criminals that lived in the vicinity of
a crime scene[67]. It can also be used to find all previous search warrants on
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a address or all search warrants in some proximity to a given address.

Documents that do not contain the terms of the user query can still be
relevant[68]. Classical retrieval based on lexicographic term matching will
not retrieve documents that are lexicographically different but semantically
similar. To improve information retrieval of documents Semantic search can
find semantically similar terms that are often overlooked by using stemmed
synonyms or Ontology. Ontology models a domain into concepts, attributes
and relations[69].This model provides the semantic reasoning needed to re-
trieve meaningful documents with respect to the user query[70].

8 How search engines should perform in a

digital forensic domain
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