
I will search by first spesific terms on scientific databases, then github, then finding compiled lists, and then general terms 
Citeseerx not used as it gave to many 
false posetives I need to include motivation for why I picked my dataset for my experiment

Similar terminology

(Computer forensic, digital forensic),(Data corpora, data set, real data corpora, Synthetic data corpora, Forensic corpora, corpus), forensic 
databases,
cybersecurity dataset, information security datset

possible search term: data mining forensics, malware corpora, files corpora, lingistic corpora, password corpora, logs, big data dataset, network traffic, IDS 
dataset, memory image
forensic image, Cyber security datasets, spam corpora, phising corpora, email dataset, fraud dataset

maby I also should document where/how the dataset have been applied. 

Can devide into catagories: real and synthetic and then 
public/private Focusing on both big data and non big data datasets?

Known datasets 892 scientific articles was scan though as well as multiple dataset collections
Public Digital Corpora Govdoc1 https://digitalcorpora.org/corpora
Public AZSecure-data http://www.azsecure-data.org/get-data.html
Public Enron dataset https://enrondata.readthedocs.io/en/latest/
In-house dataset Peframe & VirusShare reports for 400k files: described in the paper http://ieeexplore.ieee.org/abstract/document/7727266/?reload=true
In-house dataset VirusShare large-scale collection (working on now): details TBD

Search summery (summary of searched that resulted in relevant hits)
Search ID Search query (search string within ' ' and search parameters is comma seperated) Search resource Results

1 Digital forensic data set' www.google.com 1 140 000
2 "forensic corpora"', exact phrease match:on https://link.springer.com/ 22
3 forensic corpus', advanced search, both words must match (be present) in any field http://dl.acm.org/ 9
4 forensic corpora', advanced search, both words must match (be present) in any field http://dl.acm.org/ 3
5 forensic dataset', advanced search, both words must match (be present) in any field http://dl.acm.org/ 61
6 forensic corpus, full text search http://search.arxiv.org 112
7 forensic dataset, in metadata only http://ieeexplore.ieee.org/ 94
8 malware dataset, in metadata only http://ieeexplore.ieee.org/ 174
9 ((password dataset) NOT biometrics), in metadata only http://ieeexplore.ieee.org/ 19

10 Spam dataset, in metadata only http://ieeexplore.ieee.org/ 173

11
((((((((((IDS dataset) AND Network) NOT DARPA) NOT KDD) NOT KDD99cup) NOT DARPA98) NOT DARPA99) NOT DARPA-98) NOT 
DARPA-99) NOT NSL-KDD), in metadata only http://ieeexplore.ieee.org/ 118

12 fraud dataset, in metadata only http://ieeexplore.ieee.org/ 104
13 Forensic dataset, in All Sources(Computer Science), no books http://www.sciencedirect.com 1100
14 Look though https://computervisiononline.com/datasets

datasets that could not be identified was discarded :( should have noted them down

Exlude biometrics
packets... traffic dataset

More spesific searches on github, google 
and
keggle, figshare, http://www.datashaping.
com/

https://www.researchgate.
net/search/questions?q=datasets Catagories: Malware, Network, survaliance, spam, fraud/finalcial, authorship, forgery, email, password, files, phising, 

http://www.sciencedirect.com

writting on how the dataset is used is outside the scope (set by myself for this littrature review.... when I am perfecting the thesis this might be done then)

Datasets found: 
(Many of the dataset seems to be under the catagory of 
lingustic forensics)

Public Basic Data Carving Test #1 http://dftt.sourceforge.net/test11/index.html

Public 
The Real Data Corpus (RDC) is a collection of raw data extracted from data-carrying devices that were purchased on the secondary market 
around the world. https://digitalcorpora.org/corpora/disk-images/real-data-corpus

Public 
NIST is developing Computer Forensic Reference Data Sets (CFReDS) for digital evidence. These reference data sets (CFReDS) provide to 
an investigator documented sets of simulated digital evidence for examination. https://www.cfreds.nist.gov/

Public (Polish) Polish Corpus of Suicide Notes - forensic linguistics http://www.pcsn.uni.wroc.pl/
Public  Brennan Greenstadt Obfuscation corpus (authorship of text) https://psal.cs.drexel.edu/index.php/JStylo-Anonymouth
Public (by request) in dutch Personae Corpus (lingustic - forensic) https://www.clips.uantwerpen.be/datasets/personae-corpus

Public 

Key ingredient to evaluation are data. For PAN's shared tasks on digital text forensics, a number of datasets have been compiled and used 
to evaluate dozens of approaches. Using these datasets in your research ensures comparability. 
authorship verifcation http://pan.webis.de/data.html

Public Authorship verification (created by 10.1145/3098954.3104050) https://www.dropbox.com/sh/f2mlp6u5vervx9b/AABr_c7qrmahCqUviIu3ORz6a?dl=0
Public A new Dataset for People Tracking and Reidentification ( created by 10.1145/2072572.2072590) http://www.openvisor.org/3dpes.asp

Public
RAISE (RAw ImageS datasEt)  RAISE - A Raw Images Dataset for Digital Image Forensics
 (created by 10.1145/2713168.2713194) http://mmlab.science.unitn.it/RAISE/

Public DARPA Intrusion Detection Data Sets https://ll.mit.edu/ideval/data/
Public? Div datasets https://github.com/caesar0301/awesome-public-datasets
Not avaliable Memcorp
Public? Face reqognition datasets http://www.face-rec.org/databases/

Compiled list Many datasets of interest

https://computervisiononline.com/datasets

https://www.cooldatasets.com/#Science-Datasets

https://www.quora.com/Where-can-I-find-large-datasets-open-to-the-public

Public
WikiLeaks began publishing The Global Intelligence Files – more than five million emails from the Texas-
headquartered "global intelligence" company Stratfor. The emails date from between July 2004 and late https://wikileaks.org/the-gifiles.html

Compiled list (biometric and forensic) Biometric and Forensic Research Database Catalog https://tsapps.nist.gov/BDbC/Search?page=1&sortOrder=Organization
Public sample / licenced access to full smartphone dataset  (SherLock vs Moriarty: A Smartphone Dataset for Cybersecurity Research) http://bigdata.ise.bgu.ac.il/sherlock/#/

By invitation only VirusShare.com - Because Sharing is Caring (System currently contains 29,348,478 samples.) https://virusshare.com/
Compiled list Image and vision group (Digital Forgery?) http://caiivg.weebly.com/dataset.html
compiled list Publicly available PCAP files http://www.netresec.com/?page=PcapFiles
Compiled list Test Images and Forensic Challenges http://www.forensicfocus.com/images-and-challenges
compiled list image and vision http://www.vision.ee.ethz.ch/en/datasets/

By request Columbia Image Splicing Detection Evaluation Dataset http://www.ee.columbia.edu/ln/dvmm/downloads/AuthSplicedDataSet/AuthSplicedDataSet.htm
Public Copy-move forgery detection using SIFT features (Amerini et al, TIFS 2011). https://github.com/lambertoballan/sift-forensic/blob/master/README.md
public SUrvaliance - CAVIAR Test Case Scenarios http://homepages.inf.ed.ac.uk/rbf/CAVIARDATA1/
resosouce for finding datasets Welcome to Kaggle Datasets https://www.kaggle.com/datasets?sortBy=hottest&group=featured
Public Microsoft Malware Classification Challenge (BIG 2015) https://www.kaggle.com/c/malware-classification/data
By request The Drebin Dataset - android malware https://www.sec.cs.tu-bs.de/~danarp/drebin/
By request Forensic Voice Comparison Databases http://databases.forensic-voice-comparison.net/
By request ELSDSR - speaker recognition dataset http://www2.imm.dtu.dk/~lfen/elsdsr/index.php?page=avl
Compiled list Multimodal Biometric Recognition http://www.lvc.ele.puc-rio.br/projects/Biometric_Recognition/download.html
Public NOIZEUS: A noisy speech corpus for evaluation of speech enhancement algorithms http://ecs.utdallas.edu/loizou/speech/noizeus/

Public The GRID audiovisual sentence corpus http://spandh.dcs.shef.ac.uk/gridcorpus/
compiled list email datasets etc http://csmining.org/index.php/spam-email-datasets-.html
Public SMS corpus forensic lingustic - NUS corpus https://github.com/kite1988/nus-sms-corpus
Public The Blog Authorship Corpus (forensic lingistic) http://u.cs.biu.ac.il/~koppel/BlogCorpus.htm
Public Cleaned DEFCON CTF dataset for data-driven cyber attribution research. http://cysis.engineering.asu.edu/cyber-attribution/
By request GPDS960signature database https://figshare.com/articles/GPDS960signature_database/1287360
Public Hand signature genuine and forgories -SVC2004 corpus http://www.cse.ust.hk/svc2004/download.html
Public Webb spam corpus (identify web spam) https://www.cc.gatech.edu/projects/doi/WebbSpamCorpus.html
Public Yahoo Password Frequency Corpus https://figshare.com/articles/Yahoo_Password_Frequency_Corpus/2057937

Public
Search
ICFHR 2010 Signature Verification Competition (4NSigComp2010) - forensic signature analysis http://www.iapr-tc11.org/mediawiki/index.php/ICFHR_2010_Signature_Verification_Competition_(4NSigComp2010)

Public DroidWare is a synthetic dataset designed to address the problem of malware detection in Android-based environments. https://github.com/RECOVI/DroidWare
Public Botnet scenarios dataset - Network traffic https://cybervan.appcomsci.com:9000/datasets
Public Kharon Malware Dataset http://kharon.gforge.inria.fr/dataset/
Public MAWILab (network traffc anomelies) http://www.fukuda-lab.org/mawilab/
Public KDD Cup 1999 Data http://kdd.ics.uci.edu/databases/kddcup99/kddcup99.html
Public The UNSW-NB15 data set description (Malware)/Network https://www.unsw.adfa.edu.au/australian-centre-for-cyber-security/cybersecurity/ADFA-NB15-Datasets/
collections CAIDA Data - Overview of Datasets, Monitors, and Reports https://www.caida.org/data/overview/
By request AndroZoo - Android application package dataset (files) https://androzoo.uni.lu/
Public Mudflow - Malware Android application traffic https://www.st.cs.uni-saarland.de/appmining/mudflow/
Public DIT SMS Spam Dataset http://www.dit.ie/computing/research/resources/smsdata/

Public
Keystroke Dynamics - Benchmark Data Set  - The data consist of keystroke-timing information from 51 subjects (typists), each typing a 
password (.tie5Roanl) 400 times. http://www.cs.cmu.edu/~keystroke/

By request Biometric databases - http://biometrics.idealtest.org/dbDetailForUser.do?id=4
Public password data set http://www.datasciencecentral.com/forum/topics/password-dataset-for-you-to-test-your-data-science-skills

Public Phishing Websites Data Set http://archive.ics.uci.edu/ml/datasets/Phishing+Websites
By request Spam Track http://trec.nist.gov/data/spam.html

Public Spambase Data Set http://archive.ics.uci.edu/ml/datasets/Spambase?ref=datanews.io
Public WEBSPAM-UK2007 (current dataset) - spam http://chato.cl/webspam/datasets/uk2007/
By request Deceptive Opinion Spam Corpus v1.4 http://myleott.com/op_spam/

Compiled list 

Mark Dredze

 http://www.cs.jhu.edu/~mdredze/code.php

Public microblogPCU Data Set  - spam https://archive.ics.uci.edu/ml/datasets/microblogPCU

Public (multiple of same type) TRECVid Surveillance Event Detection  - video

http://www-nlpir.nist.gov/projects/trecvid/trecvid.data.html

https://www.nist.gov/itl/iad/mig/trecvid-surveillance-event-detection-evaluation-track
By request Tweets2001 dataset - socaial media - spam http://trec.nist.gov/data/tweets/
Public Network excersise datasets  (CDX dataset) http://www.usma.edu/crc/sitepages/datasets.aspx
Public Credit Card Fraud Detection https://www.kaggle.com/dalpozz/creditcardfraud
Public ADFA IDS Datasets - Network https://www.unsw.adfa.edu.au/australian-centre-for-cyber-security/cybersecurity/ADFA-IDS-Datasets/
Public Traffic Data from Kyoto University's Honeypots - Network http://www.takakura.com/Kyoto_data/
By request KAIST Multispectral Pedestrian Detection Benchmark - survalience https://sites.google.com/site/pedestrianbenchmark/
Compiled lists Network datasets https://www.researchgate.net/post/What_are_the_different_datasets_available_for_network_intrusion_detection
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Public Fraud dataset - UCSD-FICO datamining contest 2009 dataset

https://www.cs.purdue.edu/commugrate/data/credit_card/

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC4180893/
Public ISOT Botnet Dataset - Malware http://www.uvic.ca/engineering/ece/isot/datasets/index.php

By request
Analyzing Web Traffic
ECML/PKDD 2007 Discovery Challenge dataset http://www.lirmm.fr/pkdd2007-challenge/index.html#dataset

Public HTTP DATASET CSIC 2010 - Network http://www.isi.csic.es/dataset/
Public Masquerading User Data dataset - network http://www.schonlau.net/intrusion.html

Public default of credit card clients Data Set https://archive.ics.uci.edu/ml/datasets/default+of+credit+card+clients
By request Medical financial data - real https://www.cms.gov/openpayments/explore-the-data/dataset-downloads.html#
Compiled list Some financial dataset https://relational.fit.cvut.cz/search

Selected results( number= search ID, Cross reference: relevant paper found though cited, snowball = founded though a paper sources, - followed with a number indicates the ID used to find it)
ID/Cross ref/Snowball Abstract Biblatex Misc

1

(...) real data corpora are often desirable for testing forensic tool properties such as effectiveness and efficiency, but these corpora typically 
lack the ground truth that is vital to performing proper evaluations. Synthetic data corpora can support tool development and testing, but only 
if the methodologies for generating the corpora guarantee data with realistic properties.

This paper presents an overview of the available digital forensic corpora and discusses the problems that may arise when working with 
specific corpora. The paper also describes a framework for generating synthetic corpora for education and research when suitable real-world 
data is not available.

@Inbook{Yannikos2014,
author="Yannikos, York
and Graner, Lukas
and Steinebach, Martin
and Winter, Christian",
editor="Peterson, Gilbert
and Shenoi, Sujeet",
title="Data Corpora for Digital Forensics Education and Research",
bookTitle="Advances in Digital Forensics X: 10th IFIP WG 11.9 International Conference, Vienna, Austria, January 8-10, 2014, Revised Selected Papers",
year="2014",
publisher="Springer Berlin Heidelberg",
address="Berlin, Heidelberg",
pages="309--325",
isbn="978-3-662-44952-3",
doi="10.1007/978-3-662-44952-3_21",
url="https://doi.org/10.1007/978-3-662-44952-3_21"
}

Memcorp, DARPA Intrusion Detection Data Sets, Real Data Corpus, Enron corpus,
Facereqognition, Global Intelligence Files

1 This page describes large-scale corpora of forensically interesting information that are available for those involved in forensic research. http://forensicswiki.org/wiki/Forensic_corpora#Log_files

cross-reference:"10.1007/978-3-662-
44952-3_21" - 1

Education and training in digital forensics requires a variety of suitable challenge corpora containing realistic features including regular wear-
and-tear, background noise, and the actual digital traces to be discovered during investigation.(...) 

@article{SCANLON2017S29,
title = "EviPlant: An efficient digital forensic challenge creation, manipulation and distribution solution",
journal = "Digital Investigation",
volume = "20",
number = "",
pages = "S29 - S36",
year = "2017",
note = "DFRWS 2017 Europe",
issn = "1742-2876",
doi = "http://dx.doi.org/10.1016/j.diin.2017.01.010",
url = "http://www.sciencedirect.com/science/article/pii/S1742287617300397",
author = "Mark Scanlon and Xiaoyu Du and David Lillis",
}

2

(...) The paper also describes a Python library designed to be used with RegXML and the results obtained upon applying the library to 
analyze two forensic corpora. Experimental results are presented based on hundreds of disk images, thousands of hive files and tens of 
millions of Registry cells.

@Inbook{Nelson2012,
author="Nelson, Alex",
editor="Peterson, Gilbert
and Shenoi, Sujeet",
title="XML Conversion of the Windows Registry for Forensic Processing and Distribution",
bookTitle="Advances in Digital Forensics VIII: 8th IFIP WG 11.9 International Conference on Digital Forensics, Pretoria, South Africa, January 3-5, 2012, Revised 
Selected Papers",
year="2012",
publisher="Springer Berlin Heidelberg",
address="Berlin, Heidelberg",
pages="51--65",
isbn="978-3-642-33962-2",
doi="10.1007/978-3-642-33962-2_4",
url="https://doi.org/10.1007/978-3-642-33962-2_4"
} https://digitalcorpora.org/corpora/disk-images/rdc-faq

snowball:"10.1007/s10207-011-0144-3" - 
2

Progress in computer forensics research has been limited by the lack of a standardized data sets—corpora—that are available for research 
purposes. We explain why corpora are needed to further forensic research, present a taxonomy for describing corpora, and announce the 
availability of several forensic data sets.

@article{GARFINKEL2009S2,
title = "Bringing science to digital forensics with standardized forensic corpora",
journal = "Digital Investigation",
volume = "6",
number = "",
pages = "S2 - S11",
year = "2009",
note = "The Proceedings of the Ninth Annual DFRWS Conference",
issn = "1742-2876",
doi = "http://dx.doi.org/10.1016/j.diin.2009.06.016",
url = "http://www.sciencedirect.com/science/article/pii/S1742287609000346",
author = "Simson Garfinkel and Paul Farrell and Vassil Roussev and George Dinolt",
keywords = "Forensics",
keywords = "Human subjects research",
keywords = "Corpora",
keywords = "Real data corpus",
keywords = "Realistic data"
}

Enron, search terms for forensic corpora: 
Disk images, Memory images, Network packets, files.... 
corpora taxonemy

govdoc1

2

File carving is the process of recovering files based on the contents of a file in scenarios where file system metadata is unavailable. In this 
research a total of 6 file carving tools were tested and reviewed to evaluate the performance quality of each. Comparison of findings to a 
previous similar study was conducted and showed variable performance advances. A new file carving data set was also authored and testing 
determined that the wider variety of file types and structures proved challenging for most tools to efficiently recover a high percentage of 
files. Results also highlighted the ongoing issue with complete recovery and reassembly of fragmented files. Future research is required to 
provide digital forensic investigators & data recovery practitioners with efficient and accurate file carving tools to maximise file recovery and 
minimise invalid file output.

@Inbook{Laurenson2013,
author="Laurenson, Thomas",
editor="Janczewski, Lech J.
and Wolfe, Henry B.
and Shenoi, Sujeet",
title="Performance Analysis of File Carving Tools",
bookTitle="Security and Privacy Protection in Information Processing Systems: 28th IFIP TC 11 International Conference, SEC 2013, Auckland, New Zealand, 
July 8-10, 2013. Proceedings",
year="2013",
publisher="Springer Berlin Heidelberg",
address="Berlin, Heidelberg",
pages="419--433",
isbn="978-3-642-39218-4",
doi="10.1007/978-3-642-39218-4_31",
url="https://doi.org/10.1007/978-3-642-39218-4_31"
}

govdoc1

2

Open source software tools designed for disk analysis play a critical role in digital forensic investigations. 
The tools typically are onerous to use and rely on expertise in investigative techniques and disk structures. 
Previous research presented the design and initial development of a toolkit that can be used as an automated 
assistant in forensic investigations. This chapter builds on the previous work and presents an advanced 
automated disk investigation toolkit (AUDIT) that leverages a dynamic knowledge base and database. 
AUDIT has new reporting and inference functionality. It facilitates the investigative process by handling core 
information technology expertise, including the choice and operational sequence of tools and their 
configurations. The ability of AUDIT to serve as an intelligent digital assistant is evaluated using a series of 
tests that compare it against standard benchmark disk images and examine the support it provides to human 
investigators.

@Inbook{Karabiyik2016,
author="Karabiyik, Umit
and Aggarwal, Sudhir",
editor="Peterson, Gilbert
and Shenoi, Sujeet",
title="Advanced Automated Disk Investigation Toolkit",
bookTitle="Advances in Digital Forensics XII: 12th IFIP WG 11.9 International Conference, New Delhi, January 4-6, 2016, Revised Selected Papers",
year="2016",
publisher="Springer International Publishing",
address="Cham",
pages="379--396",
abstract="Open source software tools designed for disk analysis play a critical role in digital forensic investigations. The tools typically are onerous to use and 
rely on expertise in investigative techniques and disk structures. Previous research presented the design and initial development of a toolkit that can be used as 
an automated assistant in forensic investigations. This chapter builds on the previous work and presents an advanced automated disk investigation toolkit 
(AUDIT) that leverages a dynamic knowledge base and database. AUDIT has new reporting and inference functionality. It facilitates the investigative process by 
handling core information technology expertise, including the choice and operational sequence of tools and their configurations. The ability of AUDIT to serve as 
an intelligent digital assistant is evaluated using a series of tests that compare it against standard benchmark disk images and examine the support it provides to 
human investigators.",
isbn="978-3-319-46279-0",
doi="10.1007/978-3-319-46279-0_20",
url="https://doi.org/10.1007/978-3-319-46279-0_20"
}

govdoc1

2
Polish Corpus of Suicide Notes (henceforth PCSN) is constructed to meet the needs of forensic linguistics. Suicide notes are messages 
created in borderline situation, shortly before death. Hence the annotation...

@Inbook{Marcińczuk2011,
author="Marci{\'{n}}czuk, Micha{\l}
and Za{\'{s}}ko-Zieli{\'{n}}ska, Monika
and Piasecki, Maciej",
editor="Habernal, Ivan
and Matou{\v{s}}ek, V{\'a}clav",
title="Structure Annotation in the Polish Corpus of Suicide Notes",
bookTitle="Text, Speech and Dialogue: 14th International Conference, TSD 2011, Pilsen, Czech Republic, September 1-5, 2011. Proceedings",
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 (...)For the forensic scenario, we use the Ahumada III database, a public corpus in Spanish coming from real authored forensic cases 
collected by Spanish Guardia Civil. We show experiments illustrating the robustness of a SVR scheme using a GLDS kernel under strong 
session variability, even when no session variability is applied, and especially in the forensic scenario, under database mismatch.
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and Ramos, Daniel
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editor="Tistarelli, Massimo
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bookTitle="Advances in Biometrics: Third International Conference, ICB 2009, Alghero, Italy, June 2-5, 2009. Proceedings",
year="2009",
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Authorship attribution is an important emerging security
tool. However, just as criminals may wear gloves to hide
their fingerprints, so authors may choose to mask their style
to escape detection. Most authorship studies have focused
on cooperative and/or unaware authors who do not take
such precautions. Using a newly published corpus (the BrennanGreenstadt
Obfuscation corpus), we use the JGAAP system
(www.jgaap.com) to test different methods of authorship
attribution against essays written in deliberate attempt to
mask style. We confirm that this is an issue.
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 publisher = {ACM},
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We combine the speed and scalability of information retrieval
with the generally superior classification accuracy offered by
machine learning, yielding a two-phase text classifier that can
scale to very large document corpora. We investigate the effect
of different methods of formulating the query from the training
set, as well as varying the query size. In empirical tests on the
Reuters RCV1 corpus of 806,000 documents, we find runtime was
easily reduced by a factor of 27x, with a somewhat surprising
gain in F-measure compared with traditional text classification
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https://digitalcorpora.org/corpora/disk-images/rdc-faq
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Compression models represent an interesting approach for different classification tasks and have been used widely across many research 
fields. We adapt compression models to the field of authorship verification (AV), a branch of digital text forensics.(...)
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The interest of the research community in creating reference datasets for performance analysis is always very high. Although new datasets, 
collecting large amounts of video footage are spreading in surveillance and forensics, few bench-marks with annotation data are available for 
testing specific tasks and especially for 3D/multi-view analysis. In this paper we present 3DPeS, a new dataset for 3D/multi- view 
surveillance and forensic applications. This has been designed for discussing and evaluating research results in people re-identification and 
other related activities (people detection, people segmentation and people tracking). The new assessed version of the dataset contains 
hundreds of video sequences of 200 people taken from a multi-camera distributed surveillance system over several days, with different light 
conditions; each person is detected multiple times and from different points of view. In surveillance scenarios, the dataset can be exploited to 
evaluate people reacquisition, 3D body models and people activity reconstruction algorithms. In forensics it can be adopted too, by relaxing 
some constraints (e.g. real time) and neglecting some information (e.g. calibration). Some results on this new dataset are presented using 
state of the art methods for people re-identification as a benchmark for future comparisons.
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Digital forensics is a relatively new research area which aims at authenticating digital media by detecting possible digital forgeries. Indeed, 
the ever increasing availability of multimedia data on the web, coupled with the great advances reached by computer graphical tools, makes 
the modification of an image and the creation of visually compelling forgeries an easy task for any user. This in turns creates the need of 
reliable tools to validate the trustworthiness of the represented information. In such a context, we present here RAISE, a large dataset of 
8156 high-resolution raw images, depicting various subjects and scenarios, properly annotated and available together with accompanying 
metadata. Such a wide collection of untouched and diverse data is intended to become a powerful resource for, but not limited to, forensic 
researchers by providing a common benchmark for a fair comparison, testing and evaluation of existing and next generation forensic 
algorithms. In this paper we describe how RAISE has been collected and organized, discuss how digital image forensics and many other 
multimedia research areas may benefit of this new publicly available benchmark dataset and test a very recent forensic technique for JPEG 
compression detection.
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In this paper we describe and share with the research community, a significant smartphone dataset obtained from an ongoing long-term data 
collection experiment. The dataset currently contains 10 billion data records from 30 users collected over a period of 1.6 years and an 
additional 20 users for 6 months (totaling 50 active users currently participating in the experiment).

The experiment involves two smartphone agents: SherLock and Moriarty. SherLock collects a wide variety of software and sensor data at a 
high sample rate. Moriarty perpetrates various attacks on the user and logs its activities, thus providing labels for the SherLock dataset.

The primary purpose of the dataset is to help security professionals and academic researchers in developing innovative methods of implicitly 
detecting malicious behavior in smartphones. Specifically, from data obtainable without superuser (root) privileges. To demonstrate possible 
uses of the dataset, we perform a basic malware analysis and evaluate a method of continuous user authentication.
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Image splicing detection is of fundamental importance in digital forensics and therefore has attracted increasing attention 
recently. In this paper, we propose a blind, passive, yet effective splicing detection approach based on a natural image 
model. This natural image model consists of statistical features extracted from the given test image as well as 2-D arrays 
generated by applying to the test images multi-size block discrete cosine transform (MBDCT). The statistical features 
include moments of characteristic functions of wavelet subbands and Markov transition probabilities of difference 2-D 
arrays. To evaluate the performance of our proposed model, we further present a concrete implementation of this model 
that has been designed for and applied to the Columbia Image Splicing Detection Evaluation Dataset. Our experimental 
works have demonstrated that this new splicing detection scheme outperforms the state of the art by a significant margin 
when applied to the above-mentioned dataset, indicating that the proposed approach possesses promising capability in 
splicing detection.
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Recent work has proposed the Lempel-Ziv Jaccard Distance (LZJD) as a method to measure the similarity between binary byte sequences 
for malware classification. We propose and test LZJD's effectiveness as a similarity digest hash for digital forensics. To do so we develop a 
high performance Java implementation with the same command-line arguments as sdhash, making it easy to integrate into existing work-
flows. Our testing shows that LZJD is effective for this task, and significantly outperforms sdhash and ssdeep in its ability to match related file 
fragments and is faster at comparison time.
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Most existing datasets for speaker identification contain samples obtained under quite constrained conditions, and are usually hand-
annotated, hence limited in size. The goal of this paper is to generate a large scale text-independent speaker identification dataset collected 
'in the wild'. We make two contributions. First, we propose a fully automated pipeline based on computer vision techniques to create the 
dataset from open-source media. Our pipeline involves obtaining videos from YouTube; performing active speaker verification using a two-
stream synchronization Convolutional Neural Network (CNN), and confirming the identity of the speaker using CNN based facial recognition. 
We use this pipeline to curate VoxCeleb which contains hundreds of thousands of 'real world' utterances for over 1,000 celebrities. Our 
second contribution is to apply and compare various state of the art speaker identification techniques on our dataset to establish baseline 
performance. We show that a CNN based architecture obtains the best performance for both identification and verification.
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SMS messaging is a popular media of communication. Because of its popularity and privacy, it could be used for many illegal purposes. 
Additionally, since they are part of the day to day life, SMSes can be used as evidence for many legal disputes. Since a cellular phone might 
be accessible to people close to the owner, it is important to establish the fact that the sender of the message is indeed the owner of the 
phone. For this purpose, the straight forward solutions seem to be the use of popular stylometric methods. However, in comparison with the 
data used for stylometry in the literature, SMSes have unusual characteristics making it hard or impossible to apply these methods in a 
conventional way. Our target is to come up with a method of authorship detection of SMS messages that could still give a usable accuracy. 
We argue that, considering the methods of author attribution, the best method that could be applied to SMS messages is an n-gram method. 
To prove our point, we checked two different methods of distribution comparison with varying number of training and testing data. We 
specifically try to compare how well our algorithms work under less amount of testing data and large number of candidate authors (which we 
believe to be the real world scenario) against controlled tests with less number of authors and selected SMSes with large number of words. 
To counter the lack of information in an SMS message, we propose the method of stacking together few SMSes.

@article{DBLP:journals/corr/RagelHS14,
  author    = {Roshan G. Ragel and
               P. Herath and
               Upul Senanayake},
  title     = {Authorship detection of {SMS} messages using unigrams},
  journal   = {CoRR},
  volume    = {abs/1403.1314},
  year      = {2014},
  url       = {http://arxiv.org/abs/1403.1314},
  timestamp = {Wed, 07 Jun 2017 14:40:31 +0200},
  biburl    = {http://dblp.uni-trier.de/rec/bib/journals/corr/RagelHS14},
  bibsource = {dblp computer science bibliography, http://dblp.org}
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The purpose of writing this paper is three-fold. First, it presents a novel local / part-based automatic system for forensic signature verification 
involving disguised signatures. Disguised signatures are written by authentic authors but with the intention of later denial. The proposed 
system reaches an equal error rate of 3.36% in classifying disguised and genuine signatures. Second, it compares the performance of the 
proposed system with various state-of-the-art signature verification systems on the same data, i.e., the publicly available dataset of 
4NSigComp2010 signature verification competition. Third, it presents a performance comparison of the proposed system with human 
forensic handwriting examiners. It is important as it highlights the potential of the proposed system to assist humans in solving real world 
forensic signature verification cases.
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Malware Detection in Android-Based Mobile Environments Using Optimum-Path Forest
Nowadays, people use smartphones and tablets with the very same purposes as desktop computers: web browsing, social networking and 
home-banking, just to name a few. However, we are often facing the problem of keeping our information protected and trustworthy. As a 
result of their popularity and functionality, mobile devices are a growing target for malicious activities. In such context, mobile malwares have 
gained significant ground since the emergence and growth of smartphones and handheld devices, becoming a real threat. In this paper, we 
introduced a recently developed pattern recognition technique called Optimum-Path Forest in the context of malware detection, as well we 
present "DroidWare", a new public dataset to foster the research on mobile malware detection. In addition, we also proposed to use 
Restricted Boltzmann Machines for unsupervised feature learning in the context of malware identification.
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Statistics-based anomaly detections have been studied and implemented widely due to their potential to discover unseen anomalies. Several 
data analyzing techniques such as Wavelet have been successfully applied to this field of research. Wavelet analysis is one of the popular 
techniques that can be used to extract unusual patterns hidden within time-series data. When combined with the powerful data 
summarization technique like sketch, it could be able to detection significant changes in network data without any prior knowledge about the 
targeted traffic. In this paper, we study the anomaly detection approach based on the combination of random projection (sketch) and wavelet 
analysis. We apply our proposed algorithm to the traffic traces collected on the trans-Pacific transit backbone link (MAWI dataset), and 
compare it with other algorithms, and the port heuristic methodology. The experimental results show that our algorithm can detect and 
identify a large number of anomalous traffic that are, for example, associated with some malware activities. Moreover, our proposed 
algorithm is also capable of detecting low-intensity anomalies as well as some types of malicious traffic that cannot be identified by the 
traditional wavelet analysis.
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In this abstract, we investigate the network traffic that may cause the unauthorized control of a computer in the campus network using buffer 
overflow attacks, the objective of which is to gain the control of privileged programs and computers. We provide statistics of the network 
traffic in a campus and an enterprise network together with probabilities of a buffer overflow attack to provide attakers the most vulnerable 
services using low interaction honeypot HoneyD together with a highly interactive shadow honeypot Argos that were used to detect attacks 
and describe their detection profiles. In this manner, we can collect data to be used for training classifiers to predict and detect even zero day 
vulnerabilities and malware. Our intension is to acquaint dataset that can identify serious security threats in much higher details, compared to 
1999 KDD Cup dataset.
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The packaging model of Android apps requires the entire code necessary for the execution of an app to be shipped into one single apk file. 
Thus, an analysis of Android apps often visits code which is not part of the functionality delivered by the app. Such code is often contributed 
by the common libraries which are used pervasively by all apps. Unfortunately, Android analyses, e.g., for piggybacking detection and 
malware detection, can produce inaccurate results if they do not take into account the case of library code, which constitute noise in app 
features. Despite some efforts on investigating Android libraries, the momentum of Android research has not yet produced a complete set of 
common libraries to further support in-depth analysis of Android apps. In this paper, we leverage a dataset of about 1.5 million apps from 
Google Play to harvest potential common libraries, including advertisement libraries. With several steps of refinements, we finally collect by 
far the largest set of 1,113 libraries supporting common functionality and 240 libraries for advertisement. We use the dataset to investigates 
several aspects of Android libraries, including their popularity and their proportion in Android app code. Based on these datasets, we have 
further performed several empirical investigations to confirm the motivations behind our work.
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Anomalies in computer networks has increased in the last decades and raised concern to create techniques to identify these unusual traffic 
patterns. This research aims to use data mining techniques in order to correctly identify these anomalies, particularly in spam detection, for it 
was applied an collection of machine learning algorithms for data mining tasks and an dataset called SPAMBASE to identify the best 
techniques for this type of anomaly.
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Recently more and more spam messages are emerging on microblogs, which leads to an unpleasant or even deteriorating social network 
environment. Existing studies on spam microblog detection mostly make use of textual features or social network features alone to detect 
spam messages. While in this paper, we propose a new detection approach from users' perspective, which combines social network features 
of the publishers with textual features of microblogs itself together, to compose a feature vector. By feeding the feature vector into a SVM 
machine learning system for data training, we classify spam microblogs from benign ones. We conduct experiments with the dataset of Sina 
Weibo, one of the most famous Chinese microblogs, to verify the effectiveness of our approach. Compared to the approaches which only 
consider textual or network features, we observe 13% and 29% increases of accuracy respectively with our proposed approach.
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In this paper, we describe the design and creation of four publicly available datasets generated using a testbed with simulated benign users 
and a manual attacker. The datasets were created to provide examples of cyber exploitations and aid in the production of reproducible 
research that address cyber security challenges. The CyberVAN testbed provides sophisticated capabilities for high-fidelity cyber 
experimentation in strategic and tactical network environments. The representative network is sufficiently complex with synthetic users 
performing normal duties that generate traffic (webpage browsing, e-mail, etc.). Both network and host based facts/logs are included in the 
dataset along with a diagram of the network and a timeline of events. The four datasets encompass progressively complex scenarios: 1) 
malware infection injection via a phishing email attachment; 2) propagating botnet injection via phishing email attachment with a Single Fast 
Flux algorithm for bot master identification/communication; 3) propagating botnet injection via email link using a Domain Generation 
Algorithm for bot master identification/communication; 4) propagating botnet injection via corruption of a legitimate internal web server with 
Double Fast Flux for bot master identification/communication. The full datasets along with relevant documentation is available for public 
download. Additional datasets containing tactical network scenarios and environments will be added to the repository in the future with the 
goal of enabling reproducible cyber security research that will advance the science of cyber security.
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Adaptation of Intrusion Detection Systems (IDSs) in the heterogeneous and adversarial network environments is crucial. We design an 
adaptive IDS that has 10% higher accuracy than the best of four different baseline IDSs. Rather than creating a new `super' IDS, we 
combine the outputs of the IDSs by using the online learning framework proposed by Bousquet and Warmuth [1]. The combination 
framework allows to dynamically determine the best IDSs performed in different segments of a dataset. Moreover, to increase the accuracy 
and reliability of the intrusion detection results, the fusion between outputs of the four IDSs is taken into account by a new expanded 
framework. We conduct the experiments on two different datasets for benchmarking Web Application Firewalls: the ECML-PKDD 2007 HTTP 
dataset and the CISIC HTTP 2010. Experimental results show the high adaptability of the proposed IDS.
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Today Internet security has become a serious issue for anyone connected to the Internet. The internet is a great tool for many things, but 
unfortunately it can also pose a security risk for personal information and privacy. Hidden Markov Model (HMM) based applications are 
common in various areas, but the incorporation of HMM's for anomaly detection is still in its infancy. There are many approaches for building 
the IDS; here we are chosen Hidden Markov Model approach for building Anomaly based Intrusion Detection System (ABIDS) as a network 
security tool. This model has two phases, in the first phase the model is trained and in the second phase the model is tested. In both phases 
we have used a standard masquerade dataset. This dataset contains 50 users and each user has 15000 records. The first 5000 records 
have been used to train the model and the remaining 10000 records have been used for evaluation (testing) of the model. This model works 
for even high dimensional data streams with high performance detection rate and robust to noise.
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