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## Abstract

Presented here is the development of a time gated Raman spectrometer, a new method for designing polarimeters, testing of an overdetermined Mueller matrix imaging ellipsometer and Mueller matrix imaging of collagen fibre directions and silicon strain. In addition, a new method, spectral correlation, for analysing hyperspectral images, is developed, implemented and tested.
The time gated Raman spectrometer is capable of gating away long lifetime luminescence ( $>2 \mathrm{~ns}$ ), by using a time gated ICCD and a 2 ns pulsed Nd:YAG laser. Furthermore, the system can be used to study UV resonance Raman effects, due to the third ( 355 nm ) and fourth ( 266 nm ) order harmonic excitations available.

For optimising broadband polarimeters, genetic algorithms are employed. The resulting polarimeters are demonstrated to have a lower noise propagation and a broader spectral range, compared to previous commercial and patented designs. One of the designs is realised as a Mueller matrix liquid crystal variable retarder based ellipsometer. Its performance is in good agreement with computer optimised models. For calibrating the instrument, an extended version of the eigenvalue calibration method is employed.

Mueller matrix imaging is used together with state of the art decomposition methods to image collagen fibre orientations in cartilage and tendon. 3D directional imaging of the collagen fibres is achieved by using different angles of incidence upon the sample and a new method for calculating the fibre direction from the linear retardance. The method uses an effective medium approach to justify that the slow axis is along the direction of the fibres. A similar approach is used to study strain in silicon wafers.

Lastly, a spectral correlation method for analysing hyperspectral fluorescence images is developed and demonstrated to be good for analysing double stained amyloid plaques in mice. The resulting analysis allows for calculating the radius dependent mean and standard deviations for a set of plaques as a function of radius. By studying amyloid plaques from mice of different ages, it was found that there were significant changes with age in the structure of the plaques. Furthermore, the method was found to work well for analysing multi-component Raman spectra, where it detected small amounts of tetrahydrofuran in water.
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## 1. Introduction

"The difference between screwing around and science is writing it down."

- Adam Savage

The study of how light interacts with our surroundings is something which defines us as humans. Ever since the first spearfishers discovered that catching the fish required them to throw their spears below it, we have known that light interacts with our surroundings in a peculiar way. Today we know that the effect, that the fishermen discovered, a due to the refraction of light, mathematically explained by Snell's law. Even if it is fully understood today, the "breaking" of a pencil by the water surface, as illustrated in figure 1.1, is a fascinating effect.


Figure 1.1.: The "breaking" of a pencil by a water surface.

There are a lot of other phenomena arising from the fundamental properties of light, many of which are famous and spectacular. My personal favourites are the rainbow, the red sunset and the polarisation of the blue sky. At first glance the rainbow is a result of the splitting of all the wavelengths in sunlight, due to dispersion in the raindrops $[15,16]$. By looking further into the rainbow and all the effects related to it, we have discovered that some of the effects are not so easily explained. Explaining these requires the
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study of the wave nature of light and how it scatters on particles $[16,17]$. The scattering of light is also responsible for the beautiful colours at sunset and the blue sky [18]. In addition to the colours, the blue sky is polarised, meaning that the electromagnetic waves oscillate in a non random direction. Polarisation is one of the fundamental properties of light which, together with its wavelength, will be studied here.

One of the aims of the work presented here was to study known interactions between polarised light and the structure of biological samples [19-28], and nanomaterials [29-32] as part of collaborations with other research groups. This was to be achieved by using and improving a newly developed system for measuring the polarisation altering properties of a sample $[31,33,34]$. In addition to improving the setup step by step, a secondary objective was to develop computer software for more robust and precise optical design. Initially, the software was to be based on searching all possible solutions, however during the work, it instead became based upon algorithms for optimisation developed in the field of artificial intelligence [35].

Another aim of the work was to employ and develop different spectroscopy techniques, known to be suited for application on biomedical and nanomaterial samples [36-45]. These projects were to rely on the collaboration with international research groups, one of which was an EU project in the seventh framework program, namely the LUPAS (Luminescent Polymers for in vivo imaging of Amyloid Signatures) project. In studying amyloid samples, a new system for carrying out hyperspectral fluorescence microscopy was to be used, requiring implementation and development of new image analysis software.

Another spectroscopy technique to be developed was a time gated Raman spectrometer. The technique should use a newly acquired state of the art monochromator with an ICCD, together with a pulsed laser. It was to solve some of the problems related to luminescence dominating the Raman signal $[46,47]$. In addition, it should enable the detection of resonance Raman by using UV excitation [48].

In order to present the results from the aims, chapter 2 , briefly describes the background and theory laying the foundations for the work presented. It will include the theory for polarisation and spectroscopy. Following this, chapter 3 will give an overview of the different experimental setups, the system design and optimisation, as well as selected results from the work published during the thesis. Chapter 4 will summarise the thesis in a conclusion and present possible continuations of the work presented here. Appendix A includes a presentation of an unpublished setup for doing excited state absorption (ESA) and is included mostly as a reference for possible future ESA setups. Lastly, appendix B includes the papers which are part of this thesis.

## 2. Background and Theory

> "We are just an advanced breed of monkeys on a minor planet of a very average star. But we can understand the Universe. That makes us something very special."
> - Stephen Hawking

As Stephen Hawking points out, we are capable of understanding (parts of) the Universe. In doing so, we have developed different theories and tried to prove them wrong by employing the scientific method. New theories are based upon accepted theories, which have stood up to rigorous tests and predicted experiment outcomes. In such a way, we are building our tree of knowledge. It is this tree that the work presented here was aimed at adding a tiny branch to. In order to do so, the work builds upon work done by scientists before me, especially advances done on manipulation and detection of light.

This chapter briefly explains the background and theory for the work presented in the thesis. It will not be an extensive explanation of the theory, as there are a number of good books going in depth on the theory, like for example the books in references [49-52]. Furthermore, theory explained satisfactorily in the included papers will not be repeated here.

### 2.1. On light

When reading this text you are most likely looking at it with your eyes. If that is the case, you will be observing photons that have either been emitted by a screen or reflected off the paper. These photons are quanta of the electromagnetic field. The electromagnetic field describes not only light, but also x-rays, radio waves, etc. In order for us to see light, it must have a wavelength (denoted as $\lambda$ ) in the range 380 nm to 750 nm . Wavelength is one of the fundamental properties of the electromagnetic field, the others being amplitude, phase, direction of propagation and direction of oscillation, known as polarisation. All of these properties are of interest for studying and observing our surroundings.
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### 2.2. Polarised light

As humans we can not, under most circumstances, see what polarisation is. The exception being for instance Haidinger's brushes [53]. In contrast, some insects (bees, ants, crickets, ...) have the ability to observe the difference between different polarisation states of light [54]. Understanding how it is possible to see the differences, requires us to define what polarisation is. As already mentioned, polarisation is the direction of the electric field oscillation in electromagnetic waves. Electromagnetic waves, as most commonly defined, are transverse waves. Consequently, the oscillation is in the plane normal to the direction of the propagation, see figure 2.1. This plane can then be used to describe polarisation, by tracing how the wave intersects it over time. Since the field oscillates with a harmonic motion, the only possible path for the polarisation is an ellipse, with the special cases of a line and a circle. The ellipse is known as the polarisation ellipse and can be seen in figure 2.1.


Figure 2.1.: Figure showing the electric (blue) and magnetic (red) parts of an elliptically polarised electromagnetic wave. Furthermore the coordinate system and the polarisation ellipse for right elliptical light is shown. The $z$-axis points away from the source.

In the general description, there is the possibility for longitudinal polarisation, where (part of) the electromagnetic wave is longitudinal [55, 56]. It requires radially polarised beams and was believed to only be achieved over a few wavelengths [55] in distance, however, recently there was published a
design for several tens of thousands of wavelengths [57]. The beam has some desirable properties, amongst others no divergence. A beam with no divergence can be used to achieve better focusing in high-resolution imaging [56]. The case of longitudinal electromagnetic waves is a special case, and will not be discussed any more in this thesis.

### 2.2.1. Stokes formalism

Having now understood what polarisation is, it is useful to quantify it. One convenient way of quantifying it is to use the Stokes formalism. First we define the electric field as a monochromatic plane wave traveling in the $z$ direction [49,58]

$$
\begin{equation*}
\boldsymbol{E}(z, t)=\boldsymbol{E}_{0} e^{i(\omega t-k z)}=\operatorname{Re}\left\{E_{x 0} e^{i\left(\omega t-k z+\delta_{x}\right)}\right\} \hat{x}+\operatorname{Re}\left\{E_{y 0} e^{i\left(\omega t-k z+\delta_{y}\right)}\right\} \hat{y}, \tag{2.1}
\end{equation*}
$$

where $\boldsymbol{E}_{\mathbf{0}}$ is the time dependent electric field amplitude, $\omega$ is the angular frequency, $t$ the time, $k=2 \pi / \lambda$ the wave vector and $\hat{x}$ and $\hat{y}$ the unit vectors in the $x$ and $y$ directions. See figure 2.1 for the definition of the coordinate system. $E_{x 0}$ is the time dependent electric field amplitude in the $x$ direction, $E_{y 0}$ the time dependent electric field amplitude in the $y$ direction, and $\delta_{x}$ and $\delta_{y}$ are their phases.
Using the field described in equation (2.1), it is possible to define the Stokes vector as $[50,58]$

$$
\boldsymbol{S}=\left[\begin{array}{c}
s_{0}  \tag{2.2}\\
s_{1} \\
s_{2} \\
s_{3}
\end{array}\right]=\left[\begin{array}{c}
\left\langle E_{x 0}^{2}\right\rangle+\left\langle E_{y 0}^{2}\right\rangle \\
\left\langle E_{x 0}^{2}\right\rangle-\left\langle E_{y 0}^{2}\right\rangle \\
2\left\langle E_{x 0} E_{y 0}\right\rangle \cos \delta \\
2\left\langle E_{x 0} E_{y 0}\right\rangle \sin \delta
\end{array}\right],
$$

with $\delta=\delta_{y}-\delta_{x}$ describing the phase difference between the two components of the electric fields. $\rangle$ denotes time averages. The first component of the Stokes vector, $s_{0}$, is the total intensity of the light. $s_{1}$ describes the amount of linearly horizontally ( $x$-direction) or vertically polarised ( $y$-direction) light. The $s_{2}$ component is similar to $s_{1}$, as it describes the amount of linear polarised light at $\pm 45^{\circ}$. Finally, the $s_{3}$ component is the amount of left or right circular polarised light. The first three components of the Stokes vector $\left(s_{0}, s_{1}, s_{2}\right)$ can all be measured using a linear polariser, while the last component relates the left and right circular polarisation, and therefore requires a wave plate to be measured.
It is here worth noting that there are two possible ways of defining right and left circular polarisation. In the work presented here the definition from Hauge et al. [58] will be used. It defines right circular polarisation as a clockwise
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rotation of the electric field when looking towards the source, see figure 2.1.
The Stokes vector is one way of describing polarisation of light. Another common way of describing it is through the Jones vector, it is a two-vector with the $x$ component of the electric field $E_{x}=E_{x 0} e^{i \delta_{x}}$ as the first element and the $y$ component of the electric field $E_{y}=E_{y 0} e^{i \delta_{y}}$ as the second. Compared to the real Stokes vector, the Jones vector is a complex vector that describes the phase of the electric field. However, since it can only describe fully polarised light, it is not of that much interest for the work presented here, since the samples studied are all partially depolarising. In comparison, the Stokes vector is a real vector that can be used to describe unpolarised light, though it does not describe the absolute phase.

### 2.2.2. The Mueller matrix

Once the Stokes vector (equation (2.2)) has been defined, it is advantageous to define a transformation matrix for it, describing its interaction with matter. This transformation matrix is known as the Mueller matrix, $\boldsymbol{M}$, and is a $4 \times 4$ real matrix. Since the Stokes vector can describe depolarised light, the Mueller matrix describes, in addition to other properties of a sample, depolarising effects. The Mueller matrix for air ( $\operatorname{diag}[1,1,1,1])$ and other simple optical components can easily be recognised, see subsection 2.2 .5 , though if the system becomes more complex, like for instance turbid media (biological tissue), or scattering media (rough surfaces), it is insightful to use Mueller matrix decomposition techniques. From these it is easier to extract the physical properties of the sample, for example birefringence, optical rotation and depolarisation. There are several ways of doing a matrix decomposition, but the main ones used in this thesis is the forward polar decomposition developed by Lu and Chipman [59] and the differential decomposition originally proposed by Azzam [60]. These will be presented in the ensuing subsections.

### 2.2.3. Forward polar decomposition

The forward polar decomposition, developed by Lu and Chipman [59], has been the most widely used method for decomposing Mueller matrices. It decomposes the Mueller matrix into three different Mueller matrices via

$$
\begin{equation*}
\boldsymbol{M}=\boldsymbol{M}_{\Delta} \boldsymbol{M}_{R} \boldsymbol{M}_{D} \tag{2.3}
\end{equation*}
$$

where $\boldsymbol{M}_{\Delta}$ is the depolarisation matrix, $\boldsymbol{M}_{R}$ is the retardance matrix and $\boldsymbol{M}_{D}$ the diattenuation matrix.

After decomposing the measured Mueller matrices, it is convenient to further calculate the properties of a sample by various models. One way of calculating the properties is using the equations derived by Manhas et al. [61].

Examples of the properties one then gets, is the direction of the fast axis of the linear retardance $\theta$, the optical rotation $\psi$ and the linear retardance $\delta$. These quantities can further be used to understand the structure to property relationships in a sample.

The forward polar decomposition in equation 2.3, is only one of six possible permutations of the $\boldsymbol{M}_{\Delta}, \boldsymbol{M}_{R}$ and $\boldsymbol{M}_{D}$ matrices [62,63]. These permutations are grouped into the forward polar decomposition with the depolarisation $\left(\boldsymbol{M}_{\Delta}\right)$ assumed to occur after diattenuation $\left(\boldsymbol{M}_{D}\right)$, and the reverse with the opposite order. The permutation of the forward polar decomposition given in equation (2.3), is the one most commonly used and the one used in the work presented here.

### 2.2.4. Differential decomposition

The forward polar decomposition and the permutations, assume that the polarisation effects are sequential, which is only correct for some samples. For instance, most biological tissue is turbid in its nature [24], resulting in the polarisation effects occurring simultaneously. As a consequence, either the parameters in the forward polar decomposition can be modified as explained by Kumar et al. [64], or another decomposition method is needed. One of the methods that can decompose simultaneous effects is the differential decomposition, first proposed by Azzam for Jones matrices [60], and further refined to Mueller matrices by Ossikovski [65] and Kumar et al. [64].

The differential decomposition method decomposes the Mueller matrix by taking its matrix logarithm

$$
\boldsymbol{L}=\ln \boldsymbol{M}=\boldsymbol{m} l
$$

where $\boldsymbol{m}$ is the differential matrix and $l$ the path length through the sample. $\boldsymbol{m}$ contains the polarisation properties of the sample per unit length. From $\boldsymbol{L}$ it is now possible to construct two matrices describing the material properties

$$
\begin{aligned}
\boldsymbol{L} & =\boldsymbol{L}_{\boldsymbol{m}}+\boldsymbol{L}_{\boldsymbol{u}} \\
\boldsymbol{L}_{\boldsymbol{m}} & =\frac{1}{2}\left(\boldsymbol{L}-\boldsymbol{G} \boldsymbol{L}^{T} \boldsymbol{G}\right) \\
\boldsymbol{L}_{\boldsymbol{u}} & =\frac{1}{2}\left(\boldsymbol{L}+\boldsymbol{G} \boldsymbol{L}^{T} \boldsymbol{G}\right),
\end{aligned}
$$

where $G$ is the Minkowski metric tensor, $\operatorname{diag}[1,-1,-1,-1]$. The properties of the sample can be found from $\boldsymbol{L}_{m}$ and $\boldsymbol{L}_{u}$, where $\boldsymbol{L}_{m}$ will result in the properties themselves and $\boldsymbol{L}_{u}$ the depolarisation and uncertainty (standard deviation) in the properties. The uncertainty is a result of the randomness in the sample. Properties that one can calculate from $\boldsymbol{L}_{m}$ and $\boldsymbol{L}_{u}$ are the same
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as for the forward polar decomposition, though some of them depend on $l$, see Kumar et al. [64] and paper 6.

### 2.2.5. Polarisation changing materials and properties

Having now described how characteristic properties of a material can be calculated from the Mueller matrix, it is interesting to look at what causes these properties. The most interesting properties with respect to the work presented here are depolarisation, linear retardance (birefringence), direction of the fast axis of the linear retardance and optical rotation. Depolarisation is an effect that arises from several different processes. It describes how much of the incoming polarised light is lost and/or converted to non-polarised light. One way this occurs is through multiple scattering of the light by particles in the sample, resulting in an averaging effect (with respect to both time and space). Similarly, the summing of differently polarised light intensities on a detector element results in depolarisation. The depolarisation on a detector element can be a problem in certain imaging setups, as it is not caused by the sample itself. Biological tissue samples are generally turbid media and therefore polarised light experiences a significant amount of depolarisation when propagating through it. Depolarisation can be calculated without doing a decomposition, as described by Gil et al. [66]. though mostly the depolarisation found from the decomposition will be used here.

Linear retardance is induced by different refractive indices along different axes in a medium. If two of the axes have the same refractive index, different from the third, it is known as an uniaxial medium. A well known example of an uniaxial system is a wave plate. When all of the axes have different refractive indices, it is known as a biaxial medium. An example of a biaxial system is a chiral liquid crystal [67]. If the electromagnetic wave propagates along one of the two ordinary axes in a uniaxial system, it induces a phase shift between the electric field components

$$
\begin{equation*}
\delta=\frac{2 \pi l \Delta n}{\lambda} \tag{2.4}
\end{equation*}
$$

where $l$ is the thickness of the wave plate and $\Delta n=n_{e}-n_{o}$ the difference in refractive index along the extraordinary axis, $n_{e}$, and the ordinary axis, $n_{o}$.
It is not only homogeneous systems, e.g. a wave plate, which have different diffusion properties in different directions, resulting in birefringence. Liquid crystals, where elongated macromolecules in liquid exhibit crystal-like behaviour, are well known birefringent media. The orientation of the molecules is controlled by surface alignment and electromagnetic fields. These crystals are for example used in displays for mobile phones, TVs and computer screens. Some of these use an electrically controlled liquid crystal, sandwiched between
two crossed polarisers, to generate and display the image. In order to explain how these liquid crystals change the incoming polarisation, one has to use effective medium theories like the Bruggeman effective medium model [67]. This model assumes that the particles are smaller than the wavelength of the incoming light. It predicts that if the particles have a difference in shape along at least two directions, an example would be a cylinder, they will give rise to an effective form birefringence. In section 3.1 this way of modeling the properties will be applied to collagen fibres, which are long fibres embedded in a tissue. They have a different refractive index compared to the surrounding tissue, and as a consequence they give rise to a form birefringence.
An additional property that can be found from the Mueller matrix of a birefringent medium, is the direction of the fast axis of the linear retardance. The direction describes the axis of the ordinary refractive index in the plane perpendicular to the direction of propagation. Depending on the sample, this axis or the slow axis, also known as the axis of the extraordinary refractive index (assuming $n_{e}>n_{o}$ ), can be combined with effective medium modeling to determine the direction of the particles responsible for the linear retardance. As described in paper 5 , this is the case for collagen fibres in tissue, where the long axis of the the fibres corresponds to the slow axis of the linear retardance, due to the higher refractive index of the collagen fibres compared to the surrounding medium.
The last property of the Mueller matrix being discussed here, is the optical rotation. It describes the rotation of linear polarised light around the axis of light propagation $[26,61]$. Physically it arises from the chirality (mirror symmetry, like your hands) of molecules or structures [68]. It is normally a weak effect requiring sensitive techniques for detection. Several different biological molecules exhibit chirality [69], including glucose [26, 70].

### 2.3. Spectroscopy

As light is something we see all the time, we rarely stop and think about how we see light, how it interacts with matter around us and how it is emitted. An example of a light phenomena is the northern lights (aurora), see figure 2.2, where high energy electrons from the sun excite ionised oxygen and nitrogen in our upper atmosphere. These excited atoms and molecules then emit light when they relax to the ground state. The colour of the light is specific to a given molecule, with the single-atomic form of oxygen emits the green and the high altitude red, while nitrogen emits low altitude red and a purple [71-73]. By measuring the wavelength of the light using spectroscopy and comparing it to references, it is possible to identify the molecule or atom from where the light originated. In order to understand the emission of light, we have to first look at how light interacts with molecules. Thereafter we can look at different ways this interaction occurs and how we measure it with spectroscopy.


Figure 2.2.: "Green and red northern lights" by Jerome Maria. https://flic. kr/p/bihrwg

Figure 2.3.: Jablonski diagram of excitation and emission processes for certain spectroscopy techniques. In the figure $\omega_{1}>\omega_{2}$. The decay in the excited state of the fluorescence (gray arrow) is a non-radiative decay.

### 2.3.1. Light - molecule interactions

A photon can be absorbed and/or reemitted by the electrons of an atom or molecule. There are several different ways for this to occur, some of which are shown in figure 2.3. Whether an effect is described as a scattering effect or an absorptive effect depends on the lifetime of the electronic state. For instance, virtual states are "forbidden" states in quantum mechanics, i.e., they are not energy eigenstates of the molecule or atom. Since they are "forbidden", the lifetime is short ( $<1 \mathrm{ps}[47]$ ) enough that the scattering can be thought of as instantaneous. If the photon is absorbed to an energy eigenstate, which usually has a much longer lifetime, it is recognised as an absorption process.
Figure 2.3 shows both scattering and absorption effects. The linear scattering effects are known as Rayleigh and Raman scattering, respectively. Rayleigh scattering is an elastic scattering process where the energy of the photon is unchanged. Raman scattering is an inelastic scattering process where the photon either is emitted with higher energy, known as anti-Stokes scattering, or lower energy, known as Stokes scattering. As anti-Stokes scattering requires the molecule or atom to be in a higher vibrational state than the ground state, it is less likely to occur compared to Stokes scattering.

Another effect presented in figure 2.3 is fluorescence, which is an absorption to an excited state followed by a deexcitation with the emission of a photon. The emitted photon will have a lower energy than the excitation photon in most cases, due to the non-radiative decay, though it is possible to get higher energy photons if the excitation is from a higher vibrational state compared to the emission end state. Also shown in the figure, is the absorption of another photon from the excited state to a higher excited state, known as an
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excited state absorption (ESA). ESA will be discussed in appendix A. The last process shown is second harmonic generation (SHG), where two photons are absorbed at the same time and a single photon with twice the energy is emitted. This is a second order nonlinear scattering process, meaning that the intensity of the scattering is proportional with the square of the incoming intensity, as well as having a short lifetime.

Outside of the effects presented in figure 2.3, there are many other ways to excite or deexcite an atom or molecule. For excitation, this includes electroluminescence (light emitting diode (LED) [74]), chemiluminescence and bioluminescence (glow sticks [75, 76] and fireflies [77]), particle interactions (northern lights [71-73]) and nonlinear optical effects like four wave mixing processes (e.g. coherent anti-Raman spectroscopy [78-80]). In case of a deexcitation, the same is possible with the energy being transferred in chemical reactions (laser burns), phonon excitation (heating of the sample), and the photovoltaic effect, where a semiconductor, e.g. a solar cell or CCD, captures the excited electron and converts it into an electric current.

### 2.3.2. Fluorescence spectroscopy

The goal of carrying out optical spectroscopy, which comprises of measuring intensity as a function of wavelength, is to characterise and understand the sample. There are a range of different techniques for performing optical spectroscopy, all with their different uses and requirements for the optical setup.

Fluorescence is a well known process, first discovered by Sir John Frederick William Herschel in 1845, when studying an acidic solution containing quinine using light from a window [81]. He observed blue light upon viewing the solution perpendicular to the direction of sunlight. After the discovery of fluorescence, it has become a useful tool, from the use of fluorescent dyes poured into the water, to demonstrate that the rivers Danube and Rhine were connected via underground streams in 1877, to today's single molecule detection techniques [39]. Single molecule detection is possible as a consequence of the high quantum yield present in fluorescent dyes. Quantum yield is a measure of the number of emitted photons per absorbed photon [39]. In medical sciences, fluorescence is a common tool, due to the possibility of selectively staining certain parts of a cell or specific proteins, enabling imaging of amongst others cell membranes, amyloids and DNA [39, 41].

Fluorescence spectroscopy involves measuring the emission spectrum from a sample, under excitation of either a single wavelength, such as a laser, or a narrow wavelength range, for example a LED or lamp with an optical band pass filter. When exciting a molecule or atom, there is only a certain range of wavelengths that correspond to an excited state. This range is known
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as the excitation spectrum of the sample. The resulting emission from a given excitation is a broad range of wavelengths. Figure 2.4 shows a 2D scan of the emission and excitation from pFTAA stained amyloid insulin. The figure shows typical spectra, where the spectrum consisting of one or more broad features. These features make it harder to distinguish several different molecules from each other if they are mixed together. One way of distinguishing the molecules is to use statistical methods and unmixing techniques, which will be discussed in section 3.2.


Figure 2.4.: Excitation and emission (fluorescence) spectra for pFTAA stained amyloid insulin fibrils. The data from the figure is from PsonkaAntonczyk et al. [82].
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### 2.3.3. Raman spectroscopy

Raman scattering was first observed in 1928 by C.V. Raman [36]. Since its discovery it has become a useful technique for characterising molecules. Compared to fluorescence spectroscopy, Raman spectroscopy can be used to fingerprint a molecule without the need for staining, making it easier to separate out different molecules. The reason that Raman spectra can be regarded as fingerprints is that the vibrational levels will result in a formation of narrow spectral peaks, with a discrete nature, see figure 3.8. As the excitation is normally preformed by a monochromatic laser, the broadening of the peaks due to the excitation is small. Due to being an inelastic scattering effect, it is a weak effect, orders of magnitude weaker than for example fluorescence. Raman scattering is a linear effect with respect to the intensity, though it scales as the fourth order of the excitation frequency [37,83]. If the excitation is to an excited state, instead of a "virtual state", it results in a resonance with the electronic transition. [48]. It is likely to happen in the UV, where it is known as UV resonance Raman. The resonance can also be characterised as a much larger Raman cross section [48], and has an enhancement factor as large as $10^{8}$.

UV Raman resonance is not the only way to increase the Raman signal. It is possible to increase it by exploiting plasmonic effects. These effects can be surface-enhanced Raman spectroscopy (SERS) [37,84] or nonlinear optical processes driving the Raman signal between different transitions. Examples of nonlinear processes are stimulated Raman spectroscopy and Coherent antiStokes Raman spectroscopy [78-80].

## 3. Methods and results

> "Strap a piece of toast -buttered side up- to the back of a cat. Throw the cat out of the window. Will the cat land on its feet or will Murphy's law apply?"
> - Alan Fletcher, The Art of Looking Sideways

The established background and theory will now be applied to experimental setups in order to study silicon-, bio- and nanomaterials. Different materials require specific techniques in order to investigate certain properties. As the presented work was conducted on a variety of samples, different methods have been required to study them. As a consequence, this chapter will be split between the different techniques. Under each measurement technique the experimental setup is explained, together with a selection of the core results found during the work.

### 3.1. Mueller matrix imaging

Measurement of the polarisation properties of a given material can be done in a range of ways, from the simple crossed polarisers, popular in biomedical microscopy, to ellipsometry (thin film industry [67,85]) and polarimetry (astronomy [86-88]), where retarding elements are used to modulate the incoming and/or outgoing polarisation. The work presented here was done on a custom built Mueller matrix imaging (MMI) ellipsometer. This setup was used to study the structure of biological tissue sections, since these structures were known to change the incoming polarisation [69].

### 3.1.1. Experimental Mueller matrix imaging setup

The Mueller matrix imaging setup was developed over several years and published by Ladstein et al. [33] and in papers $3,4,5$ and 6 . In addition, it has been the subject of two doctoral theses $[31,89]$. Only a brief description of the setup will be given here. For the details see the given references. Currently the setup consists of a LED source (either a 940 nm LED or a 1300 nm LED), a polarisation state generator (PSG), a filter wheel with calibration


Figure 3.1.: The Mueller matrix imaging setup. Here R stands for retarder, P for polariser and $F$ for FLC. When used in the NIR, a flip mirror (not shown) is used to change the source to a 1300 nm LED. Another flip mirror is used to change the camera to an InGaAs camera. The filter wheel with the calibration samples (not shown) is placed after the PSG, before the sample.
samples, a polarisation state analyser (PSA) and a camera (either a silicon or an InGaAs camera). The PSG and PSA, which each generate/analyse four different Stokes vectors, both consist of a polariser, two ferroelectric liquid crystals (FLCs) and two wave plates, as presented in figure 3.1. The calibration is done using air, a vertical polariser, a horizontal polariser and a zero order wave plate, together with the eigenvalue calibration method (ECM) proposed by Compain et al. [90].

The sample is mounted on a motorised stage, capable of moving in the horizontal and vertical image plane, enabling acquisition of large areas by stitching images together, as demonstrated by Kildemo et al. [10]. When doing 3D directional imaging the samples were placed on a motorized rotation stage, such that the angle of incidence upon the sample could be changed. The details of the rotation setup can be found in paper 6 .

### 3.1.2. Overview of results from MMI

The MMI setup was, and is, a good setup for doing experiments, with a large range of possibilities for modifications and tailoring for special samples. As a consequence, it has produced results for a range of different samples. The main ones found during the work presented here are related to the optimisation of Mueller matrix polarimeters, imaging of strain in multicrystalline silicon and collagen fibres embedded in biological tissue. Included in these results are the development and implementation of state of the art data analysis methods. This includes decomposition methods and the 3D directional imaging used to image collagen fibre directions in tendon. In addition, imaging of colloidal
clay solutions was done by Kildemo et al. [10]. It will not be discussed here.

## Genetic algorithms for optimisation of broadband polarimeters

As mentioned earlier, a Mueller matrix ellipsometer consists of a polarisation state generator (PSG) and a polarisation state analyser (PSA). When building such a system, it is typical to use the same components in the PSG and the PSA, just with inverse ordering in the PSA compared to the PSG, see figure 3.1. A polarimeter is just the PSA on its own, used to measure the Stokes vector, or parts of the Stokes vector, for the incoming light. An optimal polarimeter can be quantified by the condition number of the system matrix, see paper 1. In the designs we have been studying, the components are a polariser, two or more wave plates and two or more liquid crystals. The liquid crystals can change their state according to the applied voltage. For FLCs, the change is between two discrete states, while for liquid crystal variable retarders (LCVRs) the retardance can be changed continuously between a maximum and minimum by adjusting the applied voltage.

As wave plates and liquid crystals all have retardance dispersion, and a broadband system is desired, the optimisation of the number of components, their thickness and orientation is nontrivial, spanning a search space that can contain more than $10^{12}$ solutions. Traditional optimisation algorithms are hard to use, both due to the size of the search space and the number of local minima present in the search space (see Aas et al. [12] for a figure showing two dimensions in the search space). Previous solutions have included qualified guesses, that sometimes have then been run through local gradient searches in order to maximise the condition number [33,91]. As a solution, we choose to use genetic algorithms, see paper 1 and Aas et al. [12], which use evolutionary processes [35], like mutation, breeding and competition to find the best solution. Coding of the algorithm was done in Python using the open source library Pyevolve [92]. Solutions are evaluated with respect to minimising the inverse condition number of the system. The best inverse condition number that can be achieved by such a system is $1 / \sqrt{3}$ and it can be used to calculate the noise propagation in the system [34, 93, 94]. Due to the nature of the genetic algorithm, it is not possible to know if the solution is the global minimum, though we found the solutions to be good. Compared to a commercial instruments, (MM16, Horiba Ltd., 2006), see figure 3.2 and Aas et al. [12], the designed system had a wider spectral coverage and a significantly higher inverse condition number. Another design was demonstrated to be better than the setup we were using, presented in figure 3.2.


Figure 3.2.: Two different 2 FLC designs compared to a commercial (MM16, Horiba, 2006) system and a previous design used in the MMI system [33]. Figure redrawn from paper 1.

## Overdetermined polarimeter

Due to dispersion effects present in most optical components, there is a limit to how broad a polarimeter it is possible to design with 4 states in the PSA/PSG. Something which can be amended by adding more states in the PSA/PSG, and thereby oversampling the Mueller matrix. Additionally, the mathematics for the calibration and inversion of the system must then be reworked. In a Mueller matrix ellipsometer, the $\mathbf{W}$ and $\mathbf{A}$ matrices, which characterise the PSG and the PSA, are used to calculate the measured Mueller matrix, M from the intensity measurements $\mathbf{B}$ made by the detector via

$$
\mathbf{M}=\mathbf{A}^{-1} \mathbf{B} \mathbf{W}^{-1} .
$$

In an overdetermined system, the $\mathbf{W}$ and $\mathbf{A}$ matrices are non-square, and therefore one needs to use the Moore-Penrose pseudoinverse [95] method for inverting the matrices. This was done in paper 1 and by Aas et al. [12], where a 3 FLC overdetermined polarimeter with a broad spectral range of 430 nm to 2000 nm was optimised.

When implementing an overdetermined system, it is necessary to modify the ECM calibration method [90]. Such a modification is presented in paper 2 , which in addition includes an experimental verification on a 2 LCVR (with $2 \times 3$ states) setup. The paper shows that the correspondence between the optimised system found by the genetic algorithm, using the measured dis-


Figure 3.3.: Inverse generalised condition number of $\mathbf{W}$. In (a) it is shown for different number of states in two LCVRs and in (b) the comparison between the designed, measured and calibrated $2 \times 3$ system is shown. Figure from paper 2.
persion relation for each LCVR, and the implemented setup is good, as can be seen in figure 3.3. This system has a broad spectral range covering the range of an InGaAs camera, making it useful for imaging for instance silicon in transmission. It is significantly slower than the FLC system, due to the time it takes to switch the LCVRs and more than twice the number of states ( $6 \times 6=36$ versus $4 \times 4=16$ states), but it has good optical transmission due to the reduced number of optical surfaces compared to a 3 FLC system, see Aas et al. [12]. In addition, it is compact and easier to adjust to different applications, because the voltage levels can be reoptimised without the need to rotate the components.

### 3.1.3. Retardance imaging of strain

Production of solar cells from multicrystalline silicon has become a global industry with large investments and large production quantities. In the production, the margins are being squeezed all the time, and as a consequence the yield should be as high as possible. One of the larger losses in production is breakage due to residual strain in multicrystalline wafers. If one were able to sort out the potential weak wafers at an earlier stage in the production, the losses from breakage could be reduced. Paper 4 presents the Mueller matrix imaging setup based upon FLCs and uses it to image the strain field in a multicrystalline silicon wafer. The basis for the paper is that the strain fields are proportional to the retardance measured in the sample [96].

The results in paper 4 present both the magnitude of the strain, in terms


Figure 3.4.: a) Visualisation of the direction of the slow axis for collagen fibres in cartilage. The colour wheel indicates the direction of the fibres. b) SHG image of the same area. Figures from paper 5.
of the retardance, and its direction. Calculation of the direction from the linear retardance is done with the method that was used for collagen fibres, as presented in the next subsection. Being able to image the strain helps give input to numeric models simulating the grain boundaries and the strain present there. Furthermore, it should be possible to refine the technique for potential use in quality control for solar cell production lines.

### 3.1.4. Collagen fibres in biological tissue

A main focus in the work presented here was the imaging of the directions of collagen fibres in different biological tissue. Imaging of the directions is, as described in paper 5 , possible by modeling the collagen fibres as an uniaxial effective medium, with the slow axis along the fibre direction. The direction of the fast axis (perpendicular to the slow axis) is a result in both decomposition methods (forward polar decomposition, subsection 2.2.3, and differential decomposition, subsection 2.2.4), and gives a direct measurement of the direction of the collagen fibres within a pixel, as demonstrated in paper 5.

After successfully finding the direction of the collagen fibres in chicken articular cartilage, using forward polar decomposition, and comparing with SHG images, see figure 3.4, the method was further developed by using the differential decomposition and rotation of the sample, enabling the characterisation of the 3 D direction of the collagen fibres, see paper 6 . The method uses two images, taken at different angles of incidence (similar to how we observe the world with our eyes), to calculate the direction of the collagen fibres. The re-


Figure 3.5.: 3D directional image (a) with a zoomed view (b), a SHG image (c) with a zoomed in view (e) and an overlay of the SHG and the out of plane direction of the tendon (d). The colourwheel beside the directional image shows the out of plane direction in degrees, with $0^{\circ}$ being in the image plane and $\pm 90^{\circ}$ normal to the image plane. $+90^{\circ}$ is the direction towards the reader (positive $x$ ). The overlay (d) (area outside of the sample masked for clarity) shows the SHG and out of plane directions overlain. The yellow colour represent the negative out of plane direction and the cyan the positive direction. No colour represents an in plane direction and increasing colour more out of plane. Figure from paper 6
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sulting 3D direction of the collagen fibres, this time in tendon, was compared with SHG images. Such a comparison can be seen in figure 3.5. Differential decomposition, which was not available for paper 5 , was used as it is much better at decomposing simultaneous occurring polarisation effects, compared to the forward polar decomposition. The 3D direction method works well on the collagen fibres in tendon and is envisaged to work well on other birefringent media, like for instance liquid crystals, multicrystalline silicon and other tissue containing collagen.

### 3.2. Spectroscopic characterisation

Polarisation is good at characterising the structure and physical properties of some samples, however for a lot of samples, polarisation sensitive techniques are not the best way of characterisation. This section will explain the work done with techniques for measuring the spectral response of the samples as a result of an excitation. The techniques will be hyperspectral fluorescence imaging (biological tissue) and Raman spectroscopy (nanomaterials and liquids). In addition to these techniques, a new way of analysing spectral data, the correlation analysis, will be presented. The correlation analysis was developed for the hyperspectral fluorescence imaging, yet it was successfully applied to Raman spectroscopy.

### 3.2.1. Hyperspectral fluorescence imaging

As described in the theory section, subsection 2.3.2, fluorescence spectroscopy is suitable for characterising biological samples. A hyperspectral fluorescence microscope was used to characterise the amyloid plaques studied here. It consisted of a standard fluorescence microscope from Leica equipped with a xenon lamp together with filters for excitation and filtering the emission. Mounted on top of the microscope was a hyperspectral camera from Applied Spectral Imaging. The hyperspectral camera is based upon a Sagnac interferometer, which is a common path interferometer [97]. Difference in path length, and thereby different interference fringes, is achieved by changing the angles travelled by the two light beams through the system. By scanning the angle, and recording the resulting interference pattern on the CCD, it is possible to calculate the wavelength spectrum in each pixel, via an inverse Fourier transform. Such an interferometer is different to the push broom [98, 99], in that the area of acquisition is given by the field of view, and not by how far you scan the line.

The main results, from the hyperspectral microscope and a similar one at Linköping University, are related to the LUPAS (Luminescent Polymers for in vivo imaging of Amyloid Signatures) project, which was an European union
project within the Seventh Framework Programme. One of the project goals was to study the progression of Alzheimer's in mice using new luminescent polymers. Specifically, this was done by imaging brain sections from mice, stained with two different luminescent polymers, qFTAA and hFTAA. It was established that these bind to different parts of the amyloid plaque, Nyström et al. [13], enabling the study of the change in microscopic structure. These changes were smaller than the resolution of the microscope and they were found using the spectral correlation analysis.

## Spectral correlation analysis

In fluorescence spectroscopy, it is often a problem that the measured spectrum is a combination of several spectra. These spectra can be from autofluorescence and staining dyes. Methods used to unmix the spectra are for example linear spectral unmixing [100-103] and principal component analysis (PCA) [104]. Both of these methods have drawbacks. Linear spectral unmixing (LSU) assumes that the mixed spectrum is a linear combination of a set of reference spectra. Requirements for LSU are that the background needs to be removed and that the signal has a high signal-to-noise ratio. It does not take into account nonlinear effects. In PCA, reference spectra are not used. Instead it finds an orthogonal set of basis spectra. These basis spectra can be hard to relate to a specific source, as each of them can be a combination of several features, each from a different dye/source. For the amyloid plaques the signal was weak and it was advantageous not having to remove the background. As a consequence of the limitations for both LSU and PCA, a new method was developed.
From radar technology $[105,106]$ it is well known that it is possible to detect a signal in large amounts of noise by calculating the correlation coefficient between the reference pulse sent out and the returned signal. The correlation coefficient is given by [107]

$$
\begin{equation*}
\rho_{X Y}=\frac{\sigma_{X Y}}{\sigma_{X} \sigma_{Y}} \tag{3.1}
\end{equation*}
$$

where $X$ and $Y$ are random variables, $\sigma_{X Y}$ the covariance between $X$ and $Y$, and $\sigma_{X}, \sigma_{Y}$ the standard deviations for $X$ and $Y$, respectively. The power in the correlation method comes from the fact that it does not need any normalisation of the variables, due to the division by the standard deviation. In addition, the coefficient is limited to values in the interval $-1 \leq \rho_{X Y} \leq$ 1 , where 1 corresponds to $(Y=X)$ and -1 to $Y=-X$. The limit on the coefficient means that it is possible to do statistics on coefficients from different data sets.
The correlation method was found useful for separating signals in hyper-
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spectral data, from either fluorescence or Raman spectroscopy. For spectral data it is calculated as

$$
\begin{equation*}
\rho_{X Y}=\frac{\sum_{i=1}^{N}\left(X_{i}-\bar{X}\right)\left(Y_{i}-\bar{Y}\right)}{\sqrt{\sum_{i=1}^{N}\left(X_{i}-\bar{X}\right)^{2}} \sqrt{\sum_{i=1}^{N}\left(Y_{i}-\bar{Y}\right)^{2}}} \tag{3.2}
\end{equation*}
$$

where $X$ and $Y$ are the two spectra, one from a pixel in the image or measurement and the other from a reference. $\bar{X}, \bar{Y}$ are the mean values of the spectra, and $N$ the number of data points in the spectrum. If comparing with more than one reference spectrum, like in papers 8 and 9 , the calculation is repeated for every reference spectrum, and the resulting correlation values or images are compared. An example from paper 8 can be seen in figure 3.6. Figure 3.6 a) shows the intensity, and figure 3.6 b) shows the correlation with qFTAA and hFTAA. All the figures have been thresholded at 3500 counts, coloured as dark blue, to remove the background.

Figure 3.6 clearly reveals that the two stains bind to two different areas of the plaque. As a consequence, these two stains could be used to study the change in the microstructure over time, by looking at mice sacrificed at different ages, see Nyström et al. [13] and paper 8. Nyström et al. [13] used a comparison of spectra intensities at given wavelengths to distinguish the two probes. In paper 8, the correlation analysis is used in combination with an automated method for finding the centre of the plaques. This made it possible to calculate statistics over a normalised radial distance. Normalised radial distance was used as the plaques are all of different sizes. Statistical analysis revealed that the plaques continuously undergo structural changes, even after the structure can not be seen to change using wide field microscopy. The change was previously unreported, though the causes of it are not yet fully understood, as the goal of the experiment was to test the co-staining of these two new oligothiophenes, together with the hyperspectral analysis.


Figure 3.6.: a) Intensity image (sum over all wavelengths) for an amyloid plaque from a mouse. The white plus sign in the figure marks the center used for analysing the correlation values as a function of the radius. Colour scale is in counts. b) Two images showing the correlation between the qFTAA (left) or hFTAA (right) reference and the measured spectrum. Dark blue areas are masked using a) and a threshold of 3500 counts. The colour scale is here the correlation coefficient. The figures are from paper 8.


Figure 3.7.: Schematic drawing of the time-gated Raman setup. It shows two different configurations of the system. BS stands for beam splitter. The triggering connection between the laser and the ICCD detector is not shown. Also not shown, is the computer controlling the monochromator and the ICCD camera. The figure is from paper 9 .

### 3.2.2. Time gated Raman spectroscopy

In Raman spectroscopy, phosphorescence and fluorescence sometimes dominates the Raman signal. There are several ways for remedying this. One can for example use more excitation power and thereby burn out the fluorescence, or one can change the excitation wavelength. These are changes done with the acquisition parameters, but it is also possible to do baseline subtraction in post processing of the results $[108,109]$. All of these methods have problems. Increasing the excitation power is not a possibility for all samples, as it will burn some of them. Changing wavelength requires the system to be equipped for excitation and detection at several different wavelength ranges, complicating the system. Baseline fitting requires the signal to noise ratio of the Raman signal to be strong enough for the resulting spectrum to be discernible. Furthermore, baseline fitting can induce spectral artifacts [108]. In trying to solve several of these problems we designed and built our own system for suppressing phosphorescence and long lifetime fluorescence by time gating the signal. The system, shown in figure 3.7, is based on a pulsed Nd:YAG laser and a monochromator with an ICCD. The Nd:YAG laser is an Ekspla laser with a pulse width of 2 ns , a repetition rate adjustable between 10 Hz and 55 Hz , and a pulse energy of 0.5 mJ to 2 mJ , depending on the harmonic used. By changing the nonlinear crystals it is possible to choose between out-
put wavelengths of $1024 \mathrm{~nm}, 532 \mathrm{~nm}, 355 \mathrm{~nm}$ and 266 nm . Originally it was not possible to adjust the output pulse energy from the laser, nevertheless it was made possible by inserting a motorised rotator on the wave plate situated prior to the harmonic crystals. By rotating the wave plate, the coupling efficiency in the crystals is changed, and by that the pulse energy. The system is described in paper 9.

Time gating in the Raman system is done by the Andor ICCD. An ICCD has an electric field in front of the phosphor coupled CCD that amplifies electrons from the photocathode. As it is an electric field, it is possible to switch the amplification on and off with less than a 2 ns gate width, enabling precise gating of the signal. In addition, the electric field allows for adjustment of the amplification level up to $\approx 10000 \times$. The ICCD is UV enhanced, enabling detection of wavelengths from 180 nm to 850 nm . Furthermore, by thresholding above the dark count of the CCD and counting a signal above as a photon, it is possible to do photon counting. The advantage of photon counting is that it removes the need for background subtraction. For dispersing the wavelengths across the ICCD, a Shamrock monochromator is used. It is a monochromator with a focal length of 500 mm equipped with notch filters for the removing the Rayleigh line, and three different gratings.

The optical setup for the excitation of the sample, see figure 3.7, consists of wave plates for controlling the polarisation, flip mirrors, a lens or alternatively an objective and a beam splitter made from a glass slide for excitation. On the detection side of the setup, it is possible to use a $200 \mu \mathrm{~m}$ pinhole, making the detection confocal. A confocal detection means that the signal detected arises from a small volume in the sample, limiting the amount of background noise and signal from other parts of the sample and the surroundings [83,110]. The objective is a normal long working distance $32 \times$ objective, meaning that it will not transmit light below 350 nm .

## Calibration of the Raman system

Calibration of the Raman instrument is done by using spectroscopic grade cyclohexane as a reference. Cyclohexane is chosen as a reference, based upon the ATSM (American Society for Testing and Materials) 2007 standard [111]. The mapping from measured wavelength to actual wavelength is done in post processing in a custom Python script. By selecting the measured peaks and comparing them to the actual peak positions from the standard, it is possible to fit a polynomial to the conversion from measured wavelengths to actual wavelengths. The calibration is done after each measurement series, with the same acquisition properties, as the different gratings/excitation wavelength and their position change the mapping.

## 3. Methods and results

## Results from the Raman system

Paper 9 presents the main results found using the time-gated Raman setup. These include a proof of principle, where a long lifetime luminescence is gated away from a Raman spectra using a Pt-acetylide chromophore abbreviated Z3 [112] dissolved in tetrahydrofuran (THF) and degassed. Degassing, by freeze-thawing (with liquid nitrogen) under vacuum, was done to remove quenching of the luminescence due to dissolved oxygen. The results are presented in figure 3.8. As the figure reveals, the short gate width of 5 ns removes


Figure 3.8.: Measured Raman spectra for THF and Z3 dissolved in THF, at excitation of 532 nm . The cyclohexane spectrum was used to calibrate the wavelength and is shown for reference. Z 3 was measured with a both a 5 ns gate and a 1 ms gate in order to assess the advantage of the time gate. In addition, the chemical structure of Z3 is shown. The figure is from paper 9 .
the luminescence seen in the 1 ms spectrum. The spectra were recorded with the same settings, but since the ICCD does not reach maximum amplification for short gate widths, the Raman peaks have different heights for the different gate widths. This then establishes that the system is capable of removing luminescence with longer lifetime than the minimum gate width of 2 ns .

Another result presented in paper 9, is the UV resonance Raman effect for cyclohexane. It is tested by exciting cyclohexane with the different harmonics
available in the setup. As expected from [113, 114], and the scaling of the Raman scattering with wavelength, the signal becomes significantly stronger the further one moves into the UV. As a consequence, the signal to noise ratio becomes better and it is easier to acquire a good spectrum.
The last result presented in paper 9 , is the application of the spectral correlation analysis, explained in subsection 3.2.1, to Raman spectra. The method was originally developed for analysing hyperspectral fluorescence images, papers 7 and 8, however due to its characteristics (good noise tolerance, no need for normalisation and statistical nature) it was tested for analysing Raman spectra. As paper 9 demonstrates, it was possible to distinguish volume fractions of THF in water of $\approx 1 / 1000$ with the maximum number of counts in the spectrum being $\approx 1000$. It is envisaged that this could be useful for analysing hyperspectral Raman images and for detecting trace substances in chemical mixtures.

## 4. Summary

> "It seems to me that the natural world is the greatest source of excitement; the greatest source of visual beauty; the greatest source of intellectual interest. It is the greatest source of so much in life that makes life worth living."
> - David Attenborough

In this thesis several fields have been studied, using different techniques, all with a common framework of polarimetry and spectroscopy. As a result of the diverse number of problems and collaborations, the work was able to combine knowledge from different fields into new methods for characterising interesting effects. The conclusions of these will be presented below, however personally the most interesting part is what the work done here can lead to in future work.

### 4.1. Conclusion

Biomedical and nanoscale research is a field in rapid growth, were techniques are developed and improved continuously. In this thesis several new methods for data analysis have been presented, in addition to improvements to known techniques. Firstly, Mueller matrix imaging has been improved upon, by designing a enhanced broadband systems, which propagate less noise and cover a larger spectral area. Such a system was implemented and tested using liquid crystals variable retarders. The development of the setup required an extension of the eigenvalue calibration method.

Using a Mueller matrix imaging setup, based on ferroelectric liquid crystals, collagen fibres in tendon and cartilage were studied by applying effective medium modeling and stereoscopic techniques to map the orientation of the fibres in the tissue. This type of technique can be useful when modeling collagen fibres, as well as studying injuries related to structural changes in the collagen. Furthermore, the technique is believed to have applications in other effective media and crystals. For the two dimensional case, the method was tested on strain imaging of a multicrystalline silicon wafer.

## 4. Summary

Additionally, work was done on developing spectroscopic techniques, where an instrument for time gated Raman spectroscopy was designed and implemented. The time gated Raman spectrometer enabled reduction of luminescence by gating the Raman scattering from pulsed excitation. In addition, the instrument enabled UV resonance Raman spectroscopy.

Lastly a spectral correlation method was developed and tested on hyperspectral fluorescence images of double stained amyloid plaques from mice. The method was demonstrated to solve several of the major problems with other unmixing techniques, including the need for normalisation and background removal. It was further suitable for doing statistical analyses, due to self normalisation, making it easier to compare different samples.

### 4.2. Possible future work

The work presented here has resulted in some interesting findings, but as always in life, there is something new and interesting just beyond the horizon. Only by exploring the world will you discover it, but remember to bring a map, as it contains prior knowledge, which makes it less likely that you will find yourself utterly lost.

Several areas are left unexplored during the work presented here. For instance, the application of Mueller matrix imaging is still in its infancy, with its full potential not yet known. One field left for exploration is wide field microscopy, which is used for studying biophysical problems. In addition, the method for finding 3D directions should be applicable to thin film materials, as well as the characterisation of 3D plasmonic materials and metamaterials.

With the current development of fast imaging spectrometers and high power (pulsed) lasers, the field of Raman spectroscopy is experiencing a renaissance with respect to identifying and studying chemicals, biological material and solid state materials. Here the step from doing spectroscopy, into doing hyperspectral Raman microscopy is one that carries an advantage. This has already been done commercially by amongst others Renishaw plc, Horiba Ltd., WITec GmbH and Nanophoton Corp., but the techniques used here for suppression of luminescence could still be of importance in these new systems.

With the development of new hyperspectral techniques, the amount of recorded data is growing at a rapid rate. Understanding the data requires more and more use of automated software for the analysis. In this respect, the correlation method developed here definitely has uses within spectroscopy, where it gives an easy way of getting statistical numbers for the images. Possible extensions of the method is the application to larger sets of references and the automatic comparison of correlation coefficients. One interesting use will be in the field of hyperspectral Raman imaging where the method should be able to distinguish small spectral differences in noisy signals.
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## A. Excited state absorption

> "I have always believed, and I still believe, that whatever good or bad fortune may come our way we can always give it meaning and transform it into something of value."

- Hermann Hesse, Siddhartha

This appendix describes an excited state absorption setup designed and built during the work in the thesis. Due to unforeseen circumstances, the setup, which was built in another lab, was not published and no spectra exists from it. Since a similar system is present in our lab, and it was used during the thesis, this chapter is added to the appendix for future reference.

## A.1. Background and theory

Understanding the excited states of a molecule gives insight into how it behaves under high intensity excitation, were a large portion of them are in the excited state. This is for instance the case in optical power limiting materials used to protect eyes and sensors $[112,115,116]$.

When studying the excited states of a molecule or an atom and how energy is transferred to or from it, excited state absorption spectroscopy is a useful tool. It measures the absorbance of the excited state, which is normally done in a four step procedure consisting of recording the background spectrum $I_{0}$, pump emission (only firing the pump) $I_{e m}$, ground state absorption (only firing the probe) $I_{p}$ and lastly the transient absorption (firing both pump and probe) $I_{t}$. The transient absorption can then be calculated by $[115,116]$

$$
\begin{equation*}
\Delta A(\tau, \lambda)=\log \frac{I_{p}-I_{0}}{I_{t}-I_{e m}} \tag{A.1}
\end{equation*}
$$

Here $\tau$ is the delay between firing the pump and the probe and $\lambda$ the wavelength. In order to calculate the excited state absorption, knowledge of the ground state absorption

$$
\begin{equation*}
A_{g}(\lambda)=\epsilon_{g} C L=\log \frac{I_{r}-I_{0}}{I_{p}-I_{0}} \tag{A.2}
\end{equation*}
$$



Figure A.1.: The "by eye" comparison of the addition of different amounts of ground state absorption to the excited state. Here the $35 \%$ was chosen as the correct excited state absorption since it does not dip down in the transition at $\approx 400 \mathrm{~nm}$. The plotted data are from Kindahl et al. [14].
is needed. In the equation $C$ is the concentration, $L$ the path length through the sample, $\epsilon_{g}$ the ground state extinction coefficient, and $I_{r}$ a reference spectrum taken of the reference sample (for example the solvent). The equation assumes that the background $\left(I_{0}\right)$ is the same for both the reference and the sample. $\Delta A(\tau)$ will contain absorption from the ground state due to molecules not being excited by the pump or have decayed during the delay $(\tau) . \Delta A(\tau)$ is given by Glimsdal et al. $[115,116]$ as

$$
\begin{equation*}
\Delta A(\tau, \lambda)=A(\tau, \lambda)-A_{g}(\lambda)=\left[\epsilon_{t}-\epsilon_{g}\right] C_{t} L \tag{A.3}
\end{equation*}
$$

with $\epsilon_{t}$ being the excited state (triplet-triplet) extinction coefficient. As one is normally interested in the excited state absorption $A(\tau, \lambda)$ in order to calculate $\epsilon_{t}$, it is necessary to remove the influence of the ground state absorption. This is done by adding a certain amount of the ground state absorption until the ground state depletion disappears from the spectrum. As it has to be done "by eye", it induces some additional uncertainty. An example of such an uncertainty can be observed in figure A.1.


Figure A.2.: The excited state absorption setup. The pump is a Nd:YAG tripled laser. Probing is done with a microsecond pulsed xenon lamp coupled to an optical fibre. An Ocean optics spectrometer is used to detect the absorbance. The black boxes are beam dumps.

## A.2. Methods and result

The measurement of the excited state absorption, requires a pump-probe setup. During the work presented here, two different setups were used. One was a previous developed setup, briefly explained in Kindahl et al. [14] and in detail by Glimsdal et al. [115]. For the pump excitation, the setup uses a high intensity xenon lamp. A low power xenon lamp is used for the probe and a fibre spectrometer for the detection. The other setup is similar and is presented in figure A.2. It was custom built during this work, and uses a pulsed laser for the pump and a data acquisition card for the timing instead of the pulse delay generator used in the first setup.

As seen in figure A. 2 the setup uses a motorised half-wave plate in combination with a polarising beam splitter to adjust the pump power from the 355 nm pulsed laser. Continuing along the beam, the focal volume of the beam in the sample is adjusted in such a way that the probe volume is inside of the pump volume. This ensures that the detected molecules have been excited by the pump. The system produced good results during development, however due to circumstances out of my control, it has not been possible to retrieve test spectra taken with it.

## A. Excited state absorption

The instrument explained by Glimsdal et al. [115], was used to study the excited state absorption (ESA) of platinum(II) complexes for nonlinear optical absorption. In understanding the absorption of energy in the excited state under high intensity illumination ESA is a useful tool as it is possible to calculate the $\epsilon_{t}$ and $A(\tau, \lambda)$ using equation A.3. For the platinum complexes studied by Kindahl et al. [14], this meant that it was possible to see that the absorption of energy in the UV, lead to a possibility of an excited state absorption in the range 550 nm to 800 nm .

## B. Papers
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#### Abstract

A fast multichannel Stokes/Mueller polarimeter with no mechanically moving parts has been designed to have close to optimal performance from $430-2000 \mathrm{~nm}$ by applying a genetic algorithm. Stokes (Mueller) polarimeters are characterized by their ability to analyze the full Stokes (Mueller) vector (matrix) of the incident light (sample). This ability is characterized by the condition number, $\kappa$, which directly influences the measurement noise in polarimetric measurements. Due to the spectral dependence of the retardance in birefringent materials, it is not trivial to design a polarimeter using dispersive components. We present here both a method to do this optimization using a genetic algorithm, as well as simulation results. Our results include fast, broad-band polarimeter designs for spectrographic use, based on 2 and 3 Ferroelectric Liquid Crystals, whose material properties are taken from measured values. The results promise to reduce the measurement noise significantly over previous designs, up to a factor of 4.5 for a Mueller polarimeter, in addition to extending the spectral range.
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## 1. Introduction

Polarimeters are applied in a wide range of fields, from astronomy [1-3], remote sensing [4] and medical diagnostics [5,6] to applications in ellipsometry such as characterizing gratings [7], nanostructures [8] and rough surfaces [9-11]. As all polarimeters are based on inverting socalled system matrices, it is well known that the measurement error from independent Gaussian noise is minimized when the condition number $(\kappa)$ of these system matrices is minimized $[12,13]$. It has been shown that $\kappa=\sqrt{3}$ is the best condition number that can be achieved for such a system, and that this optimal condition number can be achieved by several different
approaches using various optical components (e.g. rotating retarders [14], division of amplitude [15, 16], and liquid-crystal variable retarders [17]). In many applications it is necessary to perform fast spectroscopic measurements (e.g. by using a Charge-Coupled Device (CCD) based spectrograph) [18]. In that case, the wavelength dependence of the optical elements will cause the polarimeter not to be optimally conditioned over the full range simultaneously. A system based on two Ferroelectric Liquid Crystals (FLC) has been reported to be fast and reasonably well conditioned over the visible or near infrared spectral range [18-20]. By introducing a third FLC a similar system has been proposed to have an acceptable condition number from the visible to the near infra-red $(430-1700 \mathrm{~nm})$ [21]. The design of a system having the best possible condition number over a broad spectrum is a challenging optimization problem due to the large number of parameters; many optimization algorithms are prone to return local optimums, and a direct search is too time consuming. To avoid this time-consuming exhaustive search, we decided to employ the Genetic Algorithm (GA). A GA simulates evolution on a population of individuals in order to find an optimal solution to the problem at hand. Genetic Algorithms were pioneered by Holland [22], and are discussed in detail in e.g. Ref. [23]. GAs have previously been applied in ellipsometry to solve the inversion problem for the thickness and dielectric function of multiple thin layers, see e.g. Ref. [24-26].

## 2. Overdetermined polarimetry

A Stokes polarimeter consists of a polarization state analyzer (PSA) capable of measuring the Stokes vector of a polarization state, see Fig. 1. The PSA is based on performing at least 4 different measurements along different projection states. A measured Stokes vector $\mathbf{S}$ can then be expressed as $\mathbf{S}=\mathbf{A}^{-1} \mathbf{b}$, where $\mathbf{A}$ is a system matrix describing the PSA and $\mathbf{b}$ is a vector containing the intensity measurements. $\mathbf{A}^{-1}$ denotes the matrix inverse of $\mathbf{A}$, which in the case of overdetermined polarimetry with more than 4 projection states will denote the Moore-Penrose pseudoinverse. The analyzing matrix $\mathbf{A}$ is constructed from the first rows of the Mueller matrices of the PSA for the different states. The noise in the measurements of $\mathbf{b}$ will be amplified by the condition number of $\mathbf{A}, \kappa_{\mathbf{A}}$, in the inversion to find $\mathbf{S}$. Therefore $\kappa_{\mathbf{A}}$ should be as small as possible, which correspond to do as independent measurements as possible (i.e. to use projection states that are as orthogonal as possible).

A Mueller matrix $\mathbf{M}$ describes how an interaction changes the polarization state of light, by transforming an incoming Stokes vector $\mathbf{S}_{\text {in }}$ to the outgoing Stokes vector $\mathbf{S}_{\text {out }}=\mathbf{M S} \mathbf{S}_{\text {in }}$. To measure the Mueller matrix of a sample it is necessary to generate at least 4 different polarization states by a polarization state generator (PSG) and measure the outgoing Stokes vector by at least 4 measurements for each generated state. The measured intensities can then be arranged in a matrix $\mathbf{B}=\mathbf{A M W}$, where the system matrix $\mathbf{W}$ of the PSG contains the generated Stokes vectors as its columns. These generated Stokes vectors are found simply as the first column of the Mueller matrix of the PSG in the respective states. $\mathbf{M}$ can then be found by inversion as $\mathbf{M}=\mathbf{A}^{-1} \mathbf{B} \mathbf{W}^{-1}$. The error $\Delta \mathbf{M}$ in $\mathbf{M}$ is then bounded by the condition numbers according to [27]

$$
\begin{equation*}
\frac{\|\Delta \mathbf{M}\|}{\|\mathbf{M}\|} \lesssim \kappa_{\mathbf{W}} \kappa_{\mathbf{A}} \frac{\|\Delta \mathbf{B}\|}{\|\mathbf{B}\|}+\kappa_{\mathbf{A}} \frac{\|\Delta \mathbf{A}\|}{\|\mathbf{A}\|}+\kappa_{\mathbf{W}} \frac{\|\Delta \mathbf{W}\|}{\|\mathbf{W}\|} . \tag{1}
\end{equation*}
$$

The condition number is given as $\kappa_{\mathbf{A}}=\|\mathbf{A}\|\left\|\mathbf{A}^{-1}\right\|$, which for the the 2-norm can be calculated from the ratio of the largest to the smallest singular value [28]. $\Delta \mathbf{A}$ and $\Delta \mathbf{W}$ are calibration errors, which increase with $\kappa$ when calibration methods using matrix inversion are applied. The PSG can be constructed from the same optical elements as the PSA, placed in the reverse order, which would give $\kappa_{\mathbf{A}}=\kappa_{\mathbf{W}} \equiv \kappa$. As the error in Mueller matrix measurements is proportional


Fig. 1. (a) A Stokes polarimeter measures the polarization state of an arbitrary light source using a Polarization State Analyzer (PSA). (b) A Mueller polarimeter measures how the polarization state of light, generated by with a Polarization State Generator (PSG), is changed by a sample.


Fig. 2. Sketch of a PSA consisting of 3 FLC's, 3 waveplates (WP), each with a retardance $\delta$ and an orientation $\theta$ relative to the transmission axis of a polarizer.
to $\kappa^{2}$, it is very important to keep this value as low as possible.
If 4 optimal states can be achieved (giving $\kappa=\sqrt{3}$ ), no advantage is found by doing a larger number of measurements with different states, compared to repeated measurements with the 4 optimal states [14]. If, however, these optimal states can not be produced ( $\kappa>\sqrt{3}$ ), the condition number, and hence the error, can be reduced by performing more than 4 measurements. For a FLC based polarimeter this can be done by using 3 FLCs followed by a polarizer as PSA, with up to 3 waveplates (WP) between the FLCs to increase the condition number (see Fig. 2). A PSG can be constructed with the same elements in the reverse order. Since each FLC can be switched between two states (this switching can be described as a rotation of the fast axis of a retarder by $+45^{\circ}$ ), $2^{3}=8$ different states can be analyzed (generated) by the PSA (PSG). To accurately measure the Stokes vector, the system matrix A needs to be well known. For a Mueller polarimeter generating and analyzing 4 states in the PSG and PSA, the eigenvalue calibration method (ECM) [29] can be applied. The ECM allows the measuring of the actual produced states by the PSA and PSG (A and $\mathbf{W}$ ), without relying on exact knowledge or modeling of the optical components. However, the ECM is based on the inversion of a product of measured intensity matrices B for measurements on a set of calibration samples. This product becomes singular for a system analyzing and generating more than four states. A workaround of this problem is to choose the subset of 4 out of 8 states which gives the lowest $\kappa$ value, and build a B matrix of those states to find 4 of the 8 rows (columns) of $\mathbf{A}(\mathbf{W})$. More rows (columns) of $\mathbf{A}(\mathbf{W})$ can then be found by calibrating on a different subset of the 8 states, giving the second lowest $\kappa$ value, and so on. By repeating the calibration on different subsets of states, all the 8 rows (columns) of $\mathbf{A}(\mathbf{W})$ can be found with low relative error $\|\Delta \mathbf{A}\| /\|\mathbf{A}\|(\|\Delta \mathbf{W}\| /\|\mathbf{W}\|)$.


Fig. 3. The four essential processes in a genetic algorithm are shown above. Sexual reproduction is performed by multi-point genetic crossover, giving rise to the next generation of individuals. Mutation can be simulated with simple bit negation (e.g. $0 \rightarrow 1$ and vice versa). Development is the process where a genotype is interpreted into its phenotype, i.e. the binary genome is interpreted as a polarimeter design. In the mating contest, one evaluates the fitness of each individual's phenotype, and let the more fit individuals reproduce with higher probability than the less fit individuals.

## 3. Genetic optimization

In order to optimize $\kappa(\lambda)$, one can conceivably employ a variety of optimization algorithms, from simple brute-force exhaustive search to more advanced algorithms, such as e.g. Levenberg-Marquardt, simulated annealing, and particle swarm optimization. Our group has previously performed optimization of a polarimeter design based on fixed components, namely, two FLCs and two waveplates. In this case, the optimization problem reduces to searching the space of 4 orientation angles. With a resolution of $1^{\circ}$ per angle, this gives a search space consisting of $180^{4} \approx 10^{9}$ states to evaluate; on modern computer hardware, this direct search can be performed. In order to optimize the retardances of the components as well, the total number of states increases to about $\left(10^{9}\right)^{2}=10^{18}$. Obviously, brute force exhaustive search is unfeasible for such large search spaces.

A GA performs optimization by simulating evolution in a population of individuals (here: simulated polarimeters). The three pillars of evolution are variation, heritability, and selection. Our initial population must have some initial genetic variation between the individuals; hence, we initialize our population by generating random individuals. Heritability means that the children have to carry on some of the traits of their parents. We simulate this by either cloning parents into children (asexual reproduction) or by performing genetic crossover (sexual reproduction) in a manner that leave children with some combination of the traits of their parents. Finally, selection is done by giving more fit individuals a larger probability of survival. For this purpose, we used the tournament selection protocol, described in Ref. [23]. For a sketch of the essential processes involved in a GA, see Fig. 3.
Our GA builds directly on the description given by Holland [22], using a binary genome as the genetic representation. In this representation, a string of 0 s and 1 s represent the genome of the individual. To simulate mutation in our genetic algorithm, we employ logical bit negation; i.e. $0 \rightarrow 1$ or vice versa. Sexual reproduction is simulated by using multi-point crossover, i.e. simply cutting and pasting two genomes together, as described by Holland [22].

The interpretation of the genome into a phenotype (development), in this case a polarimeter design, is done in a straightforward way. For each variable in the polarimeter's configuration,
i.e. for each orientation angle and each retardance, we select $m$ bits in the genome (typically, $m=8$ ) and interpret this number as an integer in the range from 1 to $2^{m}$. The integer is subsequently interpreted as a real number in a predefined range, e.g., $\theta \in\left[0^{\circ}, 180^{\circ}\right]$. In order to avoid excessively large jumps in the search space due to mutations, we chose to implement the interpretation of bits into integers by using the Gray code, also known as the reflected binary code. The most important parameter values in our GA are shown in Table 2. Making good choices for each of these parameters is often essential in order to ensure good convergence.
After determining the phenotype, we must assign to each simulated polarimeter individual a fitness function (also known as the objective function). In order to do this, we first calculate $\kappa(\lambda)$. As discussed, $\kappa^{-1}(\lambda)$ maximally takes on the value $1 / \sqrt{3}$. Hence, we define an error function, $e$, as

$$
\begin{equation*}
e=\frac{1}{N_{\lambda}} \sum_{n=1}^{N_{\lambda}}\left(\kappa^{-1}\left(\lambda_{n}\right)-1 / \sqrt{3}\right)^{4} \tag{2}
\end{equation*}
$$

In Eq. (2), $\lambda_{n}=\lambda_{\min }+(n-1) \Delta \lambda$, with $n=1,2, \ldots, N_{\lambda}$ and $\Delta \lambda=5 \mathrm{~nm}$. $\lambda_{\min }$ and $N_{\lambda}$ are determined by the wavelength range we are interested in. The choice of taking the difference between $\kappa^{-1}(\lambda)$ and the optimal value to power 4 is done in order to "punish" peaks in the condition number more severely. As GAs conventionally seek to maximize the fitness function, we define an individual's fitness as

$$
\begin{equation*}
f=\frac{1}{e} . \tag{3}
\end{equation*}
$$

This definition is convenient because $f$ takes on real and positive values where higher values represents more optimal polarimeter designs.

## 4. Results

For the case of a polarimeter based on 3 FLCs and 3 WPs, we have minimized $\kappa(\lambda)$ by varying the orientation angle, $\theta$, and the retardance, $\delta$, of all the elements. This yields a 12 -dimensional search space, i.e., 6 retardances and 6 orientation angles. $\theta$ is the angle between the fast axis of the retarder (WP or FLC) and the transmission axis of the polarizer (see Fig. 2), taken to be in the range $\theta \in\left[0^{\circ}, 180^{\circ}\right]$. The retardance, $\delta$, is modeled using a modified Sellmeier equation,

$$
\begin{equation*}
\delta \approx 2 \pi L\left[\frac{A_{U V}}{\left(\lambda^{2}-\lambda_{U V}^{2}\right)^{1 / 2}}-\frac{A_{I R}}{\left(\lambda_{I R}^{2}-\lambda^{2}\right)^{1 / 2}}\right] \tag{4}
\end{equation*}
$$

where $A_{U V}, A_{I R}, \lambda_{U V}$, and $\lambda_{I R}$ are experimentally determined parameters for an FLC ( $\lambda / 2 @ 510$ nm , Displaytech Inc.) and a Quartz zero order waveplate ( $\lambda / 4 @ 465 \mathrm{~nm}$ ) taken directly from Refs. [19] (for the FLCs, $A_{I R}=0$ ). $L$ is a normalized thickness, with $L=1$ corresponding to a retardance of $\lambda / 2 @ 510 \mathrm{~nm}$ for the FLCs and $\lambda / 4 @ 465 \mathrm{~nm}$ for the waveplates. Each $L$ and $\theta$ are represented by 8 bits each in the genome. We use experimental values to ensure that our design is based on as realistic components as possible.
The 3-FLC polarimeter design scoring the highest fitness function is shown in Table 1. The wavelength range for which we optimized the polarimeter was from 430 to 2000 nm . To visualize the performance of this design, we show a plot of $\kappa^{-1}(\lambda)$ in Fig. 4. The inverse condition number, $\kappa^{-1}$, is larger than 0.5 over most parts of the spectrum, which is close to the optimal inverse condition number $\left(\kappa^{-1}=1 / \sqrt{3}=0.577\right)$. This is a great improvement compared to the earlier reported 3-FLC design [21], which oscillates around $\kappa^{-1} \approx 0.33$. The new design promise a decrease in noise amplification by up to a factor of 2.1 for a Stokes polarimeter, and up to factor of 4.5 for a Mueller polarimeter. In addition the upper spectral limit is extended

Table 1. Orientation angles, $\theta$, and normalized thicknesses $L$, of the components of the best 3 -FLC polarimeter. ( $\mathrm{WP}=$ (fixed) waveplate)

| Component | $\theta\left[^{\circ}\right]$ | $L$ |
| :--- | ---: | :---: |
| FLC1 | 56.5 | 2.44 |
| WP1 | 172.9 | 1.10 |
| FLC2 | 143.3 | 1.20 |
| WP2 | 127.1 | 1.66 |
| FLC3 | 169.4 | 1.42 |
| WP3 | 110.1 | 4.40 |

from 1700 nm to 2000 nm . Shorter wavelengths than 430 nm were not considered as the FLC material will be degraded by exposure to UV light. Previous designs often suffer from $\kappa^{-1}(\boldsymbol{\lambda})$ oscillating as a function of wavelength, whereas our solution is more uniform over the wavelength range we are interested in. This uniformity in $\kappa(\lambda)$ will, according to Eq. (1), give a more uniform noise distribution over the spectrum.
To give some idea of how fast the GA converges, a plot of $f$ [see Eq. (3)] as a function of the generation number is shown in Fig. 5. The mean population fitness $(\mu)$ and standard deviation $(\sigma)$ is also shown. As so often happens with genetic algorithms, we see that the maximal and average fitness increases dramatically in the first few generations. Following this fast initial progress, evolution slows down considerably, before it finally converges after 600 generations. The parameters used in our GA to obtain these results are shown in Table 2.
A design using fewer components, in particular 2 FLCs and 2 waveplates, does have advantages. These advantages include increased transmission of light, as well as reduced cost and complexity with respect to building and maintaining the instrument. In addition some applications have weight and volume restrictions [3]. For these reasons, we have performed genetic optimization of the 2-FLC design. In Fig. 6, we show the performance of two polarimeter designs for the wavelength ranges $430-1100 \mathrm{~nm}$ (compatible with an Si detector) and $800-1700$ nm . Both of these polarimeter designs show condition numbers which are considerably better


Fig. 4. Inverse condition number for the best GA-generated 3-FLC design. For comparison, we show the inverse condition number of the patented 3-FLC design [21].


Fig. 5. Convergence of fitness as a function of generation number. $\mu$ and $\sigma$ refer to the average and standard deviation of the population's fitness, respectively. The best result from this simulation is the one shown in Fig. 4.

Table 2. Genetic Algorithm parameters. The "crossover rate" is the probability for two parents to undergo sexual reproduction (the alternative being asexual reproduction). The parameter "crossover points" refer to the number of points where we cut the genome during crossover (sexual reproduction). "Mutation rate" is the probability for any given individual to undergo one or several bit flip mutations in one generation

| Parameter | Value |
| :--- | :---: |
| Crossover rate | 0.7 |
| Crossover points | 2 |
| Mutation rate | 0.2 |
| Population size | 500 |

Table 3. Orientation angle, $\theta$, and normalized thickness, $L$, of the 2-FLC polarimeters shown in Fig. 6

|  | Visible design |  | NIR design |  |
| :--- | ---: | ---: | ---: | ---: |
| Component | $\theta\left[{ }^{\circ}\right]$ | $L$ | $\theta\left[{ }^{\circ}\right]$ | $L$ |
| FLC 1 | 90.4 | 1.17 | 177.9 | 2.60 |
| WP 1 | 3.5 | 3.58 | 112.9 | 2.94 |
| FLC 2 | 92.5 | 1.02 | 74.8 | 1.75 |
| WP 2 | 19.8 | 3.52 | 163.1 | 4.71 |

than previously reported designs. The numerical parameters of the two designs based on 2 FLCs are shown in Table 3.
Our optimization algorithm can, with little effort, be applied to a wider range of polarimeter design. Any optical component can be included into our GA; for example, one can include fixed waveplates of different materials, prisms, mirrors, and other types of liquid crystal devices. The material of each component could also be a variable, which could help alleviate the dispersion problem. The only requirement is that the retardance of the component in question must be


Fig. 6. Condition number for two designs using 2 FLC retarders and 2 waveplates. By optimizing $\kappa(\lambda)$ over a narrower part of the spectrum, we can design good polarimeters with fewer components. The polarimeter designs labeled "Visible" and "IR" show our two designs, optimized for $430 \mathrm{~nm}<\lambda<1100 \mathrm{~nm}$ and $800 \mathrm{~nm}<\lambda<1700 \mathrm{~nm}$, respectively. For comparison with our "NIR" design, we show the previous simulated design from Ref. [30]. The curve labeled "Commercial" shows the measured condition number of a commercial instrument (MM16, Horiba, 2006) based on the same (FLC) technology.
possible to either model theoretically or measure experimentally. It is possible to optimize a polarimeter for a different wavelength range, simply by changing program inputs. Focusing on a wavelength range which is as narrow as possible typically results in higher condition numbers than reported here. Evaluating different technologies, materials and components for polarimetry should thus be relatively straightforward. The task is not computationally formidable: we have used ordinary desktop computers in all our calculations.

## 5. Conclusion

In conclusion, we have used genetic algorithms to optimize the design of a fast multichannel spectroscopic Stokes/Mueller polarimeter, using fast switching ferroelectric liquid crystals. We have presented three polarimeter designs which promise significant improvement with respect to previous work in terms of noise reduction and spectral range. Our approach requires relatively little computational effort. One can easily generate new designs if one should wish to use other components and materials, or if one wishes to focus on a different part of the optical spectrum. We hope that our designs will make polarimetry in general, and ellipsometry in particular, a less noisy and more efficient measurement technique.
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#### Abstract

This paper reports on the design and implementation of a liquid crystal variable retarder based overdetermined spectroscopic Mueller matrix polarimeter, with parallel processing of all wavelengths. The system was designed using a modified version of a recently developed genetic algorithm [Letnes et al. Opt. Express 18, 22, 23095 (2010)]. A generalization of the eigenvalue calibration method is reported that allows the calibration of such overdetermined polarimetric systems. Out of several possible designs, one of the designs was experimentally implemented and calibrated. It is reported that the instrument demonstrated good performance, with a measurement accuracy in the range of $0.1 \%$ for the measurement of air.
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## 1. Introduction

Polarimeters measure the polarization state of electromagnetic waves. Methods based on polarimetry are thus non-invasive and have the possibility for remote sensing applications, which makes them attractive in many fields of science. In the range of optical frequencies, polarimetry has proven to be useful and promising in e.g. biomedical diagnostics [1-3], remote sensing [4] and astronomy [5]. The sample measuring polarimeter (ellipsometer) is a key characterization technique for thin films [6-8], with recent applications to e.g. gratings [9], nanostructures [10-12], plasmonics [13], metamaterials [14] and scattering from rough surfaces [15-17].

A Mueller matrix ellipsometer/polarimeter consists of a complete polarization state generator (PSG) and polarization state analyzer (PSA), which determines all the polarization altering properties of a sample both in reflection and in transmission. A Stokes polarimeter consist only of a PSA and is used to determine the complete polarization state of partially polarized light.

A PSA/PSG generally consists of a diattenuating polarizer and an active birefringent optical component either modulated by azimuthal rotation or by an externally applied electric field [18]. Typical examples are rotating (wave-plate/bi-prism) retarders [6, 19], electro-optical modulation [20], photoelastic modulators [21, 22], and liquid crystal retarders [23, 24]. Disper-
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sion in the optical components is usually limiting the wavelengths range of the polarimeters, but novel system designs may overcome this problem for at least a limited spectral range [23].
Certain wide band achromatic polarimeters (from the ultraviolet to the infrared) may be constructed using near non-dispersive retarders, by exploiting the total internal reflection from Fresnel prisms [19]. These retarders do commonly have a small aperture, are sensitive to alignment and require mechanical azimuth rotation for operation, and are thus not really suitable for imaging and space applications. On the other hand, liquid crystal retarders have no moving parts and can easily be made with large apertures, but they are strongly dispersive and a liquid crystal based wide band polarimeter requires a more advanced design.
A common way of designing polarimeters with dispersive components, is to first choose components based on a previous design or use a qualified guess. Secondly, the orientations of the components and the electrically controlled states are estimated by a local exhaustive or a gradient search. Due to a large search space, these latter search methods are computationally expensive and require particularly good starting guesses in order not to converge to a local minimum. Furthermore, for liquid crystal based wide spectral range multichannel polarimeters, it is necessary to add more modulating components [25], or states in the original components, in order to improve the conditioning of the system. The polarization state measurement is then said to be overdetermined. This makes the system design even more complex, due to the addition of more dimensions to the search space, hence requiring an efficient design algorithm [25].
Evolutionary algorithms are inspired by how nature evolves and how natural selection occurs. Genetic algorithms [26] are a subcategory of these and are based on the use of a genome, commonly a series of binary numbers, to evaluate, breed and compare different solutions. Genetic algorithms have proven to be effective at solving certain types of problems and are especially effective in large search spaces with a number of local minima. However, it is important to note that the algorithm does not search every solution and it cannot be guaranteed that the global optimum is found, though with well configured parameters it should be a good one [27].
Advantages of overdetermined polarimeters and the use of genetic algorithms to design them, was proven theoretically for a broadband system based on ferroelectric liquid crystal components in [25]. The genetic algorithm was generically implemented in order to create designs using any polarization modulating component with known dispersive properties. We here report for the first time an experimental implementation and testing of a genetic algorithm designed wide-band liquid crystal variable retarder Mueller matrix polarimeter.

## 2. Theory

Let us first briefly review the theory and notation used to describe the measurement of Stokes vectors and Mueller matrices using a PSA and a PSG, both for determined and overdetermined systems. The calibration of overdetermined Mueller matrix polarimeters is thereafter explained using a generalization of the eigenvalue calibration method (ECM) [28].

The polarization state of light, can generally be represented in vector form by the four element Stokes vector defined by

$$
\mathbf{S}=\left[\begin{array}{c}
s_{1} \\
s_{2} \\
s_{3} \\
s_{4}
\end{array}\right]=\left[\begin{array}{c}
\left\langle E_{x}(t)^{2}\right\rangle+\left\langle E_{y}(t)^{2}\right\rangle \\
\left\langle E_{x}(t)^{2}\right\rangle-\left\langle E_{y}(t)^{2}\right\rangle \\
2\left\langle E_{x}(t) E_{y}(t) \cos \delta(t)\right\rangle \\
2\left\langle E_{x}(t) E_{y}(t) \sin \delta(t)\right\rangle
\end{array}\right],
$$

where $E_{x}(t)$ and $E_{y}(t)$ are time dependent, electric field amplitudes of the $x$ - and $y$-components, of an electric field propagating in the $z$-direction. $\langle\cdot\rangle$ denotes time averages and $\delta(t)$ is the time dependent phase difference between the $x$ - and $y$-components of the
electric field. Note that the averaging of time varying amplitudes and phases, results in a reduced degree of polarization.
The Mueller matrix is a $4 \times 4$ transfer matrix transforming an initial Stokes vector to the final by $\mathbf{S}_{\text {final }}=\mathbf{M}_{\text {sample }} \mathbf{S}_{\text {initial }}$. A Mueller matrix can describe all changes in the polarization state of light upon the interaction with a sample, with quantifiable effects, like for instance polarizance, diattenuation, retardance and depolarization [18].
In order to measure M, one needs at least four probing Stokes vectors [18]. Consequently these Stokes vectors need to be measured by a polarimeter/PSA. A polarimeter/PSA projects the incoming intensity to at least four carefully selected polarization states. These states are the Stokes vectors in the PSA, organized into the rows of the PSA matrix A. The intensity vector, $\mathbf{b}=\mathbf{A S}$, for an incoming Stokes vector can then be measured, and the Stokes vector found by inversion; $\mathbf{S}=\mathbf{A}^{-1} \mathbf{b}$. Similarly, for the PSG in the Mueller matrix polarimeter/ellipsometer, the generated Stokes vectors are organized as columns in the $\mathbf{W}$ matrix. The product MW gives the Stokes vectors for the PSA to analyze, yielding the total intensity measurement matrix $\mathbf{B}=\mathbf{A M W}$. As a result, the Mueller matrix can then, in principle, readily be calculated by inversion of $\mathbf{A}$ and $\mathbf{W}, \mathbf{M}=\mathbf{A}^{-1} \mathbf{B} \mathbf{W}^{-1}$. There are several ways of finding $\mathbf{A}$ and $\mathbf{W}$ for a system, but a common method is the robust and increasingly popular ECM [28]. It uses the measurement of a set of calibration samples to account for all systematic errors, such as alignment errors and time/temperature dependent variations in components of the system [23,24,29]. Prior knowledge is only required for the form of the reference sample Mueller matrix (i.e. if it is a polarizer or retarder) and an initial qualified guess of the azimuth orientation, for solving the system with the ECM. In our case, $\mathbf{A}$ and $\mathbf{W}$ result from six states in the PSA and PSG, corresponding to 12 specific Stokes vectors $\mathbf{S}_{W 1-6}$ and $\mathbf{S}_{A 1-6}$

$$
\begin{aligned}
\mathbf{W} & =\left[\mathbf{S}_{W 1}, \mathbf{S}_{W 2}, \mathbf{S}_{W 3}, \mathbf{S}_{W 4}, \mathbf{S}_{W 5}, \mathbf{S}_{W 6}\right], \\
\mathbf{A} & =\left[\mathbf{S}_{A 1}, \mathbf{S}_{A 2}, \mathbf{S}_{A 3}, \mathbf{S}_{A 4}, \mathbf{S}_{A 5}, \mathbf{S}_{A 6}\right]^{T} .
\end{aligned}
$$

The ECM is explained in the original paper [28] for systems using four Stokes vectors in the PSG and PSA. Here we present the generalization needed to calibrate a system with $n$ Stokes vectors in the PSA and $m$ Stokes vectors in the PSG. We start with a set of reference Mueller matrices, $\{\mathbf{M}\}$, corresponding to a set of intensity measurements, $\{\mathbf{B}\}$. $\mathbf{B}_{i}$ is of size $n \times m$ and is given by

$$
\mathbf{B}_{i}=\mathbf{A M}_{i} \mathbf{W}
$$

For convenience, reference sample $\mathbf{M}_{0}$ is chosen to be air, such that $\mathbf{B}_{0}=\mathbf{A W}$. Next, two sets of matrices, $\{\mathbf{C}\}$ and $\left\{\mathbf{C}^{\prime}\right\}$, are constructed using

$$
\begin{equation*}
\mathbf{C}_{i}=\mathbf{B}_{0}^{\dagger} \mathbf{B}_{i}=\mathbf{W}^{\dagger} \mathbf{M}_{i} \mathbf{W} \quad \text { and } \quad \mathbf{C}_{i}^{\prime}=\mathbf{B}_{i} \mathbf{B}_{0}^{\dagger}=\mathbf{A} \mathbf{M}_{i} \mathbf{A}^{\dagger}, \tag{1}
\end{equation*}
$$

where ${ }^{\dagger}$ denotes the Moore-Penrose pseudoinverse, which is the common way of defining the inverse of a non-square matrix with noise [30]. In the case where $\mathbf{B}_{i}$ is of size four by four, the sets $\{\mathbf{C}\}$ and $\left\{\mathbf{C}^{\prime}\right\}$ have the same eigenvalues as the set of Mueller matrices $\{\mathbf{M}\}$. As $\mathbf{C}_{i}$ is independent of $\mathbf{A}$, and $\mathbf{C}_{i}^{\prime}$ is independent of $\mathbf{W}, \mathbf{A}$ and $\mathbf{W}$ may be found independently, and $\{\mathbf{M}\}$ may be found both from $\{\mathbf{C}\}$ and $\left\{\mathbf{C}^{\prime}\right\}$ independently.

In an overdetermined system $\mathbf{C}_{i}$ and $\mathbf{C}_{i}^{\prime}$ holds more eigenvalues than the corresponding Mueller matrix $\mathbf{M}_{i}$. One way of finding which of the eigenvalues that correspond to the Mueller matrix $\mathbf{M}_{i}$, is to do a search in the eigenvalues of $\mathbf{C}_{i}$ and $\mathbf{C}_{i}^{\prime}$ and compare them with expected values. However, in a real measurement including noise, the latter approach did in our experience not appear robust. The noise is related to the relative error in $\mathbf{M}$, shown by Stabo-Eeg et
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Fig. 1. (a) The measured retardance of a LCVR as a function of wavelength and the voltage applied. (b) The retardance of the LCVR measured at 0 V with the temperature stabilized at $26^{\circ} \mathrm{C}, 28^{\circ} \mathrm{C}$ and $30^{\circ} \mathrm{C}$. The figure shows the relative difference to the LCVR retardance at $24^{\circ} \mathrm{C}$.
al. [19] to be

$$
\begin{equation*}
\frac{\|\Delta \mathbf{M}\|}{\|\mathbf{M}\|} \lesssim \kappa_{\mathbf{W}} \kappa_{\mathbf{A}} \frac{\|\Delta \mathbf{B}\|}{\|\mathbf{B}\|}+\kappa_{\mathbf{A}} \frac{\|\Delta \mathbf{A}\|}{\|\mathbf{A}\|}+\kappa_{\mathbf{W}} \frac{\|\Delta \mathbf{W}\|}{\|\mathbf{W}\|} \tag{2}
\end{equation*}
$$

where $\kappa_{\mathbf{W}}$ and $\kappa_{\mathbf{A}}$ are the condition numbers of $\mathbf{W}$ and $\mathbf{A}$ respectively. For a square non-singular matrix the condition number is defined as $\kappa_{\mathbf{A}}=\|\mathbf{A}\|\left\|\mathbf{A}^{-1}\right\|$, while for a non-square matrix the generalized condition number is given by $\kappa_{\mathbf{A}}=\|A\|\left\|A^{\dagger}\right\|$ [31], where $\|\cdot\|$ denotes the second norm of the matrix. From Eq. (2) it is seen that in order to minimise the noise in $\mathbf{M}$, it is necessary to reduce the condition numbers of $\mathbf{A}$ and $\mathbf{W}$.
A robust solution to finding the correct eigenvalues of $\{\mathbf{M}\}$ from $\{\mathbf{C}\}$ and $\left\{\mathbf{C}^{\prime}\right\}$, is to (at each wavelength) reduce $\mathbf{B}_{0}$ and $\mathbf{B}_{i}$ in Eq. (1) to the $4 \times 4$ subset of $\mathbf{B}_{0}$ and $\mathbf{B}_{i}$ resulting in the lowest condition number for the reduced $\mathbf{B}_{0}$. When inverting $\mathbf{B}_{0}$, this ensures minimal noise propagation into $\mathbf{C}_{i}$ and to the eigenvalues of $\mathbf{M}_{i}$. After finding the eigenvalues of $\{\mathbf{M}\}$, the remainder of the calibration procedure follows the original paper by Compain et al. [28], using the non reduced $\{\mathbf{B}\}$.
Also worth noting is that the noise equation, Eq. (2), is the basis for the genetic optimisation, which tries to maximise the inverse condition number.

## 3. Experimental

The essential optical components in the Mueller matrix polarimeter presented here, are polarizers and liquid crystal variable retarders (LCVR). In the calibration, a polarizer and a waveplate was used. We used a high extinction ratio near infra-red polarizer (LPNIR) from Thorlabs and a true zero-order quarter waveplate at 1310 nm from Casix. The LCVRs were custom made for the near infrared from Meadowlark Optics.
LCVRs are wave retarders having the retardance as a function of applied voltage. Compared to ferroelectric liquid crystal retarders (previously proposed overdetermined polarimeter design [25]) which have only one fixed retardance, but with two stable azimuth orientations, they typically have much longer transition times between two states [32], but have the advantage of allowing the selection of all retardation values between a maximum and minimum value.
In order to design the optimal polarimeter, the retardance as a function of voltage and wavelength needs to be known with reasonable precision. Although the calibration routine handles small deviations in dispersive optical properties, high accuracy of the Mueller matrix elements
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Fig. 2. Schematic drawing of a typical spectroscopic Mueller matrix polarimeter using liquid crystal variable retarders (LCVR), a broad band light source and spectrometer.
is only insured as long as the condition number is not strongly degraded with respect to the design. In the instrument reported here, it was also found that there were, due to manufacturing uncertainties, differences in thickness between the individual crystals. The crystals were therefore characterized individually in the range of $450-1680 \mathrm{~nm}$ using a commercial available Mueller matrix polarimeter $R C 2$ from J.A. Woollam Co.. Figure 1(a) shows as an example, a surface plot of the resulting retardance as a function of voltage and wavelength for one of the LCVRs. It is noted that for lower voltages the retardance reaches a threshold at the critical voltage 1.5 V , while it approaches a low residual retardance for high voltages. The large retardance in the visible insures the possibility for a reasonable retardance variation in the longer wavelengths of the NIR spectrum.
It was found that the retardance was reduced significantly with the increased ambient temperature. Figure 1 (b) shows the deviation in the wavelength dependent retardance for $26^{\circ} \mathrm{C}$, $28^{\circ} \mathrm{C}$ and $30^{\circ} \mathrm{C}$, relative to the retardance at $24^{\circ} \mathrm{C}$ at 0 V . Thus, for reproducible and accurate measurements, the LCVRs must be operated in an environment with a stable temperature.
Figure 2 shows a schematic drawing of a typical LCVR Mueller matrix polarimeter system design, based on a broadband white light source, a spectrograph and four temperature controlled LCVRs. The polarizer and the two crystals on the left side of the sample makes up the PSG, while the components in the opposite order on the right side of the sample makes up the PSA (i.e. a Stokes polarimeter).

The system design was done using a genetic algorithm based on the Pyevolve library [33]. The algorithm tries to maximize a fitness function, which was defined as

$$
f=\frac{1}{e}
$$

where $e$ is the error function defined as

$$
e=\sum_{n=1}^{N_{\lambda}}\left(\frac{1}{\sqrt{3}}-\frac{1}{\kappa\left(\lambda_{n}\right)}\right)^{4}
$$

Here $N_{\lambda}$ is the total number of wavelengths and $\kappa\left(\lambda_{n}\right)$ is the generalized condition number of $\mathbf{A}$ or $\mathbf{W}$ for a given wavelength $\lambda_{n}$. This fitness function is similar to the one previously defined in [25] and incorporates experimentally measured optical properties of the components using the Mueller formalism to calculate the generalized condition number of $\mathbf{A}$ or $\mathbf{W}$. As for the previous fitness function, it punishes inverse condition numbers far away from the theoretical maximum inverse condition number $(1 / \sqrt{3})$, by taking the difference to the fourth power. Fi-
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nally, it is noted that since the genetic algorithm is based on bit strings, the conversion from bits to numbers will not always yield a voltage, or wavelength where the LCVRs were experimentally characterized, in these cases the closest measured retardance value was used.

The genetic optimization was performed using the settings given in Table 1.8 bits was considered sufficient to represent the voltage and the rotation angle, i.e. a step size of 0.04 V and $0.7^{\circ}$. The wavelength range was selected to be $900-1700 \mathrm{~nm}$, the range of a typical indium gallium arsenide (InGaAs) near infrared detector. In particular, we used the NirQuest512 spectrograph from Ocean Optics. The number of generations, population size and mutation rate were found by trial and error, by encouraging diversity and avoiding formation of large groups of individuals focused around one minimum. Elitism (copying of the best individual from one generation to the next), two point crossover and tournament were also used

Table 1. General settings for the genetic optimization

| Property | Values |
| :--- | ---: |
| Voltage bits per LCVR | 8 |
| Rotation bits per LCVR | 8 |
| Wavelength range | $850-1700 \mathrm{~nm}$ in 200 equal steps |
| Number of generations | 500 |
| Population size | 200 |
| Crossover method | Two point crossover |
| Crossover rate | $70 \%$ |
| Selection method | Tournament with 4 individuals |
| Elitism | The best individual |
| Mutation rate | $4 \%$ |

## 4. Results and discussion

Several Mueller matrix polarimeters were optimized in order to cover the near infrared spectral range. By using two LCVRs in both the PSG and the PSA, one may in principle generate a large number of states. However, a system that approaches the theoretically optimal inverse condition number $1 / \sqrt{3}$ will need 16 states for every measured wavelength, as long as a retardance of $\pi / 2$ is available. For a large number of wavelengths (typically $>500$ ), such a system results in an unreasonable high total measurement time. Therefore, several Mueller matrix polarimeters were designed and evaluated with only a limited number of states in the PSG and the PSA, in order to keep the measurement time low. Three Mueller matrix polarimeter designs were optimized and evaluated. All designs used an equal number of states in the PSG and the PSA. The first design used two states in each of the LCVRs, totaling $4(2 \times 2)$ states for the PSA or the PSG, and $16\left(4^{2}\right)$ states for the complete system. The second design had two states in the first LCVR and three in the second LCVR, totaling $6(2 \times 3)$ states for the PSA/PSG and $36\left(6^{2}\right)$ in the complete system. Similarly the last design had two states in the first and four in the second LCVR, resulting in a total of $8(2 \times 4)$ states for the PSA/PSG, and $64\left(8^{2}\right)$ for the complete polarimeter. For simplicity, these three designs will from now on be denoted as $2 \times 2$, $2 \times 3$ and $2 \times 4$. The resulting designs are summarized in Table 2 , whereas the resulting inverse condition numbers are shown in Fig. 3. It is evident that by going from a $2 \times 2$ to a $2 \times 3$ design the condition number is increased on the two edges of the spectrum. By moving to $2 \times 4$ states, the condition number increases over the whole spectrum. It is clear that there will be a trade-off between the measurement time and the gain in the increased condition number, and hence the
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Fig. 3. The inverse of the generalized condition number of $\mathbf{W}$ as a function of wavelength. Figure (a) shows the comparison between the best designs for a $2 \times 2,2 \times 3$ and $2 \times 4$ states system, where the systems are presented in terms of the number of retardance (voltage) states for each of the two LCVRs making up the PSG or the PSA. Figure (b) shows both the simulated, measured and calibrated inverse condition number of the experimentally realized polarimeter with $2 \times 3$ states.
noise reduction at the edges of the spectrum. As a compromise, we found it practical to use the $2 \times 3$ design for the experimental realization of the Mueller matrix polarimeter.

Table 2. Configuration of the optimal polarimeters

| Table 2. Configuration of the optimal polarimeters |  |  |  |
| :--- | :---: | :---: | :---: |
| Polarimeter type |  |  |  |
| Component property | $2 \times 2$ | $2 \times 3$ | $2 \times 4$ |
| Orientation of LCVR1 $\left({ }^{\circ}\right)$ | 135.5 | 40.9 | 60.7 |
| Orientation of LCVR2 $\left({ }^{\circ}\right)$ | 112.9 | 105.7 | 101.6 |
| Voltages of LCVR1 (V) | $3.6,9.7$ | $3.8,9.9,2.8$ | $3.7,1.6,2.6,2.1$ |
| Voltages of LCVR2 (V) | $2.6,6.8$ | $2.9,8.8$ | $8.5,2.7$ |

In comparison to previously reported ferroelectric liquid crystal (FLC) designs [25] obtained using a similar genetic algorithm, the $2 \times 3$ LCVR design has a much narrower wavelength range and a slightly lower inverse condition number. This is as expected, since the design using three FLCs has three compensating wave-plates in addition to the liquid crystals, giving extra degrees of freedom. Specifically, these degrees of freedom arise from the fact that both the thickness (birefringence) and the azimuthal orientation of each component can be selected, and as a result one would expect an overall higher inverse generalized condition number. However, more optical components reduce the transmitted intensity, which in some cases results in a greatly reduced signal to noise ratio. A high signal to noise ratio is particularly important for applications with a limited flux, for example a large field of view imaging or space applications.
The $2 \times 3$ design was mounted in custom made temperature controlled holders, one for the PSG and one for the PSA. These were then separately mounted in the beam-path of the RC2, and by switching through all the $2 \times 3$ states of the LCVRs, the Stokes vectors of the $\mathbf{W}$ and $\mathbf{A}$ matrix was determined in the range $350-1680 \mathrm{~nm}$, by selecting the first column of the measured Mueller matrix. The resulting inverse generalized condition number is shown in Fig. 3(b) (in green stippled lines), together with the simulated inverse generalized condition number
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resulting from the design obtained by the genetic algorithm (solid line). As seen, the correspondence between the experimental and simulated inverse generalized condition numbers is excellent. This demonstrates the power of such a system design and implementation, utilizing genetic algorithms and re-characterization of the optical components after arrival. The PSG and the PSA were then mounted in the transmission geometry shown in Fig. 2, making up the complete LCVR based Mueller matrix polarimeter. A and $\mathbf{W}$ were found using the ECM, as discussed in section 2 . The generalized condition number of the calibrated $\mathbf{W}$ matrix is plotted in Fig. 3(b). It is observed from the figure that the general spectral features in the optimized condition number are reproduced in the experimental version, although it suffers from small offsets in some parts of the spectrum. The latter offsets are possible due to that the components of the PSA/PSG were slightly realigned between the measurement using the commercial Mueller matrix ellipsometer compared to the final implementation of the LCVR Mueller matrix polarimeter. On the other hand, it shows that the modified ECM automatically compensates for alignment errors during assembly, and the final system calibrate correctly with only minor changes in the propagation of noise.


Fig. 4. The measured spectroscopic Mueller matrix of air normalized to the $m_{11}$ element.
An important measure of the Mueller matrix polarimeter accuracy is the measurement of air, whose Mueller matrix is simply the $4 \times 4$ identity matrix. Figure 4 shows the spectroscopic Mueller matrix measurement of air (normalized to the $m_{11}$ element). The deviation from the identity matrix is small, since the error is less than $0.1 \%$ over most of the spectrum, and is never more than $0.17 \%$.
It is recalled that the wide band LVCR design uses few components and thereby has small reflection losses from the optical interfaces. Hence, the designed Mueller matrix polarimeter should also be well suited for a fast imaging setup with low loss of light, compared to a FLC based setup, while insuring small measurement errors across the spectral range of operation, even suitable for hyperspectral imaging. The reduction in number of components also enables a more compact design. Another advantage of the setup will be the possibility to redesign the spectral characteristics without having to rotate the components, since the voltage of the LCVRs
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is software controlled. By using the genetic algorithm, it is possible to fix the rotation angles and only optimize on the LVCR voltage in order to fulfill other system specifications. Finally, one may envisage a system that can improve itself by self-characterization and intelligent design by implementing an in-line version of the genetic algorithm

## 5. Conclusion

Genetic algorithms have been used to design multichannel Mueller matrix polarimeters based on liquid crystal variable retarders for the near infrared with $2 \times 2,2 \times 3$ or $2 \times 4$ voltage states for the polarization state generator and analyzer. The design using $2 \times 3$ states was experimentally realized and calibrated, based on its advantageous trade-off between total measurement time and overall performance with respect to error propagation (optimized inverse condition number). The resulting Mueller matrix polarimeter demonstrated here, shows good performance in the design wavelength range ( $900-1700 \mathrm{~nm}$ ) with less than $0.1 \%$ error on the Mueller matrix of air, making it suitable in for example hyperspectral or multispectral imaging applications.
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The dynamic response of a near infra-red ferroelectric liquid crystal-based Mueller matrix ellipsometer (NIR FLC-MME) is presented. A time-dependent simulation model, using the measured time response of the individual FLCs, is used to describe the measured temporal response. Furthermore, the impulse response of the detector and the pre-amplifier is characterized and included in the simulation model. The measured timedependent intensity response of the MME is reproduced in simulations, and it is concluded that the switching time of the FLCs is the limiting factor for the Mueller matrix measurement time of the FLC-based MME. Based on measurements and simulations, our FLC-based NIR-MME system is estimated to operate at the maximum speed of approximately 16 ms per Mueller matrix measurement. The FLC-MME may be operated several times faster, since the switching time of the crystals depends on the individual crystal being switched, and to what state it is switched. As a demonstration, the measured temporal response of the Mueller matrix and the retardance of a thick liquid crystal variable retarder upon changing state is demonstrated.
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## . Introduction

Fast Mueller matrix ellipsometers (MME) may have a wide range of applications in biology, medicine, and various monitoring and control systems, supplying additional polarimetric information in imaging and spectroscopic applications. A variety of high performance MMEs has been reported [1-8], but they are usually of considerable complexity or not suitable for use with CCD or CMOS stripe-spectrographs and imaging sensors. We are also considering the limit of non-reversible processes not covered by, for example, the pump-probe techniques used for ultrafast birefringence or dichroism measurements. Some authors have reported on fast Mueller matrix measurements [1-2,9,10]. A typical solution uses a division of amplitude polarimeter and four detectors to work as the polarimeter or polarization state analyzer (PSA). The modulation may be performed with a fast electrooptic [1,3] or photo-elastic modulator [2]. However, such systems require a considerable increased complexity in instrumentation and signal processing. A recent development is the Snapshot Mueller matrix polarimeter based on spectral polarization coding, which enables Mueller matrix measurements within a microsecond $[9,10]$. However, this system does not allow for spectroscopic measurements, as the technique requires small spectral variations in the Mueller matrix of the sample. A rotating Fresnel prism retarder with a
retardation of $132^{\circ}$ across a wide spectral range (including UV) is probably the most optimal conditioned system around [5,11]. However, the latter system is inherently slow due to the mechanical rotation of the retarders, thus making it less suitable for fast MME purposes.

Liquid crystal (LC) spatial light modulators have been developed over the past decades for a variety of applications. The LCs are of course most widely used in display applications where the amplitude mode of operation is desired, but phase control can be used in, for example, beam-steering and shaping [12-13], adaptive optics [14], optical tweezers [15], to mention a few. The ferroelectric LCs are fast and allow for a rapid determination of the Mueller matrix. Several FLC-based MME designs have been proposed, although the first proposal of a polarimeter system similar to the one reported on here, appears to have been by Gandorfer and co-workers [16]. However, as shown here, the FLCs are still the limiting factor for the switching speeds, contrary to the findings reported recently $[17,18]$. The main disadvantage of liquid crystals, and in particular the current FLCs, is the well known degradation of the crystals upon ultraviolet radiation [19]. Applications of this technology in MME are currently thus limited to the visible and the infra-red. In this paper we investigate the dynamic response of a novel NIR-MME operating from 700
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Figure 1. Layout of the FLC-based NIR-MME studied in this paper. The source is either a tungsten halogen white incoherent source or a 980 nm diode laser source. The FLC switching, timing and the signal acquisition are controlled through a computer. The optical components are ordered as a polarizer (P1), quartz waveplate (WP1), ferroelectric liquid crystal 1 (FLC1), waveplate (WP2), sample (e.g. air), FLC3, waveplate (WP3), FLC4 and waveplate (WP4). The details of the optical components are given in Table 1.
o 1600 nm . In a follow up paper we report on the features and applications of a FLC-based NIR-MME imaging system based around the same design.

A key issue when designing a Mueller matrix ellipsometer is optimization of the modulation or analyzer matrix of a polarization state generator (PSG) or a PSA in terms of their matrix condition number $[5,11-12]$. In this respect, the variable liquid crystal retarder (VLCR) based Mueller matrix ellipsometer can be truly optimal, but only for a single wavelength at a time. Furthermore, the switching of a VLCR is slow compared with the FLC variant. In fact, the dynamic possibilities of the fast near infra-red ferroelectric liquid crystal-based MME are here demonstrated by characterization of the dynamic Mueller matrix of a VLCR during the switching.

## 2. Experimental details

The NIR-MME reported on here can be operated in spectroscopic mode from 750 nm to 1800 nm , using a grating monochromator and a single detector. A tungsten-halogen lamp ( 100 W ) with a stabilized power supply was used for incoherent illumination. The system is alternatively operated by using a stable laser diode operating at 980 nm , with maximum output power of 300 mW (found particularly useful for high speed measurements with short integration time).

A purpose-built (by Elektron Manufaktur Mahlsdorf) extended InGaAs detector with a built-in pre-amplifier, having an overall well-designed flat frequency response and cut-off frequency at 150 kHz , was used in the spectroscopic mode.

A multifunctional NI-DAQ card with a maximum sampling rate of $1.25 \mathrm{Ms} / \mathrm{s}$ (mega samples per second), is both used to acquire measurements and to control the FLCs. The MME is operated with in-house made Labview-based software. The initial FLC-based MME design was chosen based on the design by Gandorfer and co-workers [16], and similar designs have later been reported elsewhere [7,18]. In particular, Gandorfer and co-workers proposed a sequence of
components such that the PSG and the PSA are composed of a polarizer - fixed waveplate (WP1) ferroelectric liquid crystal (FLC1) - WP2 - FLC2. The remaining problem is then to determine the retardances and orientations of the waveplates and FLCs in order to optimize the condition number over the design spectral region. The PSA is, in this initial design, simply chosen with identical components in reverse order. Figure 1 shows a schematic drawing of the design.

The optical components in our design consist of a high contrast dichroic NIR polarizer, followed by a fixed 'true zero-order' quarter-wave retarder at 465 nm , a half-wave FLC at 510 nm , a fixed halfwave retarder at 1008 nm , and finally a half-wave FLC at 1020 nm . The true zero-order waveplates were manufactured in quartz, while the FLCs were custom-made versions of commercially available crystals (Displaytech Inc). The FLCs at 510 nm were the only elements fixed in the optimization, and originally chosen simply from cost considerations, while the fitted thicknesses of the remaining waveplates are the results of an optimization with respect to the condition number across the design spectral range.

The calibration samples were chosen as two NIR polarizers (similar to above) with azimuth orientation $0^{\circ}$ and $90^{\circ}$ relative to the first polarizer, and a zeroorder waveplate at 1310 nm with azimuth orientation of the fast axis at $60^{\circ}$ [18].

All the components were characterized individually, including retardance and azimuth orientation. The measurements were performed with collimated light and normal incidence to the optical polarization components. Simulation of the optical response of the full FLC-based Mueller matrix ellipsometer was compared to the measured response, using the characteristic properties of each characterized component.

Measurements were performed on air, and on a custom-made version of a commercially available VLCR (Meadowlark Inc.). The VLCR was designed to be a half-wave retarder at 2200 nm .

## 3. Mueller matrix theory for FLC-based MME

The MME is constructed by considering the Mueller matrix measurement theory proposed by Compain and colleagues $[2,20,22-23]$. In particular, the intensity matrix (B), which contains the 16 measured intensities, is given by the matrix product of the modulation matrix (W), the sample Mueller matrix (M) and the analyzer matrix (A)

$$
\begin{equation*}
\mathbf{B}=\mathbf{A M W} . \tag{1}
\end{equation*}
$$

From the measured $\mathbf{B}$ matrix, and the known $\mathbf{W}$ and $\mathbf{A}$ matrices, the Mueller matrix can readily be calculated by matrix multiplication

$$
\begin{equation*}
\mathbf{M}=\mathbf{A}^{-1} \mathbf{B} \mathbf{W}^{-1} \tag{2}
\end{equation*}
$$

It is evident from basic matrix theory that $\mathbf{W}$ and $\mathbf{A}$, for minimal error propagation, need to be as invertible as possible, i.e. as far from singular as possible. Specifically, it has been shown that the error in the intensity measurements, the calibration errors on $\mathbf{A}$ and $\mathbf{W}$, are summed into the errors in the resulting Mueller matrix as follows [5]

$$
\begin{equation*}
\frac{\|\Delta \mathbf{M}\|}{\|\mathbf{M}\|} \leq \kappa_{\mathbf{A}} \frac{\|\Delta \mathbf{A}\|}{\|\mathbf{A}\|}+\kappa_{\mathbf{W}} \frac{\|\Delta \mathbf{W}\|}{\|\mathbf{W}\|}+\kappa_{\mathbf{A}} \kappa_{\mathbf{W}} \frac{\|\Delta \mathbf{B}\|}{\|\mathbf{B}\|}, \tag{3}
\end{equation*}
$$

where $\kappa_{\mathbf{A}}$ and $\kappa_{\mathbf{W}}$ are the condition numbers of $\mathbf{A}$ and $\mathbf{W}$, defined in our work by the $\mathrm{L}_{2}$ norm. This particular design method was originally proposed by Tyo [21], and later implemented and further developed by Compain and colleagues [1]. Compain and colleagues suggested an efficient and robust calibration technique (denoted the Eigenvalue Calibration Method) [20], which is also implemented here in order to determine the matrices $\mathbf{A}$ and $\mathbf{W}$.

The modulation matrix $\mathbf{W}$ is constructed by defining each column vector as a unique Stokes vector generated by switching the two FLCs to one of their four different states. Let

$$
\begin{align*}
\widehat{\theta}= & \left\{\theta_{1, \mathrm{FLC} 1}, \theta_{2, \mathrm{FLC} 1}, \theta_{1, \mathrm{FLC} 2}, \theta_{2, \mathrm{FLC} 2},\right. \\
& \left.\theta_{1, \mathrm{FLC} 3}, \theta_{2, \mathrm{FLC} 3}, \theta_{1, \mathrm{FLC} 4}, \theta_{2, \mathrm{FLC} 4}\right\} \tag{4}
\end{align*}
$$

describe the set of azimuth angles of the FLCs. The two stable states $\left\{\theta_{1, j}, \theta_{2, j}\right\}$ of crystal $j$, are nominally separated by $45^{\circ}$ in this work. The modulation matrix is then given by

$$
\mathbf{W}=\left[\begin{array}{llll}
\vec{S}_{1} & \vec{S}_{2} & \vec{S}_{3} & \vec{S}_{4} \tag{5}
\end{array}\right]
$$

where each stokes vector $\vec{S}_{k}$ is generated as:

$$
\begin{align*}
\vec{S}_{k}= & \vec{S}(\lambda, \hat{\theta})  \tag{6}\\
= & \mathbf{M}_{r e t}\left(\theta_{i, \mathrm{FLC} 2}, \delta_{\mathrm{FLC} 2}(\lambda), T_{f, s}\right) \mathbf{M}_{r e t}\left(\theta_{\mathrm{WP} 2}, \delta_{\mathrm{WP} 2}(\lambda), T_{f, s}\right) \\
& \times \mathbf{M}_{r e t}\left(\theta_{j, \mathrm{FLC} 1}, \delta_{\mathrm{FLC} 1}(\lambda), T_{f, s}\right) \\
& \times \mathbf{M}_{r e t}\left(\theta_{\mathrm{WP} 1}, \delta_{\mathrm{WP} 1}(\lambda), T_{f, s}\right) \mathbf{M}_{p o l}\left[\begin{array}{llll}
1 & 0 & 0 & 0
\end{array}\right]^{t}
\end{align*}
$$

where $\mathbf{M}_{\text {ret }}$ are the Mueller matrices of the retarders, oriented at a given angle $\theta$ with respect to the first polarizer (here used as a laboratory axis reference) with retardance $\delta . \mathbf{M}_{p o l}$ is the matrix of the polarizer horizontally aligned in our system. The index $i$ denotes the state of FLC2, and $j$ denotes the state of FLC1.

Similarly, the analyzer matrix is composed of the discrete analyser states

$$
\mathbf{A}=\left[\begin{array}{llll}
\vec{A}_{1} & \vec{A}_{2} & \vec{A}_{3} & \vec{A}_{4} \tag{7}
\end{array}\right]^{T}
$$

Each analyzer state is then calculated as above, taking into account the reverse order of the optical components, resulting in

$$
\begin{align*}
\vec{A}_{k}= & \vec{A}(\lambda, \hat{\theta})=\left[\begin{array}{llll}
1 & 0 & 0 & 0
\end{array}\right]^{t} \mathbf{M}_{p o l} \mathbf{M}_{r e t}\left(\theta_{i, F L C 4}, \delta_{F L C 4}(\lambda)\right) \\
& \times \mathbf{M}_{r e t}\left(\theta_{W P 4}, \delta_{W P 4}(\lambda)\right) \mathbf{M}_{r e t}\left(\theta_{j, F L C 3}, \delta_{F L C 3}(\lambda)\right) \\
& \times \mathbf{M}_{r e t}\left(\theta_{W P 3}, \delta_{W P 3}(\lambda)\right) \tag{8}
\end{align*}
$$

The index $i$ denotes the two stable states of FLC3, while $j$ denotes the two stable states of FLC4.

## 4. Results and discussion

4.1. Static polarization properties of the optical components and the MME system
The current version of our NIR-MME system has the characteristics summarized in Table 1, where all orientations of the polarizers, waveplates and the FLCs were individually determined by separate Mueller matrix measurements in a commercial FLCbased visible MME instrument (Horiba Jobin Yvon). The analysis was performed by an implementation of the Lu-Chipman polar decomposition approach [24-26]. The dispersive retardances of each component in the NIR spectral region were determined by a simple crossed polarizer set-up, as no commercial spectroscopic NIR-MME was available. Similarly, the transmittances of the fast and slow axes of the fixed wave-plates and the FLCs were determined by transmission measurements, by orienting the fast or the slow axis of these components with the transmission axis of the polarizers. The details of the measured dispersive retardances and transmission coefficients have been reported elsewhere [17]. For completeness, some of the results are summarized here. The dispersive retardances were modeled by the following dispersion formula:

$$
\begin{equation*}
\Delta n d \approx \frac{A_{U V} \lambda}{\left(\lambda^{2}-\lambda_{U V}^{2}\right)^{\frac{1}{2}}}-\frac{A_{I R} \lambda}{\left(\lambda_{I R}^{2}-\lambda^{2}\right)^{\frac{1}{2}}} \tag{9}
\end{equation*}
$$

where the retardances are given in nm at the wavelength $\lambda$. The constants $A_{U V}, A_{I R}, \lambda_{U V}$ and $\lambda_{I R}$ were determined by best fits to the data sets (Table 1).

Table 1. Static properties of polarization components in the order corresponding to Figure 1. The retardance is reported at a single wavelength, i.e. for WP1 then $\Delta n d=116.25 \mathrm{~nm}$ at $\lambda=465 \mathrm{~nm}$. The wavelength dependent retardance is calculated from the fitted parameters $A_{I R}, A_{U V}, \lambda_{I R}$ and $\lambda_{U V}$. All azimuth orientations $(\theta)$ of the fast axis of the stable state (denoted by '-'), are given with respect to the polarizers. Positive rotation of the azimuth axis is defined by anticlockwise rotation upon looking into the source [27].

|  | Retardance | $\theta$ (deg) | $\Delta \theta_{F L C}$ | $A_{U V}$ | $\lambda_{U V}[\mathrm{~nm}]$ | $A_{I R}$ | $\lambda_{U V}[\mu \mathrm{~m}]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Polarizer |  | 0 |  |  |  |  |  |
| WP1 | $\lambda / 4 @ 465 \mathrm{~nm}$ | 129.2 |  | 110 | 134 | 50 | 11.16 |
| FLC1 | $\lambda / 2 @ 510 \mathrm{~nm}$ | 66.7(-) | 44.0 | 202 | 280 | 0 |  |
|  |  | 110.7(+) |  |  |  |  |  |
| WP2 | $\lambda / 2 @ 1008 \mathrm{~nm}$ | 164.0 |  | 520 | 134 | 257 | 11.16 |
| FLC2 | $\lambda / 2 @ 1020 \mathrm{~nm}$ | 55.5(-) | 45.4 | 505 | 283 | 0 |  |
|  |  | 100.9(+) |  |  |  |  |  |
| FLC3 | $\lambda / 2 @ 1020 \mathrm{~nm}$ | 55.1 (-) | 44.2 | 505 | 283 | 0 |  |
|  |  | 99.3 (+) |  |  |  |  |  |
| WP3 | $\lambda / 2 @ 1008 \mathrm{~nm}$ | 163.1 |  | 520 | 134 | 257 | 11.16 |
| FLC4 | $\lambda / 2 @ 510 \mathrm{~nm}$ | 68.5(-) | 42.2 | 202 | 280 | 0 |  |
|  |  | 110.7(+) |  |  |  |  |  |
| WP4 | $\lambda / 4 @ 465 \mathrm{~nm}$ | 129.4 |  | 110 | 134 | 50 | 11.16 |
| Analyzer |  | 0 |  |  |  |  |  |



Figure 2. Simulated, measured and optimal inverse condition numbers for the polarization state generator and analyzer, of the FLC-based Mueller matrix system, with the components tabulated in Table 1, and the setup in Figure 1.

The real static dispersive response of the MME may be quantified through the measurement of the condition number of the PSA and the PSG. The simulated response of the MME, using the values in Table 1, can be used to calculate the theoretical condition number. Figure 2 shows both the measured and the simulated condition number of the PSG and the PSA. The system is in good correspondence with the simulations.

### 4.2. Temporal optical response model for the fast FLC-based MME

The deviation from a step-like temporal response of the recorded intensities in the measured $\mathbf{B}$ matrix arises
as the system cannot switch immediately from one state to another, and that the photo-detector unit and its preamplifier might have a finite frequency response. Many future real-time applications of a MME could require the temporal characteristics of a certain polarization changing phenomenon. Moving objects, phase transitions, growth of a film or nanostructures, or variable orientation of molecules as in a liquid crystal are mentioned as a few examples.

Consider as an example a linear mechanical rotation of a waveplate (instead of using a FLC) by $45^{\circ}$, and the resulting intensity recorded by the detector as the waveplate is rotating. The switching of a FLC takes time, as the molecules in the LC need to be moved to their new orientations, which causes a nonlinear response of the recorded intensity as a function of the average angle of orientation. Furthermore, it is typical to drive such liquid crystals by an initial voltage spike, in order to enhance the switching frequency. As this involves a collective movement of the molecules making up the liquid crystals, the exact effect of the temporal response of the crystals in terms of its optical properties is uncertain.

To study the limitations in terms of the speed of a FLC-based MME, the formalism in Section 3 (Equations (3)-(7)) was modified to include both the temporal characteristics of the rotating waveplates and the detector response. The results can readily be generalized to other discrete-state MME designs, e.g. one based on electro-optic crystals. The measured temporal response can be compared to simulations, which can increase the understanding of the temporal characteristics of such systems, as will be exemplified below.


Figure 3. Measured and simulated temporal response of the recorded intensity upon switching through all 16 states of the FLCs: (a) shows the measured intensity upon switching through all 16 states; (b) shows the simulated intensity assuming a linear precession of the molecular director axis; (c) shows the simulated intensity using the time dependent angular rotation from Figure 4. In both simulations the impulse response of the detector is included, and the switching times given by $t_{\text {up }}$ and $t_{\text {down }}$ in Table 2 are used.

The generated Stokes vectors were modified in order to allow for the temporal characteristics of the time-dependent angle of orientation between two stable states of the FLC, i.e. $\hat{\theta}(t)$, giving

$$
\begin{equation*}
\vec{S}_{k}=\vec{S}(\lambda, \widehat{\theta}(t)) \tag{10}
\end{equation*}
$$

By switching the system through the 16 states i.e. $4 \times 4$ different stable states of the FLCs, the recorded intensities are stored in the wavelength and time dependent, intensity matrix

$$
\mathbf{B}(t, \lambda)=\mathbf{A}(t, \lambda) \mathbf{M}(\lambda) \mathbf{W}(t, \lambda)
$$

If the temporal response of the sample Mueller matrix $\mathbf{M}$ is to be determined, it is evidently of utter importance that the time constants involved in the $\mathbf{A}$ and $\mathbf{W}$ matrices are much shorter than the ones involved in the sample Mueller matrix.

Figure 3(a) shows the temporal measured intensity response of the NIR-MME system. To keep the signal level high, the 980 nm diode laser source was used in these experiments. The sample was air, modeled as the identity matrix. It is a peculiar intensity response, with overshoots and undershoots before going to the stable states.

The FLCs are nominally reported to switch in $55 \mu$ s, and first it was investigated to what extent the overshoots could be due to the detector (and preamplifier) performance. This issue can easily be introduced into the simulations by introducing the impulse response of the preamplifier of the detector

$$
\begin{equation*}
\mathbf{B}(t, \lambda)=h(t) \otimes \mathbf{A}(t, \lambda) \mathbf{M}(\lambda) \mathbf{W}(t, \lambda) \tag{11}
\end{equation*}
$$

were $h(t)$ is the detector impulse response, and $\otimes$ denotes the convolution. The detector pre-amplifier response was therefore characterized using the frequency modulation option of the diode laser and a lock-in amplifier. The frequency response analysis showed a flat response with an $80 \mathrm{~dB} /$ decade fall above 151 kHz . The results were fitted to the transfer function $H(s)=(1+s T)^{-4}$, where the time constant $T=1.05 \mu \mathrm{~s} / \mathrm{rad}$, giving the impulse response in the time domain of $h(t)=t^{3}\left(6 T e^{t / T}\right)^{-1}$. Although systematically included in the simulations below, the detectorpreamplifier combination is many orders faster than the observed overshoots, and can be neglected in the analysis for Mueller matrix measurement frequencies (i.e. 16 switches) below approximately 2.5 kHz . However, for even faster systems, the detector response will evidently affect the maximal Mueller matrix measurement frequency.

### 4.2.1. Dynamic response of the FLCs

The FLCs can be regarded as waveplates with nominally two stable states, each separated by a rotation of the waveplate by $45^{\circ}$. In a more accurate model the switching between the stable states is obtained by rotating the molecular director axis of the molecules in the FLC by $180^{\circ}$ in a cone around the normal axis of the molecular layer [19]. In order to understand the temporal limitations of the FLC-based MME it is most important to understand the collective dynamic response of the director axis. For simplicity, it is sufficient for our purposes to consider the approximation of crystal switching by assuming a simple rotation of a waveplate from the most stable state 1 , to the second excited stable state 2 . Let us denote 'up-switching' when switching from the more stable to the excited state ( $\theta_{1, j} \rightarrow \theta_{2, j}$ ), and 'down-switching' when switching from the excited state to the more stable state $\left(\theta_{2, j} \rightarrow \theta_{1, j}\right)$.

Since no fast Mueller matrix ellipsometer was available to measure the dynamic response of the switching of the crystals, a simple crossed polarizer setup was used. The FLCs were positioned with their fast axis at $-20^{\circ}$ with respect to the input polarizer. The measurements were performed at 980 nm , using the flat response InGaAs detector-preamplifier and the intensity was measured as a function of time. The estimated FLC orientation angle was solved by assuming the constant static retardance using Table 1, with the following equation:

$$
\begin{equation*}
I(t)=1-\cos ^{2} 2 \theta(t)-\cos \delta \sin ^{2} 2 \theta(t) \tag{12}
\end{equation*}
$$

Figure 4 shows the dynamic response of the crystals used in this study, using the latter method. The more correct model for the switching is obtained by
precessing the tip of the molecular director in a cone around its axis of rotation. Then $\chi(t)=0 \ldots \pi$ is related to the azimuth orientation angle by $\tan \theta(t)=$ $\tan \varphi \cdot \cos \chi(t)$, with a fixed tilt angle of $\varphi(t)=\pi / 8$. The latter precessing will also introduce a time-varying retardance. However, this model mainly modifies the centre of the switching curve, which is observed to be inaccurately determined in a crossed polarizer setup (see the discontinuous region around $22.5^{\circ}$ in Figure 4). The details of the switching response obtained from Figure 4 are tabulated in Table 2, giving the transition times ( $t_{\text {up }}$ and $t_{\text {down }}$ ) to the intensity first crossing the level of stable state, for up


Figure 4. Measured temporal response of the azimuth angle $\theta(t)$ of the FLCs used in this study. The upper figure shows the up-switching of the crystals (more stable to less stable state), while the bottom figure shows the down-switching (less stable to more stable state). The temporal characteristics, such as $t_{\mathrm{up}}$ (first crossover with steady state) and $t_{\mathrm{ss}}$ (time to reach steady state) and the overshoot are tabulated in Table 2. (The color version of this figure is included in the online version of the journal.)
and down switching, respectively. The transition times to steady state are given by $t_{\text {ss }}$ up and $t_{\text {ss-down }}$, for up and down switching, respectively. A detailed inspection of the insets in Figure 4, shows that that the azimuth angle of the crystals appears to pass the stable state before settling, resulting in an overshoot, which typically ranges from $\Delta \theta=0.5-1^{\circ}$, corresponding to a precession overshoot of $\mathrm{d} \chi=12-18^{\circ}$. The switching times are found to vary from crystal to crystal, and the thicker crystals appear to have a $25 \%$ longer switching time when going up and a $35 \%$ longer switching time when going down, compared with the thinner FLCs.

### 4.2.2. Simulation of the dynamic response of the FLC-based MME

The model for the optical intensities stored in B was used to simulate a system that was, as far as possible, similar to the experimental set-up. In the first simulation, the crystals were imagined to switch semiinstantaneously between the states. It was observed that there were no overshoots, and the results were only slightly filtered by the response of the detector.

In a more realistic simulation, the crystals were linearly switched between the two stable states, using the measured up and down switching times tabulated in Table 2. The director axis was modeled to precess linearly in a cone towards the second state, i.e. by letting $\chi(t)=\pi t / t_{\text {up,down }}$. The retardance and the azimuth orientation were determined by using the standard Euler rotation of the dielectric tensor, which was assumed uniaxial with the extraordinary axis along the molecular director axis. Figure $3(b)$ shows the resulting simulated intensity response of the full MME upon switching through all the stable states. It is observed that the large overshoots and undershoots are well reproduced in the simulation, and we conclude that these are simply due to the time-varying intensity illuminating the detector upon changing the Stokes vector as a function of time. A simple linear rotation of the azimuth angle $\theta(t)$ does not considerably modify the response. The simulated dynamic intensity response using the most advanced model for linear switching between the two states, Figure $3(b)$, is not fully

Table 2. Temporal switching characteristics of the FLCs used in the fast MME. The up switching and down switching times were used in the simulation in Figure 3

|  | $t_{\text {up }}(\mu \mathrm{s})$ | $t_{\text {ss-up }}(\mu \mathrm{s})$ | Overshoot $\left({ }^{\circ}\right)$ | $t_{\text {down }}(\mu \mathrm{s})$ | $t_{\text {ss-down }}(\mu \mathrm{s})$ | Overshoot $\left({ }^{\circ}\right)$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| FLC1 (thin) | 113 | 800 | 1.00 | 78 | 850 | 0.44 |
| FLC2 (thick) | 149 | 950 | 0.72 | 133 | 1050 | 0.57 |
| FLC3 (thick) | 120 | 1000 | 0.54 | 173 | 1072 | 1.00 |
| FLC4 (thin) | 91 | 756 | 0.68 | 92 | 920 | 0.62 |



Figure 5. Temporal sub Mueller matrix $\left(\hat{m}_{R}(t)\right)$ of a thick VLCR upon switching from $304^{\circ}$ to $25^{\circ}$ (circle) and $116^{\circ}$ to $25^{\circ}$ (square). The system was operated at 8 ms per Mueller matrix.
coincident with the measured response shown in Figure 3(a). The crystals clearly have a more complex response of the average azimuth angle, as was already demonstrated by the overshoots in the switching measurements of the FLCs in Figure 4. In the final simulation, the measured switching response of each crystal was therefore carefully introduced into the simulation in an identical manner to the system. The resulting simulated intensity obtained upon switching through the 16 states is shown in Figure 3(c). It is observed that the simulation reproduces the measured response very well, and that the overall system response and its limitations may now be fully understood.

### 4.3. Application example: dynamic characterization of a thick pneumatic variable liquid crystal retarder

As a demonstration of the operation of the fast FLC based NIR-MME, we have studied the temporal response of the Mueller matrix and the retardance of a thick variable liquid crystal retarder (VLCR), as a function of the switching time, at 980 nm . The full Mueller matrix was measured for each time sample. Since the transition between states occurs very quickly, the system was operated by sampling a Mueller matrix every 8 ms . For visualization purposes the measured Mueller matrix is approximated by

$$
\mathbf{M}(t)=\left[\begin{array}{cc}
1 & \overrightarrow{0}^{T} \\
\overrightarrow{0} & \widehat{m}_{R}(t)
\end{array}\right],
$$

where $\hat{m}_{R}(t)$ is the measured time dependent $(3 \times 3)$ retardance sub-matrix and $\overrightarrow{0}=[0,0,0]^{T}$ is the null vector. The resulting temporal retardance sub-matrix is shown in Figure 5. Figure 5 shows both $\hat{m}_{R}(t)$ observed by switching the VLCR by $277^{\circ}(9 \mathrm{~V}$ to 2.5 V , $\Delta V=6.5 \mathrm{~V})$ and by $90^{\circ}(3 \mathrm{~V}$ to $2.5 \mathrm{~V}, \Delta V=0.5 \mathrm{~V})$. The azimuth orientation of the fast axis was $-50^{\circ}$. The VLCR is observed to typically switch to its steady state in approximately 200 ms , independent of $\Delta V$. At maximum velocity, the VLCR switches with $8.6^{\circ}$ per ms , the under-sampling will thus cause some errors in the measurements. The Lu-Chipman polar decomposition of the matrix gives the temporal evolution of the retardance, which is shown in Figure 6.

## 5. Summary and conclusion

The dynamic response of a FLC-based Mueller matrix Ellipsometer operating in the near infra-red has been measured and accurately modelled. The dynamic response of the intensity recorded on the detector is a function of the time-dependent collective rotation of the molecular director axis and the impulse response of the detector. The simulations correspond well with the measurements, and it is concluded that using a flat and high-frequency cut-off preamplifier and InGaAs detector does not limit the response, while the dynamic response of the LC molecules rotating towards steady state is the limiting factor for switching speed.

The switching of the crystals from one state to another results in an optical driving signal that may


Figure 6. Dynamic response of the retardance (in radians) of a thick VLCR upon switching from 9 V to 2.5 V (circles), and 3 V to 2.5 Volts (squares). The MME system was operated at 8 ms per Mueller matrix.
take various forms, and in the worst case has nearly the form of a delta-function. We have shown above, that this is a simple optical phenomenon that may be easily modelled by including a fast linear precession of the director axis of the molecules in the FLCs. Similar issues will be present in any fast operating MME. This response put certain requirements on the detector and preamplifier. However, the detector preamplifier designed for the current setup should be able to handle up to 2.5 kHz repetition rates of Mueller matrix measurements. It is therefore the transient response of the switching of the FLCs that is the critical issue in the FLC-based MME. For accurate measurements, the steady-state response requires a minimum complete Mueller matrix measurement time of 15 ms . A further margin for data acquisition may also be required in order to obtain a good signal-to-noise ratio, resulting in 16 ms as a typical minimum requirement. The system may be operated faster, e.g. by only waiting for the $t_{\text {up }}$ and $t_{\text {down }}$, and allowing the additional measurement errors due to the overshoot. The system may then optimally be operated at a minimum measurement time of 2 ms in addition to acquisition times for each Mueller matrix.

As a demonstration, the system has been successfully used to study the dynamic Mueller matrix during switching of a custom-made thick variable liquid crystal, with a sampling of 8 ms per Mueller matrix.
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#### Abstract

We report on the design and performance of a near infra-red Mueller matrix imaging ellipsometer, and apply the instrument to retardance imaging of strain in near infra-red transparent solids. Particularly, we show that the instrument can be used to investigate complex strain domains in multi-crystalline silicon wafers.


## 1 Introduction

In this paper the Near Infra-Red (NIR) Ferroelectric Liquid Crystal (FLC) based Mueller matrix ellipsometer (MME) design reported recently [1], is modified to an imaging set-up, and used to demonstrate the application to retardance imaging of strain. Neither a NIR imaging MME system nor an FLC based imaging MME has to our knowledge been previously reported.

Several non-scanning imaging MME systems based on Variable Liquid Crystal Retarders (VLCR) have recently been reported [2, 3]. These systems have so far only been operated in the visible range, and will generally be many orders slower than an FLC based system [1]. Using such systems, it has been reported that imaging MME is an interesting tool in both bioapplications [3, 4, 5, 6], and strain imaging [7]. Recent non-imaging Mueller matrix ellipsometric studies of bio-tissue demonstrate the usefulness of the Mueller matrix in combination with polar decomposition techniques [8, 9, $10,11]$.

The advantage of the complete Mueller matrix measurement relies on the possibility to use polar decomposition techniques $[11,12,13,14,15]$ and that the Eigenvalue Calibration Method (ECM) may be used for the calibration of the system $[16,17]$. Furthermore, the Mueller matrix will not suffer from unexpected properties initially believed not to be part of the sample properties, such as polarization dependent scattering or depolarization, different types of diattenuation, and both circular and linear birefringence components.

Several FLC based designs have been proposed, although the first proposed system similar to the one reported here, appears to be by Gandorfer et al. [18]. FLC based MMEs are appealing since they involve no moving parts, and supply a highly stable beam. They are both suitable for direct imaging applications (hyper-spectral and monochrome), or in conjunction with for example stripe CCD spectrographs commonly used in spectroscopy. Furthermore, FLCs modulate rapidly for a fast determination of the Mueller matrix. The disadvantage of liquid crystals, and in particular the current FLCs is the well known degradation upon UV-radiation. Applications of liquid crystal technology in MME are so far limited to the visible and the infra-red.

Reducing material costs is a great concern for the silicon solar cell industry. One approach is to reduce the wafer thickness. A factor making the latter difficult, is the internal residual strain, which is often induced in the process of casting. To control and verify a successful wafer production with lower strain, effective instruments are needed to measure the residual strain. In addition to a report of the system instrumentation, we demonstrate the application of the FLC based NIR MME imaging system to make a map of two dimensional projections of strain fields in multi-crystalline silicon wafers. The strain fields are proportional to the retardance, when neglecting mulitple reflections in the sample [24, 25].

## 2 Experimental

### 2.1 Overview of the system and concept

The NIR-MME imaging setup was designed in order to operate both in transmission and reflection mode. The applications demonstrated in this paper are only from transmission mode measurements. The system was designed to operate in the range $700-1600 \mathrm{~nm}[1,19]$. A schematic drawing of the setup is shown in Figure 1. In particular, the Polarization State Analyzer (PSA) and the Polarization State Generator (PSG) are both composed of a NIR dichroic polarizer (P1/P2), a zero order quarter wave-plate at 465 nm ( $\mathrm{R} 1 / \mathrm{R} 4$ ), a half wave-plate at $1020 \mathrm{~nm}(\mathrm{R} 2 / \mathrm{R} 3)$, an FLC half wave retarder at $510 \mathrm{~nm}(\mathrm{~F} 1 / \mathrm{F} 4)$ and an FLC half wave retarder at 1020nm (F2/F3). The FLCs have fixed retardances and can switch between two orientations of the fast axis. A suitable combination of wave-plates and FLCs ensures that the PSG generates four sub-optimal Stokes vectors for all wavelengths in the design range. These four Stokes vectors define the column vectors of the PSG matrix $(\mathbf{W})$. The four analyzer states of the PSA define the rows of the analyzer matrix (A). A Mueller matrix measurement is carried out by measuring the 16 intensities obtained when switching through all possible FLC combinations. The measurement and the calibration process is similar to the one proposed for the LCVR systems [20], and the rotating compen-


Figure 1: Schematic drawing of the Mueller matrix imaging system. The system consists of two sources, polarization state generator and analyzer, imaging optics and a camera.
sator systems [21]. The 16 measured intensities form a matrix $\mathbf{B}$, which correspond to the matrix product of $\mathbf{A}$, the sample Mueller matrix (M) and W

$$
\begin{equation*}
\mathbf{B}=\mathbf{W M A} . \tag{1}
\end{equation*}
$$

$\mathbf{M}$ can then be found by multiplying $\mathbf{B}$ by the inverse of $\mathbf{W}$ and $\mathbf{A}$ from each side

$$
\begin{equation*}
\mathbf{M}=\mathbf{W}^{-1} \mathbf{B A}^{-1} \tag{2}
\end{equation*}
$$

It is evident from linear algebra that for equation 2 to be solvable, $\mathbf{A}$ and W need to be non-singular. Specifically, it has been shown that the error in the intensity measurements $(\mathbf{B})$ and the calibration errors of $\mathbf{A}$ and $\mathbf{W}$ are amplified into the errors of a measured Mueller matrix as [21]

$$
\begin{equation*}
\frac{\|\Delta \mathbf{M}\|}{\|\mathbf{M}\|} \lesssim \kappa_{\mathbf{A}} \frac{\|\Delta \mathbf{A}\|}{\|\mathbf{A}\|}+\kappa_{\mathbf{W}} \frac{\|\Delta \mathbf{W}\|}{\|\mathbf{W}\|}+\kappa_{\mathbf{W}} \kappa_{\mathbf{A}} \frac{\|\Delta \mathbf{B}\|}{\|\mathbf{B}\|} \tag{3}
\end{equation*}
$$

where $\kappa_{\mathbf{W}}=\left\|\mathbf{W}\left|\left\|\mid \mathbf{W}^{-1}\right\|\right.\right.$ and $\kappa_{\mathbf{A}}$ are the matrix condition numbers of $\mathbf{A}$ and $\mathbf{W}$, where we use the $\mathrm{L}_{2}$ norm which is the ratio of the largest to the smallest singular value [22].

In order to find $\mathbf{W}$ and $\mathbf{A}$, an implementation of the ECM is used. The method allows $\mathbf{W}$ and $\mathbf{A}$ to be calculated without exact knowledge of the Mueller matrix of the calibration samples. More details about the FLC MME system and its calibration are reported elsewhere [1, 19].

### 2.1.1 Light sources and detectors

The system is operated with three different light sources. For spectroscopic, and for measurement of weakly scattering samples, a tungsten halogen white light source $(150 \mathrm{~W})$ is used in combination with a grating monochromator or band pass filters. For samples with more absorption or scattering, higher intensity was needed and a 980 nm diode laser (max 300 mW ) source or a LED array with center wavelength at $1300 \mathrm{~nm}(110 \mathrm{~mW})$ was used. In all cases, the light is collimated before entering the PSG. In the case of the diode laser, a rotating diffuser was used to reduce speckle.

The digital camera was a Xenics Xeva camera operating at 15 Hz , consisting of a 14 -bit InGaAs FPA detector with $640 \times 512$ pixels and sensitive to the spectral band $0.9-1.7 \mu \mathrm{~m}$. In addition, due to less thermal noise and dead pixels, a silicon camera from Hamamatsu was used in combination with the 980 nm laser. The field of view of the system is $1 \mathrm{~cm} \times 1 \mathrm{~cm}$ with a diffraction limited resolution of $12.5 \mu \mathrm{~m}$.

### 2.2 Analysis of the Mueller matrix

The polarimetric information in a measured Mueller matrix can in many cases be extracted using polar decomposition techniques. Several decomposition techniques have been proposed $[12,14,13]$. In particular, the forward polar decomposition technique, described in details elsewhere $[8,10,11,12$, 14], was applied to all measurements presented here. The basic principle of the forward decomposition is to assume that the polarizing properties of the measured Mueller matrix $(\mathbf{M})$ is taking place in the following order, diattenuation $\left(\mathbf{M}_{D}\right)$, retardation $\left(\mathbf{M}_{R}\right)$ and depolarization $\left(\mathbf{M}_{\Delta}\right)$, which gives

$$
\begin{equation*}
\mathbf{M}=\mathbf{M}_{\Delta} \mathbf{M}_{R} \mathbf{M}_{D} \tag{4}
\end{equation*}
$$

It is further convenient to calculate a numeric quantity for the polarimetric properties, in this paper only the retardance and the orientation of the slow axis are explicitly used.

Due to detector noise, the measured Mueller matrix will always have an error. The error may result in a slightly unphysical Mueller matrix. By putting appropriate physical constraints on the measured matrices, a measure of the matrix physicality can be found. It is further possible to calculate the closest physical matrix of an unphysical matrix. In particular, the constraints proposed by Cloude [23] was applied in this work.

## 3 System performance, results and discussion

### 3.1 Validation of calibration of the NIR MME Imaging System

For an image the average inverse condition number of $\mathbf{A}$ and $\mathbf{W}$ is 0.46 .
An estimate of the accuracy of the Mueller matrix imaging system can be made by considering a measurement of the well defined Mueller matrix of air (the identity matrix). The mean matrix of a measured Mueller matrix image was
$\left[\begin{array}{cccc}1.000 \pm 0.00 & -0.004 \pm 0.01 & -0.003 \pm 0.01 & 0.006 \pm 0.01 \\ 0.000 \pm 0.01 & 1.002 \pm 0.02 & -0.001 \pm 0.02 & -0.002 \pm 0.02 \\ 0.001 \pm 0.01 & -0.002 \pm 0.02 & 1.006 \pm 0.03 & -0.003 \pm 0.02 \\ 0.001 \pm 0.01 & 0.002 \pm 0.02 & 0.007 \pm 0.02 & 0.998 \pm 0.03\end{array}\right]$,
with the standard deviation from the mean value given as the $\pm$. The error in the mean matrix is in the third decimal, while the standard deviation from the mean is in the second. The variations found over the pixels may have many sources, but is most likely due to detector noise. The mean noise (fidelity) found from Cloude filtering is -23.7 dB with standard deviation of 0.8 dB . The non-uniformity and error is found to be satisfactory, although there is room for further improvements.

### 3.2 Polarimetric images and Strain mapping

Polarimetric imaging can be used to investigate strain fields in transparent crystals. An isotropic material which experiences a non-isotropic stress, becomes, as described by the photoelastic theory [24, 25], anisotropic (birefringent) due to the induced internal strain. Polarimetry is very sensitive to changes in the retardance

$$
\begin{equation*}
\delta=\Delta n \cdot d=\left(n_{\text {slow }}-n_{\text {fast }}\right) \cdot d, \tag{5}
\end{equation*}
$$

which is proportional to the birefringence (difference in refractive index from slow to fast axis, $\Delta n$ ) and the thickness of the sample ( $d$ ). The refractive index will increase in the direction of the positive strain (compression). Hence the direction of the slow axis will give the direction of the positive strain. The retardance will be a projection of the strain in real space to the $x y$ image plane. A quantitative calculation of the strain using the photoelastic properties and known crystal orientation [24, 25], is out of the scope of the current proof of concept report.

### 3.2.1 Retardance imaging of strain in stressed $\mathrm{CaF}_{2}$

The capability of the MME system to image strain patterns was investigated by inducing a direct force onto a crystalline $\mathrm{CaF}_{2}$ prism, which is isotropic
and transparent from the UV to the infrared. The prism was placed on a platform in the image plane of the system, and stress was applied through a metal plug. The upper edge of the prism was opaque, such that the interface region between the metal plug and the crystal could not be examined.

Figure 2 shows Mueller matrix images of the prism without and with applied stress. It is evident from the non stressed image that the crystal is isotropic, and has no retardance or diattenuation. After the stress is applied, the crystal becomes anisotropic, seen by the appearance of the non diagonal lower right $3 \times 3$ matrix. From the measured Mueller matrix, the magnitude of the retardance and the orientation of the slow axis is then calculated.

The corresponding retardance plots for the two Mueller matrix images in Figure 2 are shown in Figure 3. It is evident that when no stress is applied, there is no slow axis, and the calculated direction is therefore random, as a result of noise. When stress is applied, the direction of the slow axis corresponds to the direction of the positive strain.

Evidently, this sample could have been studied with any visual MME imaging system. However, in case of more rough surfaces or a low band-gap crystal, the use of near infra-red light becomes imminent.

### 3.2.2 Retardance imaging of strain in a multi-crystalline silicon wafer

The band-gap of Si makes the material transparent for photons with lower energy than 1.1 eV , which means that a visible MME can not perform bulk strain measurements in transmission.

In this experiment the sample was initially a $150 \mu \mathrm{~m}$ thick multi-crystalline wafer, with a surface of about $4 \mathrm{~cm} \times 2.5 \mathrm{~cm}$ and a trapezoidal shape (see Figure 4). Crystalline silicon is isotropic with a cubic lattice structure. In multi-crystalline wafers the grains are through-going and the grain boundaries go straight through the wafer, elliminating the problem of shading grains. In order to avoid large losses of intensity and to obtain a good signal to noise ratio, the wafer was polished on both sides, down to a thickness of approximately $100 \mu \mathrm{~m}$. The wafer was placed in an assembly consisting of two bars with slits, keeping the wafer vertically stable and in position (see Figure 4). Stress was then applied to the wafer by buckling [26], which is a well known method for material strength tests. The strain is induced when the bars are forced towards each other such that the wafer bends by the control of a fine threaded screw.

In order to map the whole wafer, the assembly is mounted on a translation stage which automatically moves to the next position after each Mueller matrix image acquisition. For simplicity and proof of concept, only one of the images is considered here, the location of this area on the wafer is indicated by the red square in Figure 4.

Figure 5 shows the calculated retardance and the orientation of the slow


Figure 2: Mueller matrix images of non stressed (a) and stressed (b) calcium fluoride crystal. The elements are normalized to $m_{1,1}$, except from the $m_{1,1}$ image which shows the transmission intensity image. In (a) the crystal is found isotropic, i.e. No strain induced birefringence is observed in the crystal, while in (b) the crystal is found with a graded anisotropy due to the non uniform applied stress.


Figure 3: Calculated retardance from the Mueller matrix image in Figure 2. (a) shows the retardance map when no stress is applied, and (b) when stress is applied. The lines show the direction of the slow axis, while the color-map indicates the retardance in degrees with wavelength of 980 nm .


Figure 4: The assembly made for the buckling of the wafer. The wafer is placed between a fixed and a non fixed bracket, which then can be translated by a fine threaded screw.
axis of the selected area of the strained wafer. The crystal grains show contrast in both the orientation of slow axis and the retardance maps, which indicates that both different magnitude and orientation of strain can be found. The two areas (1 and 2) indicated by the red squares in Figure 5(a) are enlarged and shown in Figure 6 and 7.


Figure 5: Figure (a) shows the calculated retardance map of the area indicated by the red square in Figure 4, with applied strain, while Figure (b) shows the orientations of the slow axes for the area in interest. Areas 1 and 2 indicate the two areas that are described in more detail within the text.

The retardance image of area 1 (Figure 6) shows a grain boundary where the retardance is higher for the grain located in the lower part of the image, compared to the upper grain. Various domains of lower and higher retardance can also be observed inside the two grains. Figure 6(a) shows that at the grain boundary there appears to be domains with lower retardance than the surrounding grains. It is observed from Figure 6(b), that the orientation of the strain is very different in this particular domain. These observations may possibly be due to a relaxation of strain at the grain boundary.

In area 2 (Figure 7) the grain is observed to have a higher retardance than the adjacent grains. One may expect that the whole grain experienced the same retardance, but in this case a higher retardance is found in the lower part of the grain. This observation can possibly be explained by the low retardance on the grain boundary around the upper part of the grain, where a relaxation may have occurred. The corresponding orientation of the slow axis (Figure $7(\mathrm{~b})$ ) shows a different strain orientation than the surrounding grains. The details of the structures within the domains can without great difficulty be studied in a lab set-up. A production line equipment can be evisaged in order to inspect strain over large areas, or strain above a particular threshold level. Polarimetric imaging may also be useful in several other occasions e.g. to characterize the polarization dependent optical properties of optical components, such as lenses, wherever these have to be taken into account.

Surface roughness and multiple reflections and its effect on the measured retardance and depolarization are important effects and will together with


Figure 6: Figure (a) shows the calculated retardance map of area 1, with applied strain. There is good contrast at the grain boundary, also interesting is the low retardance domain along the grain boundary, which may be induced due to a relaxation of strain at the boundary. Figure (b) shows the calculated orientation of the slow axis.


Figure 7: Figure (a) shows the calculated retardance map of area 2, with applied strain. Figure (b) shows the corresponding orientation of slow axis. In this area of the wafer we also see that there is a domain along the grain boundary where the retardance is lower than in the two adjacent grains. Also the slow axis has a different orientation in this domain.
quantitative analysis of strain be addressed in future work.

## 4 Conclusions

In conclusion, we have constructed a near infra-red (NIR) Mueller matrix imaging ellipsometer based on ferroelectric liquid crystal retarders. The system has been demonstrated to be a valuable tool in the characterization of strain in NIR transparent solids, and in particular multi-crystalline silicon. Through the use of Mueller matrix analysis tools, a detailed analysis of strain field domains can be made, which in the future can be quantified and used as input to numerical models.
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#### Abstract

The collagen meshwork in articular cartilage of chicken knee is characterized using Mueller matrix imaging and multiphoton microscopy. Direction and degree of dispersion of the collagen fibers in the superficial layer are found using a Fourier transform image-analysis technique of the second-harmonic generated image. Mueller matrix images are used to acquire structural data from the intermediate layer of articular cartilage where the collagen fibers are too small to be resolved by optical microscopy, providing a powerful multimodal measurement technique. Furthermore, we show that Mueller matrix imaging provides more information about the tissue compared to standard polarization microscopy. The combination of these techniques can find use in improved diagnosis of diseases in articular cartilage, improved histopathology, and additional information for accurate biomechanical modeling of cartilage. © 2011 Society of Photo-Optical Instrumentation Engineers (SPIE). [DOI: 10.1117/1.3643721]
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## 1 Introduction

Articular cartilage covers and protects the bones in joints, and its integrity is essential for normal function. It imparts two important properties to a joint. First, it provides a low-friction surface for smooth articulation of the joint; second, it provides a cushioning layer to distribute loads and protect the underlying bone. The structure of articular cartilage is typically divided into three distinct morphological zones: (i) The superficial layer with a dense collagen network and the collagen fibers oriented primarily tangential to the articulating surface, (ii) the intermediate layer, where the fibers are more randomly distributed, and (iii) the radial layer, where the fibers are oriented perpendicular to the bone surface. The collagen fibers are cross-linked with proteoglycans in a fluid-saturated gel of glycosaminoglycans and proteoglycans. Scattered throughout the cartilage are chondrocytes that reside in lacunae and are responsible for the formation of new cartilage. ${ }^{1}$

Osteoarthritis is a disease in articular cartilage symptomized by pain and reduced joint function, affected by a variety of factors (genetic, traumatic, age, excessive loading). ${ }^{2}$ It is the leading cause of disability in the U.S. and will likely see an increased incidence in the future due to an aging and more obese population. ${ }^{3}$ Osteoarthritis is characterized by structural changes in the cartilage, accompanied by a loss of proper function. The loss of function will lead to changed loading conditions in the knee and, therefore, further changes in the microscopic structure. In order to predict the outcome of this biological cascade, it is necessary to have methods to characterize the current tissue structure. Osteoarthritis is usually diagnosed based on clinical findings, sometimes with the addition of radiographic
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imaging. However, in a significant fraction of symptomatic patients, no radiographic changes are found. ${ }^{4}$ Magnetic resonance imaging may be used for further stratification, but the association between clinical symptoms and findings from images is not always strong. ${ }^{5}$ Therefore, a more detailed investigation using novel imaging techniques, is necessary to enhance diagnosis.

Bright-field light microscopy of haematoxylin-eosin-stained sections is the standard method to assess the microscopic structure of cartilage, even though it is not possible to see the structure of the collagen network. Polarization microscopy is sometimes used but can only provide qualitative information on the direction of collagen fibers due to the complex nature of the polarization properties of tissue. Novel methods to study the microscopic structure of cartilage will provide more details on the current pathological status and perhaps differentiate between conditions that cannot be distinguished with standard techniques.

Multiphoton microscopy (MPM) is a nonlinear optical process used to acquire images of biological specimens. ${ }^{6}$ Because of the nonlinearity of the signals, the technique is intrinsically confocal (no need for confocal optics), and many biological molecules exhibit specific intrinsic nonlinear signatures such that no staining is required. The second-harmonic generation (SHG) signal can be used to image the collagen type II fibers present in cartilage. ${ }^{7,8}$ In vivo imaging is possible and yields high-resolution, three dimensional images. ${ }^{9}$ In vivo MPM would be a valuable complementary technique to standard arthroscopy. Methods have been developed to generate quantitative measures of the structure of the collagen fabric ${ }^{10}$ and its optical properties. ${ }^{11}$ The drawback of MPM is that high-resolution imaging of macroscopic volumes is time consuming. Furthermore, in the intermediate and radial layers, the collagen fibers are below the resolution limit of optical microscopy, such that individual fibers cannot be resolved.

[^1]Mueller matrix imaging (MMI) provides a complementary technique to MPM and extracts the full Mueller matrix for every pixel in the image of a sample. ${ }^{12}$ Because the resolution is adjustable (but usually worse than MPM by a factor of around 10), and camera-based imaging is used instead of point scanning, larger areas are scanned faster compared to MPM. Because MMI also is an optical technique, it cannot resolve the small collagen fibers in the middle layer. However, the advantage of MMI is that it is based on the rich polarization information contained in the full Mueller matrix, such that the directionality of the fibers may be derived, as well as the optical rotation and depolarization of the sample, by using forward polar decomposition. ${ }^{13,14}$ The use of decomposed Mueller matrix measurements to characterize tissue phantoms and biological samples has been described, ${ }^{15,16}$ but to our knowledge never on samples of cartilage. Compared to other polarimetric imaging systems that only measure some of the components of the Mueller matrix ${ }^{17-19}$ and require significant prior knowledge of the sample and the desired measurements, the Mueller matrix imaging system is much more flexible, enabling the characterization of more complex and unexplored samples with the possibility to fully characterize the polarization properties of the sample. Here, we show that the combination of MPM and MMI provide more detailed information about the articular cartilage structure compared to conventional methods and potentially a better understanding of the progression of osteoarthritis.

## 2 Materials and Methods

### 2.1 Materials

The medial femoral condyle of chicken cartilage $(n=2)$ was cut in $100-\mu$ m-thick sections to a depth of 2 mm using a vibratome (Leica VT-1000). After sectioning, the samples were transferred to microscope slides and a cover glass placed on top. The edges were sealed with Vaseline to avoid dehydration. Sections were cut in the transversal plane. The sections were kept at $4^{\circ} \mathrm{C}$ between measurements.

### 2.2 Multiphoton Microscopy

The MPM images where acquired using a commercial system (Zeiss LSM 510), equipped with a Ti:sapphire laser pumped by a 5-W solid state laser (Coherent Mira and Verdi, respectively). The Ti:sapphire laser was tuned to 800 nm for excitation of the SHG signal. A dichroic short-pass filter at 650 nm was used to collect the backscattered light. A second dichroic at 475 nm and a bandpass filter at $390-425 \mathrm{~nm}$ were used to separate the SHG from the fluorescence. All images were acquired in the epi configuration.

Images were acquired with a $10 \times, 0.6$ numerical aperture (NA) objective. For samples larger than the field of view, several images were juxtaposed automatically using the microscopy control system. Images were acquired at four to eight different depths, with an interval of $10 \mu \mathrm{~m}$, depending on the quality of the signal in the deeper sections.

On the basis of an image-analysis algorithm described in detail elsewhere, ${ }^{10}$ we derived the primary direction and anisotropy of the fibers at every pixel in the image. Briefly, the algorithm calculates the two-dimensional discrete Fourier transform of a small subframe around a given pixel. Typically, the strongest Fourier components will tend to lie on a line perpendicular to
the fibers in the image. The direction of this line was found by minimizing the sum of angles, weighted by the Fourier power spectrum relative to this line. The anisotropy is extracted as a measure of how close the strongest frequency components are clustered around this line.

### 2.3 Mueller Matrix Imaging

The near-infrared Mueller matrix imaging (NIR MMI) system used here is described in greater detail elsewhere. ${ }^{12}$ Note that the light source used here is the $980-\mathrm{nm}$ laser diode and that the numerical aperture of the system is 0.04 . It uses two ferroelectric liquid crystals (FLCs) together with a polarizer and two wave plates to generate four orthogonal Stokes vectors in what is know as a polarization-state generator (PSG), which then are used to probe the sample. After passing through the sample, the resulting polarization-state is analyzed by a polarization state analyzer (PSA), consisting of the same components as the PSG, in reverse order. Sixteen intensity images are acquired using different settings of the PSG and PSA. The Muller matrix M is then calculated from the configurations of the PSG and PSA using the eigenvalue calibration method. ${ }^{20}$ Repeating this for every pixel in the images results in a Mueller matrix image, $\mathbf{M}_{\mathrm{im}}$. The Mueller matrix is normalized, meaning that all of the elements in the matrix is divided by the $M_{11}$ element.

The measured $\mathbf{M}$ is decomposed into depolarization, $\left(\mathbf{M}_{\Delta}\right)$, retardation, $\left(\mathbf{M}_{\mathrm{R}}\right)$, and diattenuation, $\left(\mathbf{M}_{\mathrm{D}}\right)$, matrices using forward polar decomposition, $\mathbf{M}=\mathbf{M}_{\Delta} \mathbf{M}_{\mathrm{R}} \mathbf{M}_{\mathrm{D}}$, first described by Lu and Chipman ${ }^{13}$ and applied by Manhas et al. ${ }^{14}$ to tissue characterization.

From $\mathbf{M}_{\mathrm{R}}$, it is further possible to find the linear retardance, direction of the slow axis (perpendicular to the fast axis), and the optical rotation (see Manhas et al. ${ }^{14}$ ). We assume that the collagen fibers can be modeled using the Bruggeman effective medium theory, ${ }^{21}$ and thus assign the slow optical axis to the long axis of the fibers.

## 3 Results

### 3.1 Multiphoton Microscopy

SHG images of the superficial layer show a distinct collagen structure, which is illustrated in Fig. 1(a). By employing the direction analysis method described in Sec. 2.2, we derived the primary direction and degree of anisotropy of the fibers, which is shown in Figure 1(b). The direction is coded according to color using the provided legend and the anisotropy is mapped to the intensity of the color. Figure 2(a) shows a sample where both the superficial and intermediate layers can be seen. The center region, which belongs to the superficial zone, exhibits clear fibrillar structure, whereas in the intermediate layer, shown in the lower right part of Fig. 2(a), no collagen fibers can be discerned. Only the lacunae can be seen as dark voids, embedded in a smooth SHG signal. Figure 2(b) shows that the analysis picks up the direction in the superficial region but that in the intermediate layer where no structure can be discerned, the anisotropy is very low, corresponding to low intensity in the color image.

### 3.2 Mueller Matrix Imaging

MMI images were acquired from the same samples as imaged with MPM. The MMI images were first Cloude filtered ${ }^{22}$ and


Fig. 1 (a) SHG intensity image of a transverse section of cartilage in the superficial layer ( $100 \mu \mathrm{~m}$ below the surface), where the collagen fibers are clearly visible. This image is the result of four images tiled together. (b) Result of the directional analysis. The calculated direction of the fibers is color coded according to the semicircle legend. The intensity of the color has been scaled to the calculated anisotropy value. Scale bar is $200 \mu \mathrm{~m}$.
then decomposed using the forward polar decomposition described in Sec. 2.3. An example of the full Mueller matrix for a cartilage sample is illustrated in Fig. 3. The $M_{11}$ element has been substituted by the intensity image, because this element would be equal to 1 as a result of the normalization. The values of the diattenuation matrix $\mathbf{M}_{D}$ were found to be very small and are not included here.

After the decomposition, the direction of the slow axis is found from the retardance matrix $\mathbf{M}_{R} .{ }^{14}$ The corresponding image of the directions is illustrated in Fig. 4. Because the long axis of the collagen fibers corresponds to the optical slow axis, the directional image shows the collagen fiber direction and can be compared to the MPM image of the same sample, as shown in Fig. 5.

The forward polar decomposition enables in addition to the direction of the slow axis, the calculation of the amount of double refraction in the sample known as the linear retardance (which is seen in Fig. 6), the amount of left or right circular polarization induced by the sample, known as the optical rotation (shown in Fig. 7), and the depolarization index (as seen in Fig. 8). The


Fig. 2 (a) SHG intensity image of a transverse section of cartilage from slightly below the superficial layer ( $500 \mu \mathrm{~m}$ below the surface). The central part of the image belongs to the superficial region, and here, the fibers are clearly visible. The lower right part belongs to the intermediate layer. No clear structure of fibers can be seen in this region, only the lacunae are distinguishable as dark voids. (b) Result of directional analysis. The calculated direction of the fibers is color coded according to the semicircle legend. The intensity of the color has been scaled by the calculated anisotropy value. In the intermediate layer, only a weak random direction is picked up. Scale bar is $200 \mu \mathrm{~m}$.


Fig. 3 Full Cloude-filtered Mueller matrix image for a sample of cartilage, from a transversal section at a depth of $500 \mu \mathrm{~m}$, with the intensity image overlaid the $M_{11}$ element. The central dark area in $M_{11}$ is the intermediate layer, and the surrounding bright area is the superficial layer.
depolarization index shows how much of the incoming polarized light is converted into partially polarized light.

The intermediate zone of the cartilage (center of Figs. 4 and 6) exhibits more variation and features in the MMI images compared to what can be seen in the MPM images. In this intermediate zone, the direction and retardance images show regions with differing structure.

## 4 Discussion

The Mueller matrix was decomposed into three polarization properties of which only the retardation and depolarization were used directly in this study. The retardance (circular, linear, and direction of fast axis) will, in terms of effective medium theory, yield results from features smaller than the resolution in the image. The latter property is useful, beacuse it can be used to characterize collagen fibers from the intermediate and radial zone of the cartilage, where the collagen fibrils are below the resolution limit of MPM

Because the collagen fibers have a higher refractive index than the surrounding medium, ${ }^{23}$ they will have the slow axis


Fig. 4 Visualization of the direction of the slow axis found from $\mathbf{M}_{R}$


Fig. 5 (a) SHG images from the same area as the MMI images and (b) calculated directions of image in (a).
along the long axis. The difference in the refractive index of the slow and fast axes can be calculated using the simple linear dispersion relation for a birefringent medium

$$
\Delta n=\frac{\lambda \delta}{2 \pi L}
$$

where $\lambda$ is the wavelength (here, 980 nm ), $\delta$ the linear retardance (in radians), and $L$ the thickness of the sample (here, $100 \mu \mathrm{~m}$ ). Using a representative value of $\delta=50 \mathrm{deg}$ for the edges of the sample, as seen in Fig. 6, and $\delta=15 \mathrm{deg}$ for the intermediate region, results in an apparent birefringence $\Delta n=1.4 \times 10^{-3}$ for the edges, similar to previously reported values, ${ }^{24}$ and $\Delta n$ $=0.4 \times 10^{-3}$ from intermediate regions. As Fig 6 shows, there are large differences in the linear retardance across the sample, resulting in large differences in $\Delta n$, such that care should be taken when reporting birefringence measurements of collagen in turbid media.

The slow axis found from the decomposed Mueller matrix is the projection of the three-dimensional slow axis into the imaging plane. In addition, since directions found from the Mueller matrix measurement are from a volume, the directions seen in Fig. 4, will be an average of the collagen fibers through the sample as opposed to the MPM images, which are acquired at a certain depth (Fig. 5). Even when taking the latter into consideration, the directions in the sample correspond well to the direction in the corresponding MPM image, indicating that the


Fig. 6 Retardance image, showing the absolute value of the linear retardance. Color bar is in degrees.


Fig. 7 Optical rotation in degrees.
direction of the collagen fibers are mostly homogeneous through the sections. However, when characterizing the samples using MPM some variation in the direction with respect to the depth was observed, which would result in a intermediate direction in the MMI image and correspondingly different calculated values for the directional parameter.

In the intermediate layer (center of Fig. 6), where the MPM images cannot resolve individual collagen fibrils that are smaller than the imaging resolution limit, the MMI directional image shows structure variations and, thus, the ability to characterize the subresolution structures in this area of cartilage.

The collagen fibers in the cartilage scatter the incoming light, contributing to the depolarization (see Fig. 8). The depolarization will increase with the density and size of the collagen fibers, and could thus be useful for extracting more information about the collagen structure. By comparing the depolarization image (shown in Fig. 8) to the retardance image (shown in Fig. 6), one can see that the areas with a high depolarization index are mostly the same areas as the ones with high retardance, indicating a higher concentration or larger size of the collagen fibers, resulting in the higher depolarization. The reason the retardance is small in some areas of high depolarization could be attributed


Fig. 8 Depolarization index, where 1 is fully polarized and 0 fully depolarized.

Table 1 Specific rotation for hyaluronic acid (HA), keratane sulfate (KS), and chondroitin sulfate (CS) in a water solution (Ref. 28). In addition, the specific rotation of collagen in $0.5 \mathrm{M} \mathrm{CaCl}_{2}$ is given (Ref. 27). The temperature at which the specific rotation is measured is given, when given in the source. The concentration of the chemical compounds in human femoral head cartilage from ages 3 to 19 are also given (Ref. 29). Total wet volume of tissue per unit weight of collagen $\left(d_{c}^{-1}\right)$ is $4.96 \pm 0.041 \mathrm{ml} / \mathrm{g}$ (Ref. 29).

| Chemical <br> substance | Specific rotation <br> $[\alpha]_{589}$ | Wet tissue weight <br> percentage $w$ |
| :--- | :---: | :---: |
| HA | -68.2 deg <br> at $27^{\circ} \mathrm{C}$ | 0.16 |
| KS | 4.5 deg | $0.83 \pm 0.095$ |
| CS type A | -25 deg <br> Collagen | -360 deg <br> at $8^{\circ} \mathrm{C}$ |

to the collagen fibers in that area being aligned at an angle to the image plane, reducing the measured linear retardance.

An interesting observation is that the optical rotation (see Fig. 7) appears large compared to commonly reported values from solution. However, such large values may be justified by considering the triple helix ${ }^{25}$ structure of the collagen together with proteoglycans. The left-handed collagen helix will induce optical rotation to the incoming polarized light. The amount of induced optical rotation is dependent on the orientation of the collagen fiber, with little contribution from out-of-plane fibers. Cartilage consists of proteoglycans, which contain ${ }^{26}$ hyaluronic acid (HA), keratane sulfate (KS), and chondroitin sulfate (CS), all of which are optical active. The optical activity of these components are given in Table 1, together with their concentrations in femoral head cartilage. On the basis of these values, the expected optical rotation from a $100-\mu$ m-thick solution of cartilage is calculated using

$$
\begin{equation*}
\phi=\left[\alpha_{c}\right]_{583} L d \tag{1}
\end{equation*}
$$

where $\phi$ is the expected optical rotation, $\left[\alpha_{c}\right]_{583}$ the specific rotation in Table 1 for the given compound, $L$ the thickness of the sample in decimeter (here, $10^{-3} \mathrm{dm}$ ), and $d$ the density in (grams per milliliter), given here by $d=d_{\mathrm{c}} w_{\mathrm{s}} / w_{\mathrm{c}}$, where $d_{\mathrm{c}}$ is the collagen density, $w_{s}$ the substance weight percentage, and $w_{\mathrm{c}}$ the collagen weight percentage. Using (1) and values from Table 1 gives an optical rotation due to proteoglycans of $-8.6 \times 10^{-4} \mathrm{deg}$, and due to collagen of -0.07 deg at 583 nm , assuming that a $0.5 \mathrm{M} \mathrm{CaCl}_{2}$ solution has the same optical rotation as water. The proteoglycan contribution to the optical rotation is thus negligible. The measurements of the optical rotation here were done at 980 nm , which is expected to give lower optical rotation due to the two-term Drude equation. ${ }^{27}$ The optical rotation of the collagen fibers depends on their orientation. Hence, one would expect the ordered collagen fibers in the cartilage to have a higher optical rotation compared to randomly ordered collagen fibers in solution. This corresponds well to the observed values of optical rotation. Figure 7 shows structural variation across the image plane, believed to be caused by changes in the fibril direction relative to the image plane. However the variation in signal across the sample is different
compared to the retardance and depolarization images, indicat ing that additional information is stored in this image.

The comparison between the direction found from the MPM images and from the MMI images showed that they overal agreed quite well. Discrepancies could be seen toward the edges and at some isolated interior regions. Toward the edges, the Fourier analysis technique used in the MPM analysis will ex hibit some artifacts as it picks up the edge of the sample as a strong frequency component (interpreted as a fiber) running tangential to the edge. If the fibers run perpendicularly to the edge, then this will be picked up by MMI and large discrepancies are expected. Other sources of discrepancies could be due to small collagen fibers not resolved by MPM and/or changes in the collagen direction through the sample (MPM could not image completely through the thickness of the sample). The tiling of the microscope images to create images of larger regions is evident in Figs. 1(a) and 2(a), which is due to uneven excitation over the imaging plane, probably due to movement of the beam at the back aperture of the objective. However, it appears that the transition between images is quite well filtered out during image analysis.

MMI will be unable to differentiate between collagen fibers running parallel to the sample surface and fibers that are at an angle to the surface. One way to distinguish these two cases would be to rotate the sample in the beam such that the Mueller matrix is extracted with the collagen fibers rotated at different angles to the incoming beams. By having enough different di rections, it should be possible to extract a three-dimensional average direction of the fibers.

The structure of the collagen fibers as seen in the MPM images could be useful in the diagnosis and assessment of osteoarthritis. In this study, the MMI was performed in transmission mode; however the technique can also be applied in reflection mode, which would make it applicable for in vivo use. MMI can also be used in conjunction with high NA objectives to achieve even higher resolution images of the polarization properties. In the current setting, however, it is perhaps its ability to image large regions relatively fast that is its main advantage. Histopathology is another field where MMI could be very valuable. Its ability to generate more detailed polarization properties could make it valuable for better assessing the structure of diseased cartilage in histopathology studies. For example, the depolarization index and differences in linear and circular retardation are not picked up by regular polarization microscopes. The detailed structure that is possible to extract with these two imaging techniques could also have important applications in the study of the biomechanics of cartilage.

## 5 Conclusion

By applying an image-analysis technique based on the Fourier transform on the MPM images, we were able to quantify the direction of the fibers in the superficial layer. Combining this with Mueller matrix imaging proved to be a powerful combination, allowing for the extraction of directional parameters from the intermediate layer. The structure in the intermediate layer is usually assumed to be isotropic, but the retardance images clearly show that there is structural inhomogeneities in the connective tissue in these areas as well. In conclusion, the combination of

MMI and MPM provides a powerful technique in the study of osteoarthritis and other cartilage diseases.
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# Mueller matrix three-dimensional directional imaging of collagen fibers 
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#### Abstract

A method for measuring three-dimensional (3-D) direction images of collagen fibers in biological tissue is presented. Images of the 3-D directions are derived from the measured transmission Mueller matrix images (MMIs), acquired at different incidence angles, by taking advantage of the form birefringence of the collagen fibers. The MMIs are decomposed using the recently developed differential decomposition, which is more suited to biological tissue samples than the common polar decomposition method. Validation of the 3-D direction images was performed by comparing them with images from second-harmonic generation microscopy. The comparison found a good agreement between the two methods. It is envisaged that 3-D directional imaging could become a useful tool for understanding the collagen framework for fibers smaller than the diffraction limit. © The Authors. Published by SPIE under a Creative Commons Attribution 3.0 Unported License. Distribution or reproduction of this work in whole or in part requires full attribution of the original publication, including its DOI. [DOI: 10.1117/1.JBO.19.2.026002]
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## 1 Introduction

Biomedical research is experiencing a revolution due to the development of instruments for spectral and spatial characterization. In addition, pulsed lasers are readily available for nonlinear optical applications. Recently, polarization sensitive techniques, known from the thin film community, have been developed for biomedical applications. In the thin film community, the polarization sensitive technique spectroscopic ellipsometry has been successfully used to characterize material properties of many kinds for several decades. ${ }^{1}$ As a consequence, ellipsometry now plays an important role in the semiconductor industry. More recently, spectroscopic Mueller matrix ellipsometry has been employed to characterize anisotropic nanostructured materials and plasmonic structures. ${ }^{2-6}$ Due to the turbidity of biological tissue, the modeling is more complicated than for more uniform samples such as thin films. In addition, partial depolarization of light in the sample requires acquisition of the full polarization properties, i.e., the Mueller matrix, and not only the ellipsometric parameters $\Psi$ (amplitude) and $\Delta$ (phase difference). Nevertheless, Mueller matrix ellipsometry has been shown to be a promising technique for the characterization of biological tissue. ${ }^{8-13}$
Recently, several setups have been developed to acquire Mueller matrix images (MMIs) of biological samples. In particular, Pierangelo et al. ${ }^{13}$ demonstrated the use of a reflection imaging Mueller matrix ellipsometer to characterize and diagnose colorectal cancer. Furthermore, several broadband Mueller matrix designs for imaging have been proposed ${ }^{14}$ and some have been implemented. ${ }^{15}$ By carefully choosing the probing wavelength, it is possible to make the technique sensitive to a certain depth range in the tissue. ${ }^{7}$ Hence, if MMI is combined with hyperspectral imaging it would be possible to study the depth dependent effects. The MMI technique is, in
*Address all correspondence to: Morten Kildemo, E-mail: morten.kildemo@ ntnu.no
principle, nondestructive and can, with further development, achieve a submicrometer resolution, as well as being sensitive to structural features smaller than the diffraction limit.

There are a range of polarization effects which alters a Mueller matrix, the common being depolarization, diattenuation, birefringence, and optical activity. If a material possesses several of these effects, it is not always easily seen from the Mueller matrix which of the effects are responsible for a certain feature in the measured data. One way of simplifying the analysis is to decompose the measured Mueller matrix. The typical way of decomposing the Mueller matrix has been the forward polar decomposition, ${ }^{16,17}$ but recently, Ossikovski et al. ${ }^{18}$ pointed out that polar decomposition assumes the polarization effects to be multiplicative, which is rarely the case for biological media. They suggested that the differential decomposition is a more suitable approach for decomposing such simultaneous effects. The differential decomposition was originally proposed by Azzam ${ }^{19}$ and later extended to include depolarizing media by Ossikovski ${ }^{20}$ and has recently been applied on biological tissue by Kumar et al. ${ }^{12}$ In the latter work, it was shown how to calculate physical properties from the decomposed matrices.

Using decomposed MMIs of biological tissue containing collagen fibers, it has been shown possible to extract the in-plane direction of the fibers from their induced birefringence. ${ }^{11}$ We, here, generalize this idea further in order to find the 3-D direction of collagen fibers in biological tissue. This generalized method is tested and validated by comparing the three-dimensional (3-D) direction image of tendon derived from MMIs, with second-harmonic (SHG) images of the same sample. SHG imaging is well known to be a good diffraction limited technique for imaging collagen fibers. ${ }^{21,22}$

## 2 Materials and Methods

### 2.1 Sample Preparation

Tendon tissue was taken from medial femoral condyle of a chicken's knee, bought fresh from the supermarket. A small
section of the tissue was embedded in a mounting medium for cryo-sectioning (O.C.T., Sakura, Alphen aan den Rijn, The Netherlands). Rapid freezing of the O.C.T. embedded tissue was completed using liquid nitrogen. This frozen section was stored in a freezer $\left(-60^{\circ} \mathrm{C}\right)$ until cut with a cryostat into 50 $\mu \mathrm{m}$ thin tissue sections. The cutting plane was parallel to the collagen fibers. The thin sections were placed on standard microscope glass slides and stored in a freezer $\left(-60^{\circ} \mathrm{C}\right)$. Before being measured, the tissue samples were brought back to room temperature and covered with a standard cover slip. Edges of the cover slip were sealed with Vaseline to avoid dehydration. Between measurements, the slides were stored at $4^{\circ} \mathrm{C}$.

### 2.2 SHG Imaging

SHG images were collected on a Zeiss LSM 510 meta microscope using a Coherent Mira 900 for excitation at 790 nm . Imaging was done with a $40 \times 1.2 \mathrm{NA}$ objective. A custom built polarization setup, which compensates for any birefringence in the optical path, was used to ensure circular polarization. The average power at the focal plane was approximately 8 .

### 2.3 MMI Setup

After the samples were imaged with SHG, they were measured in a custom built MMI ellipsometer, shown in Fig. 1. The system uses ferroelectric liquid crystals for both the polarization state generator and analyzer. Details of the system can be found in Aas et al. ${ }^{23}$ An improvement was made to the illumination, by replacing both the laser and rotating diffuser, with a 940 nm collimated light emitting diode (LED). In addition, a motorized rotation stage for the sample was introduced in order to image the sample at the different projections needed to extract the 3-D direction, as described below.

The system was calibrated using the eigenvalue calibration method ${ }^{24}$ on four reference samples (air, two polarizers, and a retarder), ensuring the correct measurement of the Mueller matrix. By comparing the measurement of air to the identity matrix, an error estimate was made resulting in a measure for the accuracy of the system.

### 2.4 Decomposition of the Mueller Matrix

As the differential decomposition method is able to decompose simultaneous polarization effects, it was chosen for the decomposition of the measured Mueller matrices presented here. Due to the measurement noise, some of the measured Mueller matrices are slightly unphysical, which was compensated for by using the filtering described by Cloude, ${ }^{25}$ prior to the decomposition.


Fig. 1 The Mueller matrix imaging (MMI) setup consisting of the polarization state generator (PSG) and the polarization state analyzer (PSA). P1 and P2 are the linear polarizers, $R 1, \ldots, R 4$ are the retarders and $F 1, \ldots, F 4$ are the ferroelectric liquid crystals.

The differential decomposition results in two matrices, $L_{m}$ and $L_{u},{ }^{20}$ where $L_{m}$ contains the elements used to calculate the retardance and the diattenuation. The uncertainties (standard deviation) in the retardance and the diattenuation can be calculated by using the same matrix elements from $L_{u}$ as those originally used from $L_{m}$. Furthermore, the depolarization can be calculated from $L_{u}$. In this study, the relevant properties are the linear retardance $\delta$, the angle of orientation of the linear retardance $\theta$, and the depolarization $\Delta$ (It is here noted that the depolarization [ $\Delta^{\log -M}$, Eq. (19) in the paper by Kumar et al. ${ }^{12}$ ] has the wrong signs of the exponential, it should be $\Delta^{\log -M}=1-(1 / 3)\left(e^{\alpha_{1}}+e^{\alpha_{3}}+e^{\alpha_{3}}\right)$ as discussed in a private correspondence with Ossikovski, one of the authors of the original paper.). ${ }^{12}$

### 2.5 Directional Calculation

In every day life, we are familiar with determining the orientation of an object just by looking at it. Because our eyes are separated by a distance, they see two different projections of an object which enables deduction of the object's orientation. The MMI setup can only image one projection, but it is possible to rotate the sample in two different sample rotations $\alpha$, see Figs. 2 and 3, and then use the two resulting images to calculate the direction of the imaged birefringent structure, i.e., the collagen framework.

In order to derive the direction of anisotropic structures, it is convenient to start with the Euler transformations. ${ }^{26}$ They require the definition of two coordinate systems, the laboratory frame of reference and the sample frame of reference. Let $\boldsymbol{p}=$ $[x, y, z]$ describes a vector in the laboratory frame of reference. The frame of reference is defined in such a way that the $x$-axis points along the direction of illumination, the $y$-axis is horizontal, and the $z$-axis is vertical, see Fig. 2. Let $\boldsymbol{p}^{\prime}=\left[x^{\prime}, y^{\prime}, z^{\prime}\right]$ be a vector in the sample frame of reference. The sample frame of


Fig. 2 Rotation $\alpha$ of the sample seen from above the setup.


Fig. 3 The coordinate systems used for the calculation of the directions. The laboratory frame $(x y z)$ is identical to the sample frame of reference $\left(x^{\prime} y^{\prime} z^{\prime}\right)$ at $\alpha=0$. The $x$-axis points along the illumination direction toward the camera and $z$ is vertical. As the rotation is around $z, z^{\prime}=z$ for any $\alpha$. The lower row of figures shows the projection of a three-dimensional (3-D) fiber onto the imaging plane, for different rotations of the sample $(\alpha)$.
reference coincides with the laboratory frame for a rotation $\alpha=0$ deg, see Fig. 2. The sample is only rotated around the $z=z^{\prime}$ axis, see Figs. 2 and 3, resulting in the following Euler rotation matrix
$\boldsymbol{R}(\alpha)=\left[\begin{array}{lll}\cos \alpha & \sin \alpha & 0 \\ -\sin \alpha & \cos \alpha & 0 \\ 0 & 0 & 1\end{array}\right]$.
By using this transformation, it is possible to transform from the sample frame of reference $\boldsymbol{p}^{\prime}$ to the laboratory frame of reference $\boldsymbol{p}$, by $\boldsymbol{p}=\boldsymbol{R}(-\alpha) \boldsymbol{p}^{\prime}$. Applying this transformation gives the following relations
$x=x^{\prime} \cos \alpha-y^{\prime} \sin \alpha$,
$y=x^{\prime} \sin \alpha+y^{\prime} \cos \alpha$,
$z=z^{\prime}$.
The goal is to determine $\boldsymbol{p}^{\prime}$ by measuring the Mueller matrix at two different sample rotations, $\alpha_{1}$ and $\alpha_{2}$, by looking at the projections into the laboratory frame of reference (the measured image), resulting in the measured $\left(y_{1}, z_{1}\right)$ and $\left(y_{2}, z_{2}\right)$. By choosing $\alpha_{2}=-\alpha_{1}=\alpha$, (in our setup $\alpha_{2}<0$ due to the direction of rotation) and solving Eq. (2), the components of $\boldsymbol{p}^{\prime}$ results in
$x^{\prime}=\frac{y_{2}-y_{1}}{2 \sin \alpha}, \quad y^{\prime}=\frac{y_{1}+y_{2}}{2 \cos \alpha}, \quad z^{\prime}=z_{1}=z_{2}$.
As the MMI measurement only yields the direction of the slow axis, $\theta$, and not the projected length (the length in the $y z$ plane) of the fiber, it is not possible to find the absolute value (length) of the vector. In order to resolve this, we define the projected length of the fiber as
$l=\sqrt{y^{2}+z^{2}}$
$=\sqrt{x^{\prime 2} \sin ^{2} \alpha+y^{\prime 2} \cos ^{2} \alpha+2 x^{\prime} y^{\prime} \sin \alpha \cos \alpha+z^{\prime 2}}$.
It is now possible to define the coordinates with respect to the measured angles
$y_{1}=l_{1} \cos \theta_{1}, \quad z_{1}=l_{1} \sin \theta_{1}$,
$y_{2}=l_{2} \cos \theta_{2}, \quad z_{2}=l_{2} \sin \theta_{2}$.
Using $z_{1}=z_{2}=z$ we find that
$y_{1}=z \cot \theta_{1}, \quad y_{2}=z \cot \theta_{2}$,
which, when inserted into Eq. (3), gives
$x^{\prime}=\frac{z\left(\cot \theta_{2}-\cot \theta_{1}\right)}{2 \sin \alpha}, \quad y^{\prime}=\frac{z\left(\cot \theta_{1}+\cot \theta_{2}\right)}{2 \cos \alpha}, \quad z^{\prime}=z$.
These equations depend on the absolute length of $z$, however, as we are only interested in the direction of the fiber, we can set $z=1$. This solution is limited to only include positive $z$, which is not a problem since all solutions with negative $z$ can be represented by the opposite vector located in the positive $z$ space. In addition, it will not be possible to get a solution purely in the $x y$
plane ( $z=0$ ). A real measurement contains some noise, both from the measurement itself and from numerical noise, ensuring that the angle is never exactly zero. In addition, the rotation around $z$ means that it is not possible to see the difference between different vectors in the $x y$ plane if $z=0$. The final equations are then
$x^{\prime}=\frac{\cot \theta_{2}-\cot \theta_{1}}{2 \sin \alpha}, \quad y^{\prime}=\frac{\cot \theta_{1}+\cot \theta_{2}}{2 \cos \alpha}, \quad z^{\prime}=1$.
When presenting the results derived with Eq. (4), the vector is normalized to its length $\sqrt{x^{\prime 2}+y^{\prime 2}+z^{\prime 2}}$.

Another consideration to make is that the angle of incidence is not the same as the rotation angle of the sample, due to the difference in refractive index. This difference yields a correction for $\alpha$ which is $\alpha=\arcsin \left[\sin \left(\alpha_{r}\right) / n_{t}\right]$, where $\alpha_{r}$ is the angle of rotation (incidence angle on the glass) and $n_{t}$ is the refractive index of tissue, assumed here to be 1.4. ${ }^{7}$ According to Snell's law, the two glass slides sandwiching the sample do not affect this correction.

### 2.6 Directional Imaging

By changing the angle of incidence on the sample, i.e., rotating the sample, and using the slow axis direction found from the decomposition, it is possible to calculate and hence make an image of the 3-D direction of the fibers as described in Sec. 2.5. The calculation is done using incidence angles of $\alpha_{r}= \pm 30 \mathrm{deg}$. The resulting images are resampled, using $\alpha_{r}$, such that the stretching due to rotation is counteracted and the pixels are square. $\alpha_{r}$ is used because the image is seen on the surface of the glass.

## 3 Results and Discussion

Two of the recorded Mueller matrices, after cropping and resampling, are shown in Fig. 4. The first element of the Mueller matrix has the intensity image overlaid. These Mueller matrices are the basis for the decomposition and calculating the directions as explained in Sec. 3.2.

### 3.1 Depolarization and Linear Retardance

Linear retardance describes how much the polarization in one direction is phase shifted with respect to its orthogonal polarization. Figure 5 shows the linear retardance together with its uncertainty for the tendon sample. The uncertainty is calculated from $L_{u}$ and represents the standard deviations of the linear retardance. As previously reported, ${ }^{11}$ a high concentration of collagen results in a high retardance, mainly due to the form birefringence induced by the shape of the fibers in the effective


Fig. 4 The normalized, cropped, and resampled MMI for 30 deg (a) and -30 deg (b), with the intensity image (gray scale image) overlaid the first element in the Mueller matrix as it is 1 in every pixel.


Fig. 5 Linear retardance (a) and the uncertainty (b) for the tendon sample at normal incidence. Both images are in degrees.
medium. The mentioned study looked at the collagen fibers present in cartilage, which is less ordered than the collagen fibers in tendons. Being less ordered means that the structure should be modeled as a multilayered effective medium (requiring a layered decomposition of the Mueller matrix) with one orientation for every layer. The higher degree of order in the tendon makes the presented results more clear, and thus avoids the need to consider the sample as a multilayered system.

Figure 5(b) shows the uncertainty image (standard deviation) of the linear retardance, which is seen to be above the random noise level in some areas. As the uncertainty in this figure is a result of depolarization effects, it is useful for the analysis of the sample. Previous evaluation of the uncertainty has been limited to the knowledge of the measurement error found from the calibration. Specifically, the error is found from the measurement of air which, here, results in a measurement error on the order of a few percents. The uncertainty image supplies additional information about the sample. It gives a measure for the uncertainty induced by randomness in the sample. This randomness can, for instance, be the fiber orientations and/or sizes, as well as depolarizing effects like multiple scattering and integration over several polarization states in one pixel. This is confirmed by comparing the uncertainty measurement to the depolarization shown in Fig. 6(a).

### 3.2 Directional Imaging

From the retardance found in the decomposition, it is not only possible to calculate the linear retardance, but also the direction of the fast axis of the birefringence. This latter property can, together with the correct effective medium model, be used to find the direction of the collagen fibers as explained in Sec. 2.

The directional image and the SHG image for the tendon sample are shown in Fig. 7. As the 3-D directional image in


Fig. 6 (a) Depolarization at normal incidence for the tendon sample. The color scale is from 0 for fully polarized to 1 for fully depolarized. (b) Uncertainty in the direction of the slow axis for normal incidence. The color scale is in degrees.

Fig. 7(a) shows, the fibers are mostly in the plane, as expected due to the direction of the cryostat cut. The calculated in-plane directions [black lines in Figs. 7(a) and 7(b)] correspond very well with the apparent directions in the SHG images [Figs. 7(c) and 7(e)]. There are some areas that are clearly out-of-plane [red areas in the 3-D directional image, Fig. 7(a)], which in the SHG images are either dark or show some weak structure. The latter can be explained by the SHG signal generation. When considering SHG signal generation, fiber orientations are important, as a fiber in-plane has a much larger cross section for generating SHG, compared to one out-of-plane. This means that the darker parts of the image in Fig. 7(c) probably are due to an out-ofplane orientation of the fibers, in accordance with the 3-D directional image. Figure 7(d) shows an overlay of the out-of-plane part of Fig. 7(a) and the SHG image in Fig. 7(c).

The lower right of the sample shows an offset between the directional image and the SHG. There could be several reasons for this offset, one being that the size of the fibers is around the upper limit of the validity of the effective medium model, which is $\sim \lambda$ (here $\lambda=940 \mathrm{~nm}$ ). In this study, it was necessary that the fibers were sufficiently large to visualize with SHG, which is limited by the diffraction limit. It is expected that the MMI results will be superior for smaller fibers.

Another contributing factor to the error in the direction is the depolarization induced uncertainties in the direction of the fast axis. The calculation of this uncertainty was not given by Kumar et al. ${ }^{12}$ as it cannot be calculated from $L_{u}$ in the same way as the uncertainty in the other parameters. As a solution to this, we have calculated the uncertainty, shown in Fig. 6(b), using the standard method for propagation of errors, here, the uncertainties found in $L_{u}$. If the propagation is made at an incidence angle of 0 deg, the resulting uncertainty in the angle of the fast axis is given by
$\sigma_{\theta}$
$=\sqrt{\frac{\left[L_{u}(2,4)\right]^{2}}{4\left[L_{m}(3,4)\right]^{2}\left\{1+\frac{\left[L_{m}(2,4)\right]^{2}}{\left[L_{m}(3,4)\right]^{2}}\right\}^{2}}+\frac{\left[L_{u}(3,4)\right]^{2}\left[L_{m}(2,4)\right]^{2}}{4\left[L_{m}(3,4)\right]^{4}\left\{1+\frac{\left[L_{m}(2,4)\right]^{2}}{\left[L_{m}(3,4]^{2}\right.}\right\}^{2}}}$.

The reasons for choosing to study the uncertainty at an incidence angle of 0 deg , instead of $\pm 30 \mathrm{deg}$, are due to the approximations used to derive the propagation uncertainty. Propagation of uncertainties uses only the first derivatives and not the higher orders, which for Eq. (4) might be an incorrect approximation. The uncertainty at 0 and $\pm 30$ deg is expected to be similar, although the exact relation is hard to predict. A prediction is hard because there could be a reduction in the uncertainty as a result of the increase in the number of data points (two data sets), although the increase in apparent thickness could on the other hand increase the uncertainty. As a consequence, the 0 deg uncertainty will be used as a good indication for the $\pm 30$ deg uncertainty.

By studying Fig. 6(b), it is possible to see that the uncertainty in the directions is larger in the lower right part of the sample compared to the upper, which is in accordance with the comparison between the 3-D image and the SHG image, shown in Fig. 7. In addition, by comparing with Fig. 6(a), it is seen that they correlate well showing that the uncertainty is a result of the depolarization. As the depolarization is generated by, among others,


Fig. 7 3-D directional image (a) with a zoomed view (b), an SHG image (c) with a zoomed in view (e) and an overlay of the SHG and the out-of-plane direction of the tendon (d). The colorwheel beside the directional image shows the out-of-plane direction in degrees, with 0 deg being in the image plane and $\pm 90$ deg normal to the image plane. +90 deg is the direction toward the reader (positive $\Delta^{\log -M}$ ). The overlay (d) (area outside of the sample masked for clarity) shows the SHG and out-of-plane directions overlain. The yellow color represent the negative out-of-plane direction and the cyan the positive direction. No color represents an in-plane direction and increasing color more out-of-plane.
the randomness of the fiber orientations, it offers a better understanding of the sample structure.

The out-of-plane directions in Fig. 7 are seen to correspond well with the same areas in the SHG image. Additionally, by studying Fig. 7(a) and the zoomed in views in Figs. 7(b) and $7(\mathrm{e})$, it is possible to see that the oscillating structure (the oscillation between green and blue) along the fibers is visible both in the SHG image and the out-of-plane direction image. Both of these results confirm that the 3-D directional imaging finds the correct directions.

It is worth noting that the method described above makes it possible to find the fiber directions using MMI, even though the resolution in our system is much poorer than for SHG. Another notable property is that this method only requires the sample to be birefringent, as the calculation is based on the direction of linear retardance. Linear retardance is present in a range of different biologicals, ${ }^{9}$ colloidals, ${ }^{27}$ and solid matter systems, ${ }^{23}$ extending the possible applications for the method.

## 4 Conclusion

We have presented a method for determining the 3-D direction of collagen fibers embedded in biological tissue from MMIs. The resulting images are shown to be in good agreement for a tendon sample when compared to SHG images. In particular, it is possible to see oscillating structures in the collagen orientation, as well as the out-of-plane directions of the fibers. The possibility to see effects from collagen fibers below the diffraction limit could be an important input to the understanding of how the collagen framework looks. Additionally, the use of the differential decomposition instead of the, until now, most
common polar decomposition has provided a good insight into the uncertainties in the calculation of the physical properties.
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#### Abstract

We present the use of correlation analysis on spectral data in order to quantify the amount of a given spectrum present with respect to a reference spectrum. The method is shown to be useful in analyzing hyperspectral fluorescence images. It is unhindered by the linear relationship assumed in linear spectral unmixing, and in addition, it is shown to be robust with respect to noise. © The Authors. Published by SPIE under a Creative Commons Attribution 3.0 Unported License. Distribution or reproduction of this work in whole or in part requires full attribution of the original publication, including its DOI. [DOI: 10.1117/1 .JBO.18.2.020501]
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 Jan. 15, 2013.The use of spectra in the identification and characterization of biological and chemical substances is constantly growing as the different measurement techniques are simplified and commercialized. The expansion from detecting a single spectrum from one point in the sample to measuring spectra for every pixel with a hyperspectral camera has opened the door to a lot of new applications. It has not yet reached its full potential, though it is used extensively in remote sensing, and it is now becoming part of commercial imaging setups for biomedical applications. In particular, the use of hyperspectral imaging in confocal microscopes (for example, the Zeiss META system) in microscopic analysis as classification in fluorescence in situ hybridization (FISH) ${ }^{1}$ and fluorescence microscopes has emerged. With this availability, the need for good methods for analyzing the large data sets (known as hyperspectral cubes) is apparent. Common ways of doing this analysis is by using principle component analysis (PCA) ${ }^{2}$ or linear spectral unmixing. ${ }^{3}$ In remote sensing, there has also been some usage of spectral mixture analysis ${ }^{4}$ and spectral angle mapping, ${ }^{5}$ as compared by Dennison et al. ${ }^{6}$

PCA works on the full hyperspectral cube without making assumptions about the sample, and it projects the spectral data into a new orthogonal basis, where the axes are computed with respect to the largest spread in the spectral data between pixels. In comparison, spectral unmixing works individually
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on each pixel and assumes that the resulting spectrum in a pixel is a linear combination of a set of reference spectra, and solves for the amount of each reference spectra using linear algebra. These techniques are straightforward and work well for samples with high signal-to-noise ratios and small effects from interfering background signals.

We use the data from individual pixels in the image, just as in the case of linear unmixing, but the analysis is based on the correlation coefficient ${ }^{7}$

$$
\begin{equation*}
\rho_{X Y}=\frac{\sigma_{X Y}}{\sigma_{X} \sigma_{Y}} \tag{1}
\end{equation*}
$$

where $X$ and $Y$ are random variables, $\sigma_{X Y}$ is the covariance between $X$ and $Y$, and $\sigma_{X}, \sigma_{Y}$ is the standard deviation for $X$ and $Y$, respectively. The correlation coefficient is scale-free, meaning that it is independent of the units of measure for $X$ and $Y$. Its resulting value will be in the interval $-1 \leq$ $\rho_{X Y} \leq 1$, where 1 corresponds to $(Y=X)$ and -1 to $Y=-X$. In the case of hyperspectral data, the variables $X$ and $Y$ are the two spectra (one from the image and one from the reference) with $N$ data points each, and the correlation coefficient (which will be called correlation from now on) is, then, given by

$$
\rho_{X Y}=\frac{\sum_{i=1}^{N}\left(X_{i}-\bar{X}\right)\left(Y_{i}-\bar{Y}\right)}{\sqrt{\sum_{i=1}^{N}\left(X_{i}-\bar{X}\right)^{2}} \sqrt{\sum_{i=1}^{N}\left(Y_{i}-\bar{Y}\right)^{2}}}
$$

where $\bar{X}, \bar{Y}$ are the mean values of $X$ and $Y$.
This method is robust with respect to noise, and it has been used for decades in remote sensing applications such as radar, where it can recover signals with signal-to-noise values of less than $1 .^{8,9}$ Since the signal-to-noise ratio in hyperspectral data can be low, due to the total intensity being separated into numerous wavelength channels, the use of correlation is favorable on such signals.

As an application of the correlation analysis, a 379-day-old male APP/PS1 mouse was injected with the well-known luminescent conjugated oligothiophene (LCO) pFTAA, ${ }^{10-12}$ which is known to bind to amyloid $\beta$ plaques in the brain that are known to be related to the progression of Alzheimer's disease. ${ }^{10-12}$ Specifically, APP/PS1 mice were given two consecutive injections of pFTAA [or PBS for a reference autofluorescence (AF) spectrum] and were sacrificed 24 h after the second injection. The brain was snap-frozen, and $30 \mu \mathrm{~m}$ cryo sections were prepared. These sections were fixed in ethanol, rehydrated with PBS, and mounted with Dako fluorescence mounting medium (Dako Cytomation, Glostrup, Denmark).

In addition, a reference brain section from a 174-day-old female APP/PS1 mouse was injected with PBS buffer and used as reference for the AF. Both of these were imaged using a Carl Zeiss AG LSM 510 META system with a laser excitation of 800 nm . This excitation ensured 2-photon absorption at 400 nm in the sample, yielding visible fluorescence from the pFTAA as well as the AF. The oligothiophene pFTAA and other related polymer analogs, such as PTAA, are known to have an appreciable 2-photon absorption cross section at $800 \mathrm{~nm} .{ }^{13}$ The fluorescence was then recorded into a spectrum for every pixel by the attached multichannel META detector. These pixels were then put together into a hyperspectral image. By acquiring such images for both the pFTAA and PBS sections, the correlation analysis could be done on the pFTAA brain section. The reference spectrum for the AF was found by imaging 10 plaques at an excitation wavelength of 800 nm ,
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Fig. 1 Correlation analysis of the amyloid beta plaques in an APP/PS1 mouse brain section. (a) shows the intensity image with the plaques clearly visible, and (b) shows the references spectra for PBS (autofluorescence) and PFTAA. Correlation between the measured spectrum and (c) PBS ( $\rho_{\text {PBS }}$ ) and (d) pFTAA ( $\rho_{\text {pFTAA }}$ ) is also shown. The difference $\rho_{\text {PFTAA }}-\rho_{\text {PBS }}$ is shown without thresholding in (e), and with a threshold of 6,000 counts in the intensity in (f).
selecting the average spectrum of a circle with a diameter of 20 pixels in the central area of the plaques, and then averaging the 10 spectra into a reference spectrum. The pFTAA spectrum was defined from an average over a small region in the center of the plaque of the stained sample. An analysis was then done by calculating two different correlation coefficients between the measured spectra and the reference spectra of the stained sample. These correlation coefficient (from now on known as the correlation) images are shown in Fig. 1.

The intensity of the image is shown in Fig. 1(a), and the two reference spectra for AF and the stain pFTAA are shown in Fig. 1(b). Figure. 1(c) and 1(d) displays the map of the correlation between the PBS ( $\rho_{\mathrm{PBS}}$ ) and pFTAA ( $\rho_{\mathrm{pFTAA}}$ ) of the stained sample data set, respectively. The last two figures, 1(e) and $1(\mathrm{f})$, show the difference $\rho_{\text {PFTAA }}-\rho_{\text {PBS }}$ without thresholding on the intensity (e) and with a threshold of 6,000 counts (f).

As can be seen from the reference spectra, the two spectra are very similar, confirmed by calculating the correlation between them, which is 0.9715 . Even though they are this similar and give a high correlation in the plaque, as seen in Fig. 1(c) and $1(\mathrm{~d})$, there is a significant difference between them, shown in Fig. 1(e) and even more clearly in Fig. 1(f), with $\left(\rho_{\text {pFTAA }}\right)$ being larger than $\rho_{\text {PBS }}$ by approximately 0.04 for the whole plaque.

With the thresholding, we obtain a visually clearer mapping of the excess of the pFTTA signal, as shown in Fig. 1(f). As shown in this image, the method is good at distinguishing one reference spectrum from the background and/or AF, even though the method is well suited for analyzing more than one stain at a time, particularly when the stains have similar fluorescence spectra. In addition, it is not necessary to know more than one of the spectra present, as the correlation gives
a statistical number of how similar the spectra are. This makes it possible to statistically compare different images, regardless of their difference in intensity due to factors such as different acquisition settings. Such applications will be tested and validated in forthcoming studies.

The example application of the correlation method on a brain section from an APP/PS1-mouse shows its ability to distinguish two or more similar spectra, including the AF. The method shows promising results for hyperspectral fluorescence and confocal images. It is especially good with noisy images due to the nature of the correlation. However, due to its form, it is best suited for use on spectra where only some of the contributing signals (such as reference spectra) are known.
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#### Abstract

A spectral correlation algorithm for the analysis of hyperspectral fluorescence images is proposed by Ellingsen et al. [J. Biomed. Opt. 18, 020501 (2013)]. Here, it is applied to the analysis of double-stained A $\beta$ amyloid plaques being related to the Alzheimer's disease (AD). Sections of APP/PS1 AD mice model brains are double stained with luminescent-conjugated oligothiophenes, known to bind to amyloid protein deposits. Hyperspectral fluorescence images of the brain sections are recorded and by applying the correlation algorithm the spectral inhomogeneity of the double-stained samples is mapped in terms of radial distribution and spectral content. To further investigate the progression of $A \beta$ amyloid plaque formation, 19 AD mice of different ages up to 23 months are characterized, enabling a statistical analysis of the plaque heterogeneity. In accordance with recent findings by Nyström et al. [ACS Chem. Biol. 8, 1128-1133 (2013)], the spectral distribution within A $\beta$ plaques is found to vary with age throughout the lifespan of the mouse. With the new correlation algorithm, it is possible to quantify the spectral abundance of the two stains depending on the relative distance from the plaque center and mouse age. Thus, we demonstrate the use of the correlation analysis approach in double-staining experiments and how it is possible to relate these to structural/spectral changes in biological samples. © The Authors. Published by SPIE under a Creative Commons Attribution 3.0 Unported License. Distribution or reproduction of this work in whole or in part requires full attribution of the original publication, including its DOI. [DOI: 10.1117/1.JBO.18.10.101313]
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## 1 Introduction

Modern fluorescence microscopes are capable of recording images with a reasonably resolved spectrum in each pixel, enabling advanced spectroscopic characterization of optically resolved structures. However, this requires access to adequate methods for resolving and discriminating spectral features or components of the generated hyperspectral images. There are several methods for accomplishing this, and they have become more and more sophisticated with the increase in computing power available in modern computers. One common way of doing spectral analysis is by linear spectral unmixing, ${ }^{1-3}$ which classifies the measured spectrum in every pixel in terms of a linear sum of input references. If the reference spectra are not known, a commonly used method is the principal component analysis, ${ }^{4}$ which separates the spectrum into its main (orthogonal) components, using statistics gathered from the image. Another approach that classifies the spectra is the spectral angle mapper algorithm..$^{5-7}$ All of these methods have their drawbacks, e.g., they are difficult to use if the signals are weak with interfering background fluorescence or if there are large differences in relative quantum efficiency of different spectral components. The problems associated with the common signal processing tools prompted us to propose a spectral crosscorrelation algorithm for hyperspectral images. ${ }^{8}$ The correlation coefficient ${ }^{8}$ is advantageous over, for instance, linear spectral unmixing, ${ }^{1-3}$ since it is statistically defined and scale invariant. It is limited to between -1 and 1 , with -1 being $M=-R$,
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$0 M=$ random and $1 M=R$. In spectral measurements, the measured intensities should never be negative, as intensity is dependent on the number of photons. As a result, the correlation coefficient should be larger than 0 , assuming the background offset is reasonably small. Due to random noise in the measurement, the correlation coefficient will never be exactly 1 . As will be shown, this method is well suited for the analysis of biological samples with a complex background as we can gain sensitivity by using all spectral ranges of the hyperspectral image, but we are at the same time able to discriminate the relative contribution from different spectral components as with the linear signal processing algorithms.

As a demonstration of the correlation algorithm, ${ }^{8}$ we here present a detailed analysis of double-staining experiments of Alzheimer's disease (AD) progression in mouse models. AD is known to be accompanied by the accumulation of $\mathrm{A} \beta$ peptide deposits in the brain, although the relation to the disease is still in many respects unknown. Luminescent-conjugated oligothiophenes (LCOs) ${ }^{9}$ and the related polymers ${ }^{10,11}$ are known to bind to amyloid deposits and change its fluorescence emission, enabling spectral diagnostics of $\mathrm{A} \beta$ plaque formation. ${ }^{12}$ Smaller variants of LCOs can be used in vivo as they pass the bloodbrain barrier. ${ }^{13}$ It was recently shown by Nyström et al., ${ }^{14}$ that simultaneous staining with two different LCOs reveals varying spectral characteristics based on structural differences of the formed protein aggregates. Central plaque regions appear to have larger spectral contribution from the shorter of the two LCOs, quadro-formylthiophene acetic acid (qFTAA), whereas the longer hepta-formylthiophene acetic acid (hFTAA), known to be more promiscuous and stain both prefibrilar aggregates and mature amyloid deposits, was shown to stain plaques from the different ages more uniformly. The results were
compared with in vitro fibrillation experiments and it was shown that the spectral characteristics of the two LCOs were related to the time point of the fibrillation process. Another study based on classification using spectral angle mapping by Wegenast-Braun et al. ${ }^{15}$ confirmed the location of the LCO (hFTAA) to the plaques, and compared it to other conventional staining methods based on antibodies, Congo red, methoxy-X04, and thioflavin S.

The previous study by Nyström et al. ${ }^{14}$ for characterization of age-dependent conformational rearrangements of the $\mathrm{A} \beta$ deposits in AD relied on a rather simple comparison of two spectral components in the center of the doubly stained AD plaques. By using the correlation algorithm and developing auxiliary routines for plaque analysis, such as radial distribution analysis, we can obtain a wealth of detailed structural data. Here, we apply the cross-correlation algorithm and make a statistical analysis of relative fluorescence stain distribution of the same set of raw data as used in the study of Nyström et al. ${ }^{14}$ Based on the correlation analysis, we make a detailed comparison between AD mice of different ages in a systematic manner to reveal further details of the progression of AD amyloid plaque formation in such mouse models.

## 2 Materials and Methods

### 2.1 Samples

The LCO staining solution, containing a mix of qFTAA and hFTAA, was prepared by using $1 \mathrm{mg} \mathrm{ml}^{-1}$ stock solutions prepared in 2 mM NaOH and stored at $4^{\circ} \mathrm{C}$ while awaiting use. Synthesizing of qFTAA and hFTAA was done as described by Klingstedt et al. ${ }^{9}$ Before staining, fresh solutions were prepared by diluting the stock to $1: 500$ in phosphate buffered saline (PBS). Then qFTAA and hFTAA were mixed in a ratio of $2: 1$, resulting in a final concentration of $2.4 \mu \mathrm{M}$ qFTAA and $0.7 \mu \mathrm{M}$ hFTAA, in assay solutions. Brain tissues from 19 mice aged 6 to 23 months were employed in the study to facilitate the investigation of the age dependence of spectral variations in the plaques. About $10 \mu \mathrm{~m}$ cryo sections were prepared and kept at $-20^{\circ} \mathrm{C}$ until needed. The LCO staining solution containing a mix of qFTAA and hFTAA was applied to the cryosections. The sections were washed $3 \times 5 \mathrm{~min}$ with PBS and mounted with Dako fluorescence mounting medium. The slides were left in room temperature in the dark overnight and sealed with nail polish. Structures for qFTAA and hFTAA can be seen in Fig. 1. See Nyström et al. for further details. ${ }^{14}$

### 2.2 Hyperspectral Imaging

After preparation, the samples were imaged using a Leica DM6000 B fluorescence microscope mounted with a SpectraCube module from applied spectral imaging (ASI). An excitation wavelength filter with peak transmission at 405 nm and a full width at half maximum of $\approx 20 \mathrm{~nm}$ and a
qFTAA


NFTAA: $\mathrm{NaOOC}{ }^{2}$
Fig. 1 Chemical structures for the LCOs qFTAA and hFTAA.
long-pass filter allowing emission above 450 nm were used to block back-propagating light from the excitation.

### 2.3 Correlation Analysis

The correlation analysis, see Ellingsen et al. for the details, ${ }^{8}$ is based on calculating the cross-correlation coefficient $\rho$ between the measured spectrum in a pixel $(M)$ and a reference spectra $(R)$. This is repeated for every pixel in the hyperspectral image above a certain background threshold, yielding a new image with the correlation coefficient. If there are additional reference spectra, the process is repeated, yielding one correlation image for each reference spectrum. For the remainder of this work, the correlation coefficient will be referred to as the correlation.

## 3 Results and Discussion

### 3.1 General Approach for Collecting Data

Hyperspectral images were recorded using the fluorescent microscope (Leica) equipped with an ASI Sagnac interferometric hyperspectral imager, see Sec. 2.2 for details. The initial hyperspectral images, each containing several plaques, were thresholded to remove background (signal to noise of more than 10 for the intensity image, with the same level for individual spectral channels) and then the data of individual plaques were extracted using operator selected region of interest (ROI) Figure 2 shows an example of the thresholded image and Fig. 3 shows a resulting cropped image.

Totally, 19 different AD mice were examined and data were collected from between 5 and 34 plaques (with majority of them above 20) for each age (some mice showed more plaques than others). Correlation images were then generated from this set of raw data using reference spectra from plaques stained with pure qFTAA and hFTAA, respectively. The two reference spectra are shown in Fig. 4. For more details on the acquisition of these spectra, see Nyström et al. ${ }^{14}$ As can be seen in Fig. 4, the references are well defined, with distinct spectral differences. When mixed and used in double staining the resulting spectra will be harder to separate due to the occurrence of both stains and a


Fig. 2 Intensity image (sum over spectrum) with regions of interest showing the seven cropped areas used in the rest of the analysis Color scale is in counts. The threshold of 3500 counts is shown as dark blue. The mouse age was 686 days.


Fig. 3 Intensity image of crop number 7 in Fig. 2 colored in the natural colors of the eye using the algorithm described in Ref. 16. (See Video 1 MPEG, 0.8 MB ) [URL: http://dx.doi.org/10.1117/1.JBO.18.10.XXXXXX .1] for a wavelength scan over the image.


Fig. 4 The reference spectra for qFTAA ans hFTAA recorded in singlestain experiments.
background that can vary depending on the location within the sample and the sample itself.

Qualitative observation of plaques generally showed a diffuse structure surrounding a region of high fluorescence, defining a center of high fluorescence intensity. The plaque shapes were not distinct but essentially circular with small elliptical distortions, or with patches of smaller regions with high intensities arranged around an essentially circular main plaque. Two ways of identifying the plaque center was tested: (1) from the average of some pixels of highest intensity, or (2) by calculating the center of mass for the whole intensity distribution, see e.g., Adams. ${ }^{17}$ The latter approach was abandoned as it generated a much larger spread of data when calculating radial distributions, especially with plaques that were far from spherical. Therefore, approach (1) was adopted by defining a threshold for the background intensity (sum over the spectrum) image, and then finding the maximum after passing it through a $3 \times 3$ median filter. The motivation for adopting this approach was that the plaques are actually sections of three-dimensional structures. A consequence would then be that the center would be the area where the plaque is "thickest" and therefore the fluorescence intensity should be the highest. Using a median filter


Fig. 5 Image showing the sum over the spectrum for crop number 7 in in Fig. 2. The white plus in the figure marks the center used in the radial analysis. Color scale is in counts. The threshold of 3500 counts is shown as dark blue.
ensures that a singular pixel with a high intensity, e.g., from noise or a measurement error, was not chosen as the center An example of such a defined center is shown in Fig. 5 for a plaque that is very irregular in shape. The choice of method for finding the center for any of the methods will give some results where the center is ill-defined; however, owing to the nature of the statistical analysis, as long as the majority of the centers are found well enough, the overall results from the statistics should make the most probable distribution most significant.

After the correlation images for all the plaques were generated, (see representative correlation images for the two stains in Fig. 6), the data set was further analyzed in terms of radial distribution and mouse age.

### 3.2 Spectral Correlations Versus Radial Distribution

Having calculated the correlation for every pixel in an image, we now want to map its distribution, e.g., the radial distribution within a plaque. The distance or radius from the plaque center $r$ is given by


Fig. 6 Image showing the correlation between the qFTAA (left) or hFTAA (right) reference and the measured spectrum. The crop is the same as Fig. 5. Notice the big difference in the center of the plaque between the correlation value. The threshold of 3500 counts is shown as dark blue.


Fig. 7 The mean correlation and its standard deviation as a function of normalized distance from center (radius) for four mice of different ages. The mean and standard deviation are calculated over all analyzed plaques of each mouse. The age is indicated in each plot.

$$
r=\sqrt{(X-x)^{2}+(Y-y)^{2}}
$$

where $(X, Y)$ is the center as discussed in Sec. 3.1 and $(x, y)$ represents the coordinate of a given pixel in the image. The value of the radius is rounded to an integer, and all of the valid pixels (those above the background threshold) are sorted into bins according to their integer value, enabling the plotting of correlation as a function of radius for each correlation distribution. As the goal was to compare different plaques with different sizes (due to, for instance, age, sample preparation, and imaging), the radius needed to be normalized. This was done by distributing the radii onto 21 uniformly spaced radii between 0 and 1 . This is equivalent to dividing the radius by the maximum and then re-sampling the data to 21 points from a much higher number of points. With a normalized radius, it was possible to do statistics for the correlation of each mouse as a function of plaques radius. Four of these statistical plots, showing the mean and standard deviation as a function of radius, are shown in Fig. 7. These plots are not randomly selected, rather they are the most clear examples of the progression of the radial distribution as a function of mouse age: Figs. 6 and 7 clearly show that qFTAA stains the center of a plaque much better than the periphery. For hFTAA the situation is opposite, with the highest values in the periphery and the smallest in the center.

The findings so far are in agreement with the simple analysis in Nyström et al. ${ }^{14}$ based on a simple comparison of intensities of two spectral emission peaks in the center of a plaque, where the peak at 500 nm corresponds to the binding of qFTAA and the peak at 540 nm reflects the binding of hFTAA. The difference between the two references becomes even more pronounced the older the mice are, with the correlation eventually crossing each other somewhere around 400 days (see Fig. 7). From this, it can
be deducted that there is a clear change over time with respect to the structure of the plaque, clearly inhibiting the binding of hFTAA in the center. Since the LCOs are sensitive to the conformation of the proteins within the $\mathrm{A} \beta$ plaque, this yields a very promising result for the study of structural changes within the plaque for different ages. Further details of the spectral correlation was obtained from a statistical analysis of all plaques, to be discussed below (Sec. 3.3).

### 3.3 Statistical Analysis of Spectral Distribution

In addition to the four mouse ages shown in Fig. 7, data of 15 more AD mice were recorded, correlated with the references and the corresponding radial characteristics was calculated for each age. In order to plot the wealth of analyzed data, the relative abundance of the hFTAA and qFTAA spectral components are plotted as a function of mouse age at different relative radii as in Fig. 8. Hereby, we obtain an overview of the spectral characteristics for the essential regions of the plaques. This shows that the correlation for qFTAA and hFTAA in the plaque center varies significantly as a function of age, apparently crossing each other for mice at approximately 340-490 days of age. In the outer regions of the plaques (Fig. 8: lower panels), the relative abundance is relatively constant up to approximately 500 days of age. Here, hFTAA has a much larger propensity to bind with a correlation value close to 1 . These results and conclusions are in agreement with the simpler analysis in Nyström et al. ${ }^{14}$ Interestingly, the correlation analysis shows a pronounced "second wave" as qFTAA increases its correlation value in the outer regions above 500 days. Also, a second crossing of the correlation values is prominent at plaque center (Fig. 8: upper left panel), indicating that there are different structural properties of plaques in the younger mice $(<500$ days) compared with the older ones, and that hFTAA staining


Fig. 8 Mean correlation as a function of age in days and normalized distance from the center. Notice that the $x$-axis (age) is uniformly spaced with respect to each case, and that there are three identical ages ( $245,392,531$ days) which are from different mice and therefore are shown as different points. The outer red/blue borders denote the standard deviation.
starts to dominate the plaque centers again at $>600$ days. These results and conclusions are in agreement with the simpler analysis in Nyström et al. ${ }^{14}$ Variation in plaque morphologies in both $\operatorname{man}^{18}$ and mouse ${ }^{12}$ has been documented earlier. However, our described method allows for both qualitative and quantitative analysis of images from biological specimens due to the ability to analyze the entire image for a series of images in a data set. Together with the ability to analyze radial distributions and smaller spectral differences, it provides a more detailed and accurate approach, with statistically verified results.

## 4 Conclusion

This paper shows the application of spectral correlation on hyperspectral images obtained from samples of double-stained $\mathrm{A} \beta$ amyloid plaques of AD mice brain sections. Using the spectral correlation approach, we obtain a wealth of signal processing results that can be used to assess the structural composition leading to spectral changes in detail. In agreement with a previous study based on a simple two spectral point comparison, ${ }^{14}$ it is found that there are structural changes within the plaques for AD mice of different ages. Using our analysis strategy, these spectral changes could be quantified in detail and it was found that the radical distribution of relative abundance showed a clear monotonous change in AD mice up to about 500 days of age. Moreover, a second transition in terms of plaque inhomogeneity was observed for mice of very old age ( $>500$ days) and this may suggest further detailed studies of AD mouse models at high ages. Conclusively, the spectral correlation algorithm was demonstrated as useful in the assessment of fluorescence hyper spectral images in multiple staining experiments.
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#### Abstract

We have designed and developed a system for time-gated spectroscopy, specifically Raman and luminescence spectroscopy. The system is based on a 2 ns pulsed Nd:YAG laser, a spectrometer with a time-gated intensified CCD (ICCD), allowing detection from 2 ns gate-width and longer, at arbitrary time point. We demonstrate the recording of Raman spectra of luminescent samples, removing background luminescence by time-gating. We also demonstrate the use of spectral correlation analysis to verify weak spectral components in a solvent with a trace amounts of solute. © 2014 Optical Society of America OCIS codes: $(000.0000)$ General. Time gated spectroscopy, Raman, Luminescence, Spectral analysis
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## 1. Introduction

Raman spectroscopy has been developed extensively by advances in both instrumentation and theory since its was first observed in 1928 by C.V. Raman [1]. It is now an important tool for characterisation of chemical, geological, biological and medical samples, and widely used in all fields of natural sciences as well as applications such as forensics [2]. Even with all of these advances there are still samples that can not be easily characterised, due to luminescence from the sample. As the unwanted luminescence can be orders of magnitude larger than the desired Raman signal, the common solutions so far have been long exposures, curve fitting and the use of long wavelengths shifted far away from the absorption giving rise to luminescence excitation. All of these have drawbacks limiting their use in applications.
Raman scattering is known to be "instantaneous", whereas luminescence typically occurs in the range 1 ns to 100 ns for fluorescence and $>100 \mathrm{~ns}$ for phosphorescence. Previously, the suppression of luminescence and fluorescence has been demonstrated by using a Kerr gated system [3]. This results in a time-resolution of about 4 ps , and a quite complex optical system. In comparison we here present a much easier time-gated spectrometer which can be used to measure Raman spectra with reduced luminescence, as well as measuring the luminescence spectra, allowing the instantaneous recording of a full spectrum or a segment of a spectrum. The system is made possible by the availability of pulsed lasers and intensified CCDs (ICCD). Similar systems, with longer gate-times than the system presented here, have previously been tested and proposed for planetary exploration $[4,5]$ and for detection of explosives [6].
Having recorded the spectra it can be interesting to analyse its chemical composition in terms of the contributing Raman signals from the various components. For instance, this would be interesting if the sample contains a mixture of several different substances, each with its own distinct spectrum. In the case where the component spectra are unknown, it is possible to use principle component analysis [7, 2]. In many Raman spectroscopy cases, the reference spectra can be "guessed", either from prior knowledge or by analysing the peak positions in the spectrum. For these cases one common solution for finding the relative abundances, like in fluorescence spectroscopic imaging, is linear spectral unmixing[8]. This method has some disadvantages with regards to background noise, signal to noise level and the linearity of the mixing procedure. In this context we recently developed a method base upon calculating the correlation coefficient[9] between a reference and the measured spectrum. It was developed and used on hyperspectral fluorescence images[10, 11], and is here adopted to demonstrate sensitive detection of components in Raman spectra.

## 2. Experimental setup

Our setup, shown schematically in figure 1, is based on an Ekspla 2 ns pulsed Nd:YAG laser, a spectrometer coupled with an ANDOR time-gated intensified CCD (ICCD), and in addition
focusing and polarisation optics. In order not to damage the samples, the Ekspla laser was modified to allow for adjustment of the the pulse energy. The modification consists of mounting a motorised rotator on the wave plate before the beam enters the nonlinear crystals, enabling the control of the coupling efficiency in these. This modification results in some leakage of the 1064 nm light into the beam, which is especially a problem from the the 532 nm beam. In the latter case it is removed by a combination of a grating and a band pass filter (not shown in figure 1). In order to control the incident polarisation upon the sample, wave plates are used, shown in figure 1 . They have be adjusted to ensure an incident diagonal $\left(45^{\circ}\right)$ polarisation upon the sample.

The laser consists of 1064 nm beam, which can be either frequency doubled, tripled or quadrupled resulting in excitation wavelengths of $532 \mathrm{~nm}, 355 \mathrm{~nm}$ or 266 nm . The possibility to excite in the UV, means that it is possible to do UV resonance Raman spectroscopy, where the excitation is to an excited state in comparison to the usual case of a virtual state [12].


Fig. 1: A schematic drawing of the time-gated Raman spectrometer setup. The modified setup used for measuring data for the spectral correlation analysis is also shown. BS stands for beam splitter. The triggering connection between the laser and the ICCD detector is not shown. Also not shown is the computer cables controlling the monochromator and the ICCD camera.

In the system, the time-gated detection is controlled by settings of the ICCD. The ICCD camera is time-gated using an electric field. The electric field is controlled by setting the voltage of a photocathode, which converts the incoming photons to electrons, and a phosphorous screen, which converts the electrons back to photons. After the photons are converted back from electrons by the phosphorus screen, they are detected by a CCD. The use of an electric field enables the on and off switching of the amplification with less than a 2 ns gate width. In addition it is possible to adjust the field strength, changing the amplification level up to $\approx 10000$ times the incoming number of photons.
In order to calibrate the system with respect to wavelength, a sample of cyclohexane was used as a reference, as suggested in [13]. This calibration is done in post processing of the signal by fitting the known peak position to a polynomial. The polynomial describes the mapping from measured wavelength to actual calibrated wavelength.

For the test with the spectral correlation analysis, the system was slightly modified as shown in figure 1. It was changed from a $90^{\circ}$ configuration to a reflection setup by using a glass


Fig. 2: Measured Raman spectra for THF and Z3 dissolved in THF, at excitation of 532 nm . The cyclohexane spectrum was used to calibrate the wavelength and is shown for reference. Z3 was measured with a both 5 ns gate and a 1 ms gate in order to show the advantage of the time gate. In addition the chemical structure of Z 3 is shown.
slide as a beam splitter and a $32 \times$ objective to focus the beam onto the sample. The Raman scattered light then passes back through the beam splitter, going to the monochromator through a pinhole of $200 \mu \mathrm{~m}$, ensuring confocal detection. The confocal detection resulted in a good spatial location of the origin of the signal (which is of advantage for solid samples), at the cost of some loss in intensity. Additionally, the wave plate was adjusted such that the polarisation was vertical.

## 3. Samples for testing the system

Testing and evaluating the suppression of luminescence in the detection system was done by measuring the Pt-acetylide chromophore abbreviated Z3 [14], and cyclohexane, spectrophotometric grade from Sigma-Aldrich, as the reference. Z3 was used because it has a relatively long lifetime luminescence. The cyclohexane ring structure with high symmetry results in a relatively simple Raman spectrum. This together with a lack of luminescence makes it suited for measuring the UV resonance known to occur in cyclohexane [15, 16]. The samples were measured in a 10 mm quartz cuvettes. Z 3 was first dissolved in THF, GC grade from SigmaAldrich. Oxygen in the solvent quenching the phosphorescence was removed by a freeze-thaw procedure as described by Glimsdal et al. [17], resulting a bright phosphorescence with decay time of several hundred microseconds [17].
As a further test of the sensitivity in the system, 1 ml of spectroscopic grade tetrahydrofuran (THF), from Sigma-Aldrich, was diluted by removing $800 \mu \mathrm{l}$ and replacing it with the same amount of tap water. The result was a $1 / 5$ volume fraction of THF to tap water. By repeating this process, dilutions of $1 / 25,1 / 125,1 / 625 \ldots, 1 / 15625$ were made. For each of the dilutions, the spectrum was recorded. In post processing the correlation coefficient between each of these spectra and the reference spectra for pure THF and pure tap water was calculated.

## 4. Results and discussion

For the test of suppression of the long lifetime luminescence, Z 3 was measured. The spectra were recorded using the laser wavelength of 532 nm both with a time gate of 5 ns and 1 ms with the same amplification, 700 accumulations, a repetition rate of 10 Hz and a integration time of 3.5 ms . This resulted in the spectra shown in figure 2.


Fig. 3: Measured Raman spectra of cyclohexane at different excitation wavelengths with the same excitation energy and number of averages. Note that the $0 \mathrm{~cm}^{-1}$ to $2000 \mathrm{~cm}^{-1}$ range is zoomed in with a factor of 3 for the 355 nm and 266 nm excitations.

As can be seen in the figure, the measured spectrum for Z 3 shows some peaks that are different from the THF peaks, as would be expected due to the different chemical structure. The assignment of the main peaks by Westlund et al. [18] are as follows: $1128 \mathrm{~cm}^{-1}$ and $1592 \mathrm{~cm}^{-1}$ carbon-carbon double bonds, and $2208 \mathrm{~cm}^{-1}$ and $2102 \mathrm{~cm}^{-1}$ carbon-carbon triple bonds in connection with the central platinum, see the chemical structure shown in the same figure. Suppression of the luminescence is clearly seen in the difference between the 5 ns gate and the 1 ms gate spectrum. The position of the peaks are the same, but the background luminescence is much larger for the long gate, as expected. Another difference is the height of the Raman peaks, which is due to the amplification in the ICCD not reaching maximum value for the short gate. However, better signal to noise ratio is achieved at shorter gate widths, as the detection system is not plagued by the background luminescence.
For studying the resonance Raman from cyclohexane, three different measurements were carried out, one for each of the harmonic wavelengths available. The results are shown in figure 3. The spectra were recorded with $20 \mu \mathrm{~J}$ pulses and identical settings on detection system. But since another grating had to be used for the 266 nm excitation, and the monochromator and detector system were not calibrated with respect to absolute intensity, it is not possible to directly compare the intensities and thereby calculate a Raman cross section which could be compared to the known ones [15, 16]. Therefore the spectra have been normalised, but fortunately it is also possible to get an idea of the increase in signal strength by looking at the signal to noise ratio. By studying figure 3 , one can clearly see that the signal to noise ratio becomes better the further one moves into the UV with the excitation laser wavelength. Another effect is the relative change in the strength of the peaks as a function of wavelength, where the $801 \mathrm{~cm}^{-1}$ line and the $2850-2950 \mathrm{~cm}^{-1}$ lines scale differently. The amount of scaling is more than expected from Trulson et al. [15], though this can be due to for instance nonlinearities in the detector system and stimulated Raman excitation due to the high peak intensity.

To test the sensitivity of the system, several different dilutions of tap water in THF was measured. The measurement settings were an excitation wavelength of 532 nm , a repetition rate of $55 \mathrm{~Hz}, 30000$ accumulations and a 4 ns gate width. In addition photon counting was used, removing the need to carry out background subtraction. This was carried out by thresholding the device just above the dark count level and counting any signal above this as a single photon
count. The resulting spectra from the measurements are shown in figure 4 a ). Having measured these spectra, the correlation coefficients between the spectra and water or THF, were calculated. The results of the calculations are shown in figure 4b). By studying the change of the correlation value with amount of with THF, it is possible to see that correlation can detect the presence of THF down to a concentration of $\approx 1 / 1000$. It is here worth noting that the maximum number of photon counts is below 1000 .
(a)

(b)


Fig. 4: a) Measured Raman spectra for the different volume fractions of THF in tap water, as well as pure THF and tap water. The spectra have been shifted by 100 counts to clarify the differences. Excitation was done at 532 nm . b) Correlation coefficient between the spectra and both THF and tap water.

From these result it is envisioned that the correlation method can be useful for detecting trace substances with a well know reference spectrum in for instance art recovery and forensics. Another use could be in hyperspectral Raman imaging, where it will give the ability to generate a number per pixel which can be used in a statistical analysis. This has been shown to be effective in hyperspectral fluorescence images $[11,10]$ and is therefore expected to work also for Raman spectral images.

## 5. Conclusion

We here presented a time-gated Raman system capable of measuring the luminescence and Raman spectrum of a sample, down to 2 ns gate widths, with a high amplification of the signal. This greatly reduces the background from long lifetime luminescence. The system is also equipped for doing UV resonance Raman, and this is shown for cyclohexane. In addition we show the detection limits of the system by applying a newly developed spectral correlation analysis to a $1 / 1000$ dilution of tetrahydrofuran in water.
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