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Abstract

The optical properties of an island film of truncated and coated prolate
spheroidal particles are studied numerically by implementing support for
this island geometry in the GRANFILM software. The underlying theory
of the calculations is based on the work on optical properties of surfaces
by Bedeaux and Vlieger. The implementation is tested numerically and
compared in the appropriate limits to earlier implementations of other
geometries. The tests show that the implementation was carried out suc-
cessfully. Finally, the GRANFILM software is used to study and character-
ize the plasmonic resonance modes of various supported metallic islands.
This includes the observation of plasmonic hybridization in a truncated
metallic nanoshell.
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Sammendrag

I dette arbeidet blir de optiske egenskapene til en film av trunkerte,
prolate sfeeroidiske nanopartikler med coating regnet ut numerisk ved a
implementere stgtte for denne geometrien i software-pakken GRANFILM .
Teorien bak disse beregningene er basert pa arbeidet rundt optiske egen-
skaper til overflater av Bedeaux og Vlieger. Implementasjonen testes sa
numerisk og sammenlignes med andre geometrier i de relevante grensene.
Disse testene viser at implementasjonen kan sies & veaere vellykket. Avslut-
ningsvis anvendes programmet, til & studere og karakterisere de plasmonis-
ke resonansmodene til ulike typer metall-gyer pa et substrat. Dette inklu-
derer blant annet observasjonen av plasmonisk hybridisering i et trunkert
metallisk nanoskall.
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1. Introduction

Optical properties of thin films and rough surfaces has long been a field of
great scientific interest. In particular, supported metallic nanostructures
have recently received a lot of attention due to their characteristic optical
properties in the visible range.

A common application which exploits these properties is the optical
monitoring and characterization of thin-film growth [2, 3]. Such films are
often produced by depositing material on a substrate in vacuum condi-
tions. If the substrate is poorly wetted by the material, three-dimensional
clusters, or islands, are formed in a so-called Volmer-Weber growth mode
[2]. Optical methods can be advantageous when monitoring such growth,
because of their non-disturbing nature and the possibility of in situp_-] and
real-time measurements. Other surface probing techniques often involve
charged particles, which may disturb the particle growth, or other more
practical issues which make it difficult to perform the measurements in
situ or in real-time [2].

The optical measurement often used in these techniques is called Sur-
face Differential Reflectance Spectroscopy (SDRS) [3], which is performed
by measuring the difference in reflectance between the bare and coated
substrate for different wavelengths in and around the visible range. The
SDR spectrum is also denoted by AR/R.

For the case of island films, the wavelengths of the visible light (380—
740 nm) can be more than two orders of magnitude longer than the size
of a typical island (around 2-20 nm). One does therefore not immediately
expect the light to be able to resolve the structure of the islands, due to the
diffraction limit of visible light. Although this is true for imaging, it turns
out that it is still possible to extract information about the the size and
shape of the islands from their optical properties. This is due to so-called
plasmon resonances, which arise from oscillations in the charge density of
the islands when they are subjected to an external field. The energies at

'In place, during the process.



1. Introduction

which these resonances occur depend on the dielectric properties of the
islands, but are also highly sensitive to their size and shape. This can be
utilized in the characterization of the islands.

In recent years, this ability to study metallic nanostructures using light
in and around the visible frequency range has gained a lot of attention,
and is now often referred to as the field of plasmonics or nanoplasmonics.
This is in part due to the interesting physics of plasmonic interactions,
but can also be attributed to the wide range of applications which exploit
these properties. Some examples of such applications are new methods of
spectroscopy [4] and biomedical applications ranging from home pregnancy
tests [0] and other advanced biosensors [6] to possible cancer treatments

.

In the 1970’s Bedeaux and Vlieger [7], developed a model for the optical
properties of boundary layers on a surface, where the thickness of a layer
is small compared to the wavelength of the incident light. This model is
particularly useful for island films, and improved upon the earlier models,
like the one introduced by Maxwell Garnett at the turn of the nineteenth
century [7]. The Bedeaux-Vlieger model introduces effective boundary con-
ditions dependent on so-called surface susceptibilities. These determines
the far-field behaviour of the electromagnetic field, and lets one calculate
the optical properties of the surface without knowing the exact behaviour
of the fields close to the surface.

GRANFILM [§] is a software package developed by I. Simonsen and
R. Lazzari, which calculates the optical properties of island films (or gran-
ular films) by modelling the particle clusters as spherical or spheroidal
islands and applying the Bedeaux-Vlieger model. An example of the use
of this software can be seen in Fig. where a film of silver islands is
supported on a MgO substrate. The surface differential reflectance spec-
trum (SDRS) is calculated and compared to the measured spectrum of
the sample. The resulting curve can be seen in Fig. The peak and
the valley in the spectrum are due to the plasmon excitations, and their
positions on the energy axis are highly dependent on the shapes and sizes
of the islands.

The software currently includes the possibility of modelling the clusters
as spherical or oblate spheroidal particles, truncated by the substrate.
Additionally, the particles may also have an arbitrary number of coating
layers. One example where such a coating layer is relevant is the case of
a film of metallic islands that have been exposed to oxygen, and where
an oxide layer has been built up on the surface of the islands. Another

2



1. Introduction

Figure 1.1: (a) A granular film of silver islands on a substrate of magnesium
oxide. (b) The differential reflectance of the surface as calculated
using GRANFILM and measured in an experiment. Pictures taken

from [g].

case where this could be useful is for metallic nano-shells, which have been
found to have many interesting properties [9].

One particle shape which is currently not supported in GRANFILM is trun-
cated prolate spheroidal islands with coating layers. After deriving the set
of equations for the potential multipole expansion in this geometry in my
specialization project [I], it is now the subject of this thesis to implement,
test and apply this functionality in GRANFILM. In particular, the goals
of this thesis can be stated as follows:

e Implement numerically the equations derived in [I] for the optical
properties of truncated and coated prolate spheroidal island films
into the existing GRANFILM 2.0 framework.

e Test the implementation in the appropriate limits, in order to ensure
that it is correct.

e Use the GRANFILM software to study the resonance modes of various
spheroidal and spherical island films in detail.

In his MSc. thesis the spring of 2012, E. Aursand developed the corres-
ponding equations for the case of coated and truncated oblate spheroids,
and implemented these results in GRANFILM. For consistency, many of
the same numerical tests as used in his thesis, were also used in this work
in order to verify the correctness of the implementation.

3



1. Introduction

Roughly speaking, this report consists of two parts. The first part, chapters
2HBl covers some theoretical background and the analytical derivation of
the optical properties of truncated and coated prolate spheroidal island
films. These chapters are slightly edited versions of the same chapters in
[1], and are included here for the sake of completeness. An exception is the
new section [2.3] which covers some theory on plasmonics. The second part
consists of chapters Specifically, chapter [6] covers the implementation
and the subsequent testing of the new functionality in the GRANFILM
software, while chapter [7] covers the modelling and characterization of the
plasmonic resonance modes of various island films. Chapter [8| contains a
summary of the results and some concluding remarks.

In addition to this, some technical details of the implementation are
included in the Appendices. These can hopefully serve as helpful supple-
ments to anyone interested in doing further work on the new parts of the
GRANFILM source code.



2. Background

In this chapter, the theory for calculating optical properties of granular
films, as developed by Bedeaux and Vlieger [7], will be presented. In this
model the non-flat surface is treated as a perturbation to the simple case
of a flat interface between two media. The perturbation is introduced
in a formalism called excess quantities which leads to a set of effective
boundary conditions for the surface region.

For completeness a short recapitulation of the optical properties of flat
surfaces is included in section In section the theory of non-sharp
interfaces is presented. In section the field of plasmonics is intro-
duced and discussed briefly. This is later used to describe the resonance
phenomena observed in granular thin films.

2.1. Optical properties of a sharp interface

In the simplest form, a surface can be seen as a flat discontinuity between
two media with different electric and magnetic properties. An example
of such a sharp interface can be seen in Figure 2.1 where light incident
on the interface between two different media (denoted by + and —) is
partly reflected and partly transmitted. The relations between the incid-
ent, reflected and transmitted parts of the wave is what we call the optical
properties of this particular surface.

The starting point when finding these relations is Maxwell’s equations
I10)

B
VD:pf, VXE:—%,

t&D (2.1)
VBZO, VXH:Jf‘f—E,

where E is the electric field, B is the magnetic induction, D is the electric
displacement field, H is the magnetic field, p; is the free charge and J
is the free current. From these equations a set of boundary conditions for
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Figure 2.1: A light beam is partly transmitted and partly reflected on an interface
between two media with refractive indices ny and n_. Note the two
possible orientations of the electric field vector E, corresponding to
s- and p-polarized light.

the interface between two media can be found [10]

1l [ —
DL =Dt E,=E'
1 _ pl |
Bf=B% H|,=H'

where the subscript + or — denotes the field just above or just below the
interface, respectively. The superscript | denotes the component normal
to the surface, while || denotes the tangential component.

From the boundary conditions the relation between the amplitudes of the
incident and transmitted wave (t), and between the amplitudes of the
incident and reflected wave (r), can be found. These relations are called

6



2. Background 2.2. Optical properties of non-sharp interfaces

the Fresnel coefficients, and are given by [10]

ny cos; — n_ cos b,

Te =

5 n4 cos; + n_ cos by
b 2n4 cos b;

® " nycosb; +n_ cosb; (2.3)

n_ cosf; —ny cosb, ’

T, =

P ni cosB +n_ cosb;

2n4 cos b;

tp =

n, cos@y +n_cosb;

Here n4 and n_ are the refractive indices of medium + and medium —,
respectively, 60; is the angle of incidence, 0, is the angle of reflection and
0; is the angle of transmission. See Figure for an illustration. From
the same derivation, the laws of reflection and refraction (also known as
Snell’s law) are found:

0; = 0,

ny sinf; = n_sin6,.

(2.4)

The subscripts s and p of the reflection and transmission coefficients in
Eq. denote the two possible orientations of the electric field E in
the incident light. In the case that E lies in the plane defined by the
incident and reflected wave vectors, we have so-called p-polarized light
(from parallel). If E is directed normal to this plane, i.e. parallel to the
surface, we have s-polarization (from the German word for orthogonal,
senkrecht). See Figure for an illustration of s- and p-polarization.

2.2. Optical properties of non-sharp interfaces

Calculation of the electromagnetic field close to the surface of a non-sharp
interface quickly becomes very complex. It is therefore in general not pos-
sible to calculate the Fresnel coefficients of such a surface directly as done
in the previous section. Using the formalism of Bedeaux and Vlieger, how-
ever, one can find expressions for these coefficients, and thus the macro-
scopic optical properties of the interface, without having exact knowledge
about the electromagnetic fields close to the surface.

2.2.1. Excess fields and effective boundary conditions

An excess of a field is defined as the difference between the real fields and
the bulk fields extrapolated to the surface. For the electric field E, the

7



2.2. Optical properties of non-sharp interfaces 2. Background

excess field can be written as

where E is the actual field and E* are the fields in the bulk regions above
(+) and below (—) the surface, extrapolated to the surface at z = 0. The
fields are cut off using the Heaviside unit step function, denoted by 0(z).
It is clear from the definition that the excess fields are only significantly
different from zero in the region close to the surface, since E(r) = E*(r)
as z — too. Excesses of other quantities are defined in the same way.

Inserting Eq. (2.5) and its equivalents into the Maxwell equations (2.1)),
we get the following equations for the excess fields

V x Eex(r,t) + 2 x [Eﬁ“(r”,t) - E[(rH,t)] 3(2)

2=0
— _%Bex(r7 t) (2.6&)
V- Dex(r,t) + D (v 1) = [DZ(.8)| _ 3() = pexrst)  (26D)

V X Hex(r7t) +Z X |:H‘T(I'H,t) — Hﬂ (I'H,t)] L 5(2)

_ %Dex(r,t) b Ju(nd)  (2.60)

V - Bex(r, ) + [Bj(ru,t) - [B; (r”,t)L:Oé(z) —0. (2.6d)

The subscript || indicates the projection of a vector into the xy-plane, while
the subscript z means the z-component of the vector. The vector z is the
unit vector normal to the dividing reference surface, which is defined as
z = 0. It has also been used that V@(z) = 6(z). By integrating Eq.
along the z-axis, we get the following boundary conditions for the fields

8



2. Background 2.2. Optical properties of non-sharp interfaces

in the bulk media, extrapolated to the reference surface

[E;(r”,t) - Ex_(rH,t): = (%Ej(r”,t) - %B;(r”,t) (2.7a)
[E;(r”,t) . Ey’(rH,t): = ;ij(r”,t) + gtBj(rJ) (2.7b)
{Dj(r”,w - D;(rH,t): =YD 4yt (270)
Hf (g t) = Hy (v, 0)] = %Hj(ru,t)

+ gtDZ(r”,t) + (), t) (2.7d)
Hy ) — Hy (1) = Baij(r,t)

= ;D;(r”,t) — JE(xy,t) (2.7e)
|BE (v, t) = BZ(x),8)]__ == V- Bj(x).t). (2.7F)

The superscript s indicates a total excess quantity, i.e. that an excess
quantity has been integrated along the entire z-axis. The operator

o 0
V=0 2.8
1= 152 3y (2.8)
is the gradient operator in the zy-plane, while r| = [x,y] is the position

vector in the zy-plane. The boundary conditions in Eq. (2.7)) can be viewed
as the effective boundary conditions for the fields in the bulk media far
away from the surface.

In order to relate these boundary conditions to the physical properties of
the surface, polarization and magnetization densities can be introduced.
The total excess polarization and magnetization densities are given by [7]

PS(I‘H,t) = [Dﬁ(ru,t), —E(]Ei(l‘||,t):| (29)

and
M (r, £) = [;Bﬁ(r”,t),—Hj(r”,t)], (2.10)

respectively. The superscript s again indicates a total excess. Here ¢y and
uo are the electric permittivity and magnetic permeability of vacuum, re-
spectively. It should be noted that these total excesses are the proper

9



2.2. Optical properties of non-sharp interfaces 2. Background

expressions for the surface polarization and magnetization in every partic-
ular surface system, and can not be obtained by integrating some excess
polarization or magnetization along the z-axis [7].

The effective boundary conditions in Eq. can now be rewritten in
terms of the total excess surface polarization and magnetization densities

in Egs. and ( -

[Eﬁr(rl\at) - E[(PHJ)LZO = [10Z % g Mii(r,t)
- ;()VP;(r”,t) (2.11a)
[Dj(r”, t) — D;(r”,t): =P t) = VPl 1) (2.11b)
[Hﬁ(r”, t) — Hﬁ(r”,t): = —ax ) = VM)
gtP(r, ) (2.11c)
[Bj(r”,t) - B;(r”,t): = oV M (). ). (2.11d)

Notice that if all current and charge densities on the interface are zero, as
well as the surface polarization and magnetization densities, these bound-
ary conditions reduce to those for a sharp interface defined in Eq. ,
as they should.

In time-dependent problems it can often be convenient to introduce a gen-

eralized electric displacement field, defined in terms of the Fourier trans-
formed displacement field and current density as

D'(r,w) = D(r,w) + %J(r,w), (2.12)

where w is the frequency. The surface polarization density can now also
be written in generalized form as

P (r),w) = [D’ﬁ(r”,w), —eo B3 (r),w)]. (2.13)

By Fourier transforming Eq. (2.11)) and using conservation of charge, which
can be written in the frequency domain as

iwp(r,w) = VJI(r,w), (2.14)

10



2. Background 2.2. Optical properties of non-sharp interfaces

the boundary conditions can now be rewritten using Eq. (2.13):

[Eﬁ“(r”,w) - E[(I‘”,W)} = —iwpoz X Mjj(r),w)

z2=0
1 /s
- 5V||P Z(r”,w) (2.15&)
{D;(r”,w) - Dz_ (r”,w)} 0 = — V” : P/ﬁ (r”,w) (215b)

(H (r),w) - H[(r”,w)LZO — iwp x P (r),w) — V M2 (r),w) (2.150)

[B;_(I‘H,w) — Bz_(r”,w)} = — MOV” -Mﬁ(r”,w). (2.15d)

z=0

In the following the notation will be simplified by dropping the primes,
and D and P will now denote the generalized displacement field and the
generalized surface polarization density, respectively.

2.2.2. Constitutive relations

In order for these boundary conditions to have any practical use, we need
relations characteristic of the surface that link the interfacial polarization
and magnetization densities, P*(r,w) and M*(r|,w), and the bulk fields
extrapolated to the surface. These constitutive relations are in the case of
no spatial dispersion given by [7]

PS(I'H,L«)) = §Z(w) . [E”(r”,w), Dz(rH,w)} (216&)

M (r), w) = & (w) - [IjI”(r”,w),BZ(rH,w)] (2.16b)

Here &g 1, (w) are constitutive tensors and the bar indicates that the aver-
age of the two corresponding extrapolated fields over the dividing surface
(z = 0) should be used. For an arbitrary field a, this average is simply

_ 1r _
alry,w) = 5 [a (x> w)|2m0 + a+(r”,w)\z:0} (2.17)
In the case of an isotropic, homogeneous and symmetric interface, the

constitutive tensor for the polarization is given by [7], 3]

Ye(w) 0 0
&E(w) = 0 Ye(w) 0 , (2.18)
0 0 Be(w)

11



2.2. Optical properties of non-sharp interfaces 2. Background

where v.(w) and f.(w) are the first order surface susceptibilities. Physic-
ally, these surface susceptibilities describe the ability of the surface to be
polarized in directions parallel () or perpendicular () to the surface. By

substituting Eq. (2.18)) into Eq. (2.16al), we now get the following relations
for the surface polarization density

PS(I'H,LU) = 'ye(w)EH(r”,w) (2.19&)

P;(I‘H,w) = Be(w)DZ(rH,w). (2.19b)

In the following, the discussion will be limited to non-magnetic materials,
and M?® will thus be equal to zero. It will therefore not be necessary to
specify a constitutive tensor for the magnetization. In order to simplify
notation, the subscript and explicit frequency dependence will from now
on be dropped from the surface susceptibilities, so that v = ~.(w) and

6 - ﬁe(w)'

Egs. (2.16a)) and (2.18]) do not take into account the possible spatial dis-
persion at the interface. These effects can be described by introducing

the second order surface susceptibilities § and 7. These coefficients are
smaller than the first order coefficients v and 8 by a factor d/\, where
d is the thickness of the surface region and A is the optical wavelength.
They can therefore be neglected in the limit where the surface layer is thin
compared to the wavelength of the light [7], 3].

In the derivation of the effective boundary conditions, the dividing sur-
face between the two bulk media was chosen at some plane z = 0 in the
boundary region. The exact position of the dividing surface is obviously
just a mathematical convenience, and should not have any physical relev-
ance. The measurable physical quantities of the surface can therefore not
depend on this choice of dividing surface. It turns out that the surface
susceptibilities depend on this choice, however, it is possible to construct
so-called invariants or combinations of the surface susceptibilities that are
independent of the dividing surface. All measurable quantities can then
be given in terms of these combinations. An extensive discussion on such
invariants can be found in [7].

2.2.3. Reflection and transmission coefficients

The Fresnel coefficients of the surface may now be calculated using the
same procedure as the one outlined in section but this time using the
effective boundary conditions in Eq. (2.15)) and the constitutive relation in

12



2. Background 2.2. Optical properties of non-sharp interfaces

Eq. . From this derivation one finds that the laws of reflection and
refraction, Eq. , remain unmodified. Assuming non-magnetic media
(M?* = 0) and no spatial dispersion (6 = 0, 7 = 0), the following reflection
and transmission coefficients can be found for s-polarized light [T [3]

n~cosf; —nt cosb; +i(w/c)y

s = s 2.2
rs(w) n=cosf; +ntcosl —i(w/c)y (2:20)
2n~ cos 0;
ls = - . 2.21
() n~ cosb; +ntcosb —i(w/c)y (221)
For p-polarized light the coefficients take the form
() = K (w) — z:(w/c)’y cos 0; cos 0 + z:(w/c)n_nJrE_ﬁ S%nz 0; (2.92)
kKt (w) —i(w/c)ycosb; cos by — i(w/c)n~nte=Psin®b;
and
[1 + (w/2¢)%e =B sin? Hi]
t(w) = . (223
r() Kkt (w) —i(w/e)ycosb; cos B — i(w/c)n~nte~ Bsin? b (223)
where
£(w) = (n cos; £n~ 9)(1—“’2ﬁ'29) (2.24)
K (w) = (n" cosb; £n" cosby 12 Bsin”o; ). .

Here n* is the refractive index for the bulk regions above (+) and below
(—) the surface. For non-magnetic materials n = /e, where ¢ is the relat-
ive permittivity of the medium. The angles of incidence and transmission
are given by 6; and 6y, respectively. The constant ¢ = 1/,/opo is the
speed of light in vacuum.

We notice from Egs. — that the coefficients for the s-
polarized wave only involves the surface susceptibility -y, while the coef-
ficients for the p-polarized wave involve both v and 8 (remember that v
corresponds to an excitation of a mode parallel to the surface, while 8 cor-
responds to an excitation of a mode normal to the surface). This makes
sense, since the s-polarized light only has an E-component parallel to the
surface, while the p-polarized light has E-components both parallel and
perpendicular to the surface.

It is also worth noting that in the limit of a disappearing boundary
region where v = § = 0, i.e. a perfectly sharp interface, Eqs. (2.20) —
(2.23)) reduce to the ordinary Fresnel coeflicients, Eq. , as expected.

13



2.3. Plasmonics 2. Background

2.3. Plasmonics

The interaction between light and a non-sharp interface consisting of
metallic nanoparticles on a surface can also be described in terms of plas-
monics. Plasmonics or nanoplasmonics is the study of the interaction
between electromagnetic radiation and metallic nanostructures of sizes
much smaller than the wavelength [I1]. The name is derived from plas-
mon which is the quasiparticle resulting from the quantization of oscilla-
tions in a plasma. An example of such plasma oscillations is the collective
oscillations of the charge density in a metal.

This section is not meant to be a comprehensive review of the field of
plasmonics, but rather an introduction to some of the terms used in later
chapters. A thorough treatment of this subject can be found in several
textbooks, such as [11].

The combination of visible light and metallic particles of nanometer-size
leads to characteristic behaviours which cannot be reproduced at other
scales and spectral ranges. Nanoplasmonics can therefore be said to unfold
on a characteristic length scale between 2 and 20 nm [5]. This is due to
the strong frequency dependence in the properties of the materials, and
most of the physics in the interaction between the light and the metallic
islands is therefore contained in the complex dielectric functions of the
materials [12].

In later chapters, metallic island particles of different shapes and sizes
on a substrate will be studied. The plasmons excited in such nanoparticles
are so-called localized surface plasmons, since they do not propagateﬂ
These plasmons are quanta of the excitations of the conduction electrons in
the metallic island, due to the coupling with the electromagnetic field [I1].
The free electrons are periodically displaced from the ion lattice, driven
by the incident light. The displacement results in a build-up of opposite
charges on opposite sides of the particle, which leads to a restoring force
on the electrons. The result is a damped electron oscillator.

The frequency of the surface plasmon depends not only on the proper-
ties of the island material, but also on its size and shape and the proper-
ties of the surrounding material(s). An important property of the surface
plasmon is the so-called quality factor @, which is a measure of how many
oscillations the surface plasmon undergoes before it decays, and therefore
is related to the lifetime of the plasmon. The quality factor @@ can be
expressed through the real and imaginary parts of the complex dielectric

Unlike the surface plasmon polaritons (SPP’s), which do propagate.

14
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function of the metal in the following way [5]

Q= _ Relem] (2.25)

Im[e,,]

2.3.1. Plasmonic hybridization

When combining simple plasmonic systems into more complex ones, the
plasmon resonances of the new structure can be found by combining the
fundamental resonances of the individual parts, as demonstrated by [9].

The simplest example of this is the combination of a metallic sphere
and a spherical cavity in a metal into a spherical shell. Such a cavity
or void can also support a plasmon mode, very similar to that of a solid
spherical particle. It turns out that the plasmon modes of the combined
system can be found from a hybridization of the dipolar modes of the two
simpler systems. It can be shown [II] that the dipolar plasmon in the
metallic sphere will have a resonance frequency of

wp

Wep = —=,
Sp \/g

while the spherical cavity plasmon has a resonance frequency of

2
We = \/ng, (2.27)

where wp is the bulk plasma frequency of the metal. When combining the
two geometries, these two fundamental resonances will interact with each
other and split into two new plasmons, a low energy symmetric one (—)
and a high energy antisymmetric one (+), such that

(2.26)

E_ < Egphere < Ecavity < E4, (2.28)

where FEgppere and Eeqpiry are the energies of the plasmon in the original
metallic sphere system and spherical cavity system, respectively. This is
illustrated in Figure [2.2
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Figure 2.2: Schematic of the energy levels showing the hybridization of the di-
polar plasmons in the metallic shell system resulting from the in-
teraction between the sphere and cavity plasmons. The two shell

plasmons are split into a high energy antisymmetric mode and a low
energy symmetric mode. Figure from [9].
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3. Island geometry

In the previous chapter it was outlined how one can calculate the mac-
roscopic optical properties of a general boundary layer between two bulk
media, once the surface susceptibilities of that boundary are known. These
coefficients in general depend on the properties of the specific boundary,
and must be calculated for each individual case. In this and the following
chapter, a boundary consisting of a thin film of truncated and coated pro-
late spheroidal particles is treated, and the surface susceptibilities for this
system are calculated from the particle polarizabilities using a quasi-static
approximation.

The system considered in the following is depicted in Figure It
consists of a film of identical prolate spheroidal particles on a substrate,
with the symmetry axis of the particles perpendicular to the substrate.
The particles may have a number of concentric coating layers, and may
also be truncated by the substrate.

When calculating the surface susceptibilities of this boundary layer,
the assumption is made that the film of particles (or islands) is of low
coverage. This simplifies the problem considerably, since it means that
the polarizability of a single island can be calculated first, and then later
corrected for interactions with neighboring islands. The calculation of the
single island polarizability is performed in chapter

In this chapter the geometry of this single island system is studied in
detail, and concepts are introduced which will be needed when perform-
ing the calculations in the next chapter. In sections [3.1] and [3.2] prolate
spheroids in general and the prolate spheroidal coordinate system are dis-
cussed. In sections - some definitions and relations to be used in
later chapters are defined.

3.1. Spheroids

A spheroid is generated by rotating an ellipse around one of its axes.
Rotation around the minor axis yields an oblate spheroid, while rotation

17
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Einc

00000

Figure 3.1: Cross-section of the surface system. A flat substrate is covered by
prolate spheroidal islands with their axis of symmetry orthogonal to
the substrate. The density of islands is assumed to be low. The island
size is small compared to the wavelength of the incident light.

around the major axis yields a prolate spheroid. The equation describing
a prolate spheroid is
2,2 2
o +y z
+—=—=1 3.1
R, R (3.1)

where R is the semiminor and R, is the semimajor axis of the ellipse
(cf. Fig.[3.2)). The subscripts of these radii denote the fact that the prolate
spheroid in our system will have its symmetry axis (i.e. the major axis)
orthogonal to the substrate.

In order to define a spheroid, one needs two parameters. These can be
the two radii R and R, , but in many cases it can be advantageous to use
another pair of parameters. An important property of a spheroid is the
distance from the center to the two focal points, which lie on the major
axis of the rotated ellipse, i.e. on the axis of revolution of the prolate
spheroid. This distance, called the focal radius, is denoted by a in the
following, and is given by the two radii [13]

a=,/R® - R2. (3.2)

Another important property of the prolate spheroid is the so-called elong-
ation parameter &y, defined as

Go= Tk T (33)

a /P2 _ p2’
R7 R”
with 1 < & < co. A spheroid can now be defined by the two numbers
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3. Island geometry 3.1. Spheroids

a, &y, which leads to the radii

R, =a&

3.4
Ry =a\/& - 1. .

At the limits of the two parameters a, &y, the spheroid takes the form

&y — 00,a — 0,aép = R : Sphere with radius R

. (3.5)
& — 1 : Needle with length 2a.

The parameters a, &y are important when defining the prolate spheroidal

coordinate system (£,7,¢), which is used later. In these coordinates, £

is the ‘radial’ component, and a surface of constant & = &y is a prolate

spheroid with a &y of this value.

Ry = a&

(0,0,a)

z

Figure 3.2: Cross-section of a single prolate spheroidal island, truncated by the
substrate, including all important spheroid parameters. Here the
Cartesian coordinate system with origin in the spheroid center is also
specified.
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3.2. Prolate spheroidal coordinates 3. Island geometry

3.2. Prolate spheroidal coordinates

A coordinate system fit for the spheroidal symmetry of our system is the
prolate spheroidal coordinate system (£,n,¢). This is an orthogonal co-
ordinate system, similar in many ways to the spherical coordinates (r, 6, ¢).
The mapping from Cartesian coordinates to prolate spheroidal ones is
defined as follows

_ pLtp2
§= "5,
n= P12—P2’ (3.6)
a

¢ = arctan (Q) ,
x

where

pr = (z+a)?+ a2 +y2,
=G al + a7 4.
Here p; and py are the distances from a point (z,y, z) to the two foci lying
on the z-axis and ¢ is the angle between the z-axis and the projection of

the vector from the origin to the point (x,y, z) on the (x,y)-plane.
The values of £, n, ¢ have the following ranges

(3.7)

1 << oo,
—-1<n<1, (3.8)
0 < ¢ < 2.

The prolate spheroidal coordinates can be seen as a generalization of the
spherical coordinates (7,6, ¢). Whereas in spherical coordinates surfaces
of constant r are concentric spheres, in prolate spheroidal coordinates the
surfaces of constant £ are concentric prolate spheroids.

The transformation back to Cartesian coordinates can be performed
as follows

v = ay/ (@ 1)1 = 1) cos,
y=ay/(§ - (1 —1?)sin ¢, (3.9)
z = a&n.

It will in later sections be necessary to express the normal derivative at
the substrate surface in terms of prolate spheroidal coordinates. Since the
substrate is lying in the xy-plane, this corresponds to finding the derivative
with respect to z. This can be written in prolate spheroidal coordinates
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Figure 3.3: Illustration of the prolate spheroidal coordinate system in the zz-
plane, i.e. for ¢ = 0. Here the angle ¢ corresponds to a rotation
around z = 0. The red lines are surfaces of constant £ (denoted
by p in this figure), while the blue lines are surfaces of constant
v = arccos 7). Note that the red and blue lines are always orthogonal,
making the prolate spheroidal coordinates an orthogonal coordinate
system. Picture taken from [I4].

as
o _960 o 900

0z 020 9z0n 0209

0 (p1+p2\ O O (p1—p2\ O
‘m<2a>%+w<za>% (3.10)
_n(@-1D 09 £Qa-n7) 0

a(§2—n?)o¢  a(E—-n*)on

In any coordinate systems it is useful to know how an infinitesimal step ds
in an arbitrary direction depends on the coordinates. This is described by
the metric tensor, which in prolate spheroidal coordinates takes the form

ds? = geed€® + gpndn® + gppde’® (3.11)
where ds is a curve element and gee, gy, gpp are the diagonal elements of
the metric tensor. All off-diagonal elements of the tensor are zero because

the prolate spheroidal coordinate system is an orthogonal system. These

21



3.3. Truncation 3. Island geometry

elements are given by [13]
[0z 2 oy 2 0z 2_ 252—772
g&‘<&)‘*ﬂw>+<aﬁ'—“e—1
[0z 2 oy 2 0z 2_ 252—772
m=(a:) +(5) (&) == 12
o\ [oy\? [0z\?
e () ) () e v

3.3. Truncation

In order to completely specify the island in our system, we must also
introduce a third parameter. This is the so-called truncation ratio t,,
which determines where on the major axis the spheroid is truncated by
the substrate placed at z = d. The truncation ratio is defined as

L_d_d

Ry aéo

and is defined in the range (—1 < ¢, < 1). When (0 < ¢, < 1), the center of
the spheroid lies above the substrate, while a spheroid with its center below

the substrate (sometimes called a spheroidal cap), has (=1 < ¢, < 0). A
hemispheroid has a truncation ratio of 0.

(3.13)

3.4. Concentric prolate spheroids

The spheroidal nanoparticles of our system may have an arbitrary number
of coating layers with different properties. In order to simplify calculations
of the boundary conditions, these layers of coating will be treated as con-
centric spheroids. Concentric spheroids differs from concentric spheres by
the fact that it is not sufficient for the spheroids to have the same cen-
ter for them to be concentric. As is seen from Eq. , the parameter
a is a constant in the prolate spheroidal coordinate system. This means
that in order for us to treat boundaries between different coating layers
as spheroidal surfaces of constant £ in the same system of coordinates, we
must ensure that all these spheroids have the same focal distance a. An
example of concentric spheroids can be seen in Fig.

3.4.1. Numbering convention

In the next sections, the medium above the substrate (the ambient) will
be denoted medium 1 and the substrate medium 2. The numbering of
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>

v
z

Figure 3.4: Cross-section of S = 4 concentric spheroids, i.e. spheroids with a
common center and parameter a. The black dots indicate the position
of the focus points, which are common for all the spheroids 1-4.

other media will be based on the number of layers in the island. The
spheroidal interfaces between layers of the island will be assigned a number
s = 1,2,3,...,.5, where S is the total number of spheroidal interfaces.
Now s = 1 corresponds to the outer surface of the particle, while s = §
corresponds to the innermost interface. If S = 1, we have an uncoated
particle. The different media adjacent to s are now named according to
Fig. so that all odd-numbered media lie above the substrate, while all
even-numbered media lie below.

Each spheroidal interface s now has its own set of parameters R g,

R”,s, &o,s and t&s). The focus distance a is the same for all the concentric
spheroids, as mentioned above. By introducing a radius ratio

RLS
s = —— <1, 3.14
X =R (3.14)

where R ; is the semimajor axis of the outermost spheroid, one can ex-
press all these parameters in terms of this ratio and the parameters of the
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e

2s — 1
2s

2541
25+ 2

Figure 3.5: Hlustration of the numbering convention used in this text for different
media adjacent to the spheroidal interface s.

outermost layer. One then gets the following relations

RJ_,s = XSRJ_,I
Rys= /R, —a?=/(xsR11)*—a?
€0 = Ris  Xxsfia (3.15)
a a
(1)
t() = b
Xs

The geometry of our system can now be completely specified by the para-

0

meters a, §o,1, tr ~ and Xs.

The number of different regions N of our system depends on the trun-
cation ratio, since the substrate may or may not divide the spheroidal
interface s into two regions. From Egs. and , we see that if
tgs) > 1, or equivalently ys < t7(«1), the spheroid s is not truncated by the
substrate. If none of the spheroidal layers are truncated, we have S + 2
media: One for each layer, in addition to the ambient and the substrate.
If all spheroids are truncated we get two different media for each layer,
i.e. 25 4+ 2 media in total. Hence, the total number of regions N lies

somewhere in the range S +2 < N <25+ 2.
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3.5. Transformations between z-shifted
coordinates

In the calculations of the potential in the different regions, a few differ-
ent coordinate systems will be used to account for multipoles in different
positions. All coordinate systems, however, will be prolate spheroidal co-
ordinates with the same parameter a. The only difference is the position
of the origin, which for all coordinate systems will lie on the z-axis.

In order to be able to express the solutions in terms of one set of
coordinates, we therefore need a mapping between two prolate spheroidal
coordinate systems (£,7, ¢) and (¢, 7/, ¢’) where the latter has been shifted
a distance Az along the z-axis. The two first coordinate transformations
can be written as the functionals ¢'[Az,a](&,n) and 7'[Az,a](€,n), while
for the last coordinate we have ¢ = ¢'. From [7] we have

(Az)? 2Az n?

262 at n £2

Az)2 2A 2\
+ [<1+ (a2?2 = 2a5277+ 1572> (3.16)

4 (Az 2%%
e (%) ]

_AZ> {1 (Az)*  2Az P

gl[Az7 a]({, 77) - ;\/ﬁg{l +

n'[Az,d)(&n) = V2 (77 + 2 ag n &

(Az)2 2Az n? 2

4 (Az 2%_%
e (%) ]

a& B

25



26



4. Polarizability calculations

In order to find the surface susceptibilities of the film of prolate spheroidal
islands, we first need to find the polarizability of a single island. It turns
out that in the limit of small islands, compared to the wavelength of the
incident radiation, this is equivalent to finding the electrostatic potential
in all regions inside and around the island.

The system treated in this chapter is depicted in Fig. Note that
the parts of the spheroid below the substrate are treated as separate re-
gions with individual dielectric functions (w). In many real systems these
regions are either part of the substrate or the island, but as will be clear
in later sections, it is convenient mathematically to treat them as separate
regions. In an actual system, they can later be made a part of e.g. the sub-
strate simply by setting £(w) in all regions below the substrate boundary
equal.

In sections - the potential problem is solved using a multipole
expansion in the quasi-static limit. The multipole expansion coefficients
are then used for finding the island polarizability and subsequently the
surface susceptibilities in sections and

4.1. Laplace’s equation and boundary
conditions

Since the size of the islands is assumed small compared to the wavelength
of the incoming light, one can treat the incoming radiation as a homogen-
eous field and neglect retardation effects, i.e. consider the propagation of
the field to be instantaneous over the region in question. This is called
the quasi-static limit, and lets one describe the system using electrostat-
ics. By removing all time derivatives, and also assuming no free charge or
current present, the two first Maxwell equations can be written

V-D=0, V xE=0. (4.1)
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Figure 4.1: Cross-section of a single island with one coating layer, i.e. S = 2.
All regions are assumed to have their own dielectric function e (w).
The multipole expansion points p and g are placed on the z-axis,
equidistant from the substrate at z = d.

The electric field E can in electrostatics be expressed from the gradient of
a scalar potential v

E(r) = —Vi(r). (4.2)

By noting that E = D /e and inserting Eq. (4.2)) into Eq. (4.1), we get the
Laplace equation for the electric potential

V23)(r) = 0. (4.3)

Eq. has infinitely many solutions, but combined with a set of bound-
ary conditions, there is one unique solution for our system, as dictated by
the uniqueness theorem [10].

The boundary conditions for the potential ¥ (r) on the interface be-
tween two media (denoted by + and —), which follow from Eqs. and
, can be expressed like this

Ye(rh) =p_(x7), (4.42)
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(@) ths (%) = () (), (4.4D)

Vre aQ+_.

Here 4 (w) are the dielectric functions for medium + and —, 994 _ is the
interface between medium + and medium —, r* is a point on the interface
just inside medium + or — and % =n-V is the normal derivative at the
interface.

Another condition is the requirement of a finite-valued potential ¥ (r)
everywhere, i.e. that
[(r)] < oo, Vr. (4.5)

This means that we in particular must ensure that the potential is finite
when r = 0 and as r — co.

4.2. General solution of Laplace’s equation

It turns out that Laplace’s equation is separable in prolate spheroidal
coordinates (defined in section [3.2), with the following complete set of
functions as solutions [7]

Pi(x) = PP (€)Y (arccos 1, ) (4.62)
P (x) = QP (€)Y (arccos , ) (4.6b)

£=0,1,2,..., m=0,£1,42,... £ £.

Here P;*(£) and Q}'(§) are the associated Legendre functions of first and
second order, respectively. The first order functions P;"(§) are given by

2 _ 1\ym/2 +m
=SS () @-nt e

and has the symmetry property
P[M(=€) = (=) P(E). (4.8)

The second order functions Q}*(&) are given by

= S (@) (e

“(E59) () )
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for 1 < ¢ < oo and m > 0. For m < 0, one has the relations

! —m
P (&) =(-1) mpg (€
Com (4.10)
Q7' (&) Em@g (&)
The spherical harmonics, Y;™(arccosn, ¢), are defined as
14 £ —m)! -
Y, (arccosn, @) = \/(2 4;’;&& m;'n) (=1)™ P (n)e™?, (4.11)

where, again, P;"(n) are the associated Legendre functions of first order,
as defined by Eq. (4.7)). For the spherical harmonics we have the orthonor-
mality relation

21 1
/ qu/ d¢ [Y;" (arccosn, ¢)]* YZW,(arccos 1, 0) = 000 Oy, (4.12)
0 -1

where the asterisk denotes a complex conjugation and ¢ is the Kronecker
delta. Another useful relation involving spherical harmonics is the follow-
ing:

2w
| a0 arccosn. o) Vi arecosty 6) = b G PP )P ()
(4.13)
This follows from the orthogonality relation

2
/ de =" = ong, . (4.14)
0

Here the quantity (;j, is introduced, which is defined as

m 1 [(204+1)(20 +1)(£ —m)!(' —m)!
C“’Zz\/( )((um))!&%f)f = (4.15)

From Eq. (4.8]) we see that the spherical harmonics Y™ have the following
symmetry in the coordinate 7

Y7 (arccos(—n), @) = (—1)*™Y" (arccos n, 6). (4.16)
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4.3. Multipole expansion of the potential

Since we are interested in the potentials far from the substrate relative to
the size of the islands, it is convenient to express the potential as a multi-
pole ezpansion [10] in terms of the complete set of solutions in Eq. (4.6). In
aregion & < £ < & without any sources, the general solution of Laplace’s
equation in prolate spheroidal coordinates can now be written

W(r) = Ap Z7 (€, a)Y]" (arccos , ¢)
fm N (4.17)
+ > B X{'(§, a)Y{" (arccos 1, ),

Im

where Ay, and By, are the so-called expansion coefficients and 0 < £ <
00, —¢ < m < (. For convenience the following functions have been
introduced here

X (¢,a) = imwa@?(é), (4.184)
ZpM(&a) = ma“%”(f), (4.18b)

where the double factorial is defined as follows

1-3-5-...-(n—2)-n forn odd
n!l=424-6-...-(n—2)-n forneven (4.19)
1 for n =0, —1.

It can be shown [7] that in the long distance (and spherical) limit (§ — oo),
the functions X;*(&,a) and Z;*(§, a) become

)A(;g”(f,a) ~ (€a)’ ~r" for &€ = o0

Z5Ea) ~ (€a) T~ for € — o0 (4.20)
These functions thus describe the ‘radial’ part of the solution, in analogy
to the radial part of the general solution in spherical coordinates. The
response of the island can now be described by a multipole placed on the
z-axis somewhere inside the island. This multipole is denoted by p in the
following, and its position in the main coordinate system with origin at
the center of the island by P, = (0,0, 41.), where p, can be both positive
and negative.
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In order to model the interaction between the islands and the substrate,
the method of images [10] is used. The potential due to the induced
charge distribution in the substrate is then described by placing a second
image multipole below the substrate, at the position of the first expansion
point, mirrored over the substrate. This multipole is denoted by [, and
is positioned at P; = (0,0, ) = (0,0,2d — p) in the main coordinate
system, where the substrate is placed at z = d.

Figure 4.2: The four different coordinate systems used in the calculations. The
main prolate spheroidal (£, 7, ¢) and cartesian (z,y, z) coordinate sys-
tems have their origin in the center of the island. The two other

spheroidal systems (&,,7,,¢,) and ({z,7s, ¢5) have their origin at
the positions of the island (u) and image (f) multipoles, respect-
ively. Note that since all three spheroidal coordinate systems share
the same z-axis, ¢ = ¢, = ¢p.

In addition to the main coordinate system (&, 7, ), we now have two
additional prolate spheroidal coordinate systems (&, 7, ¢,) and
(&a, M, ®p) centered at the expansion points P, and P, respectively.
These three coordinate systems, which all have the same parameter a, are
shown in Figure Using the functionals in Eq. and Eq.

introduced in section these coordinate systems can be related in the
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following way

§u = E'[Az = pz,al(€,n)

p=¢&[Az=2d— p,a](&n)

Nu = 1'[Az = piz, a] (€, m) (4.21)
Na = 1Az = 2d — p, al(§,m)

¢u = ¢ﬁ =¢

4.4. Potential in different regions

Since the Laplace equation is homogeneous and linear, we can con-
struct linear combinations of solutions that are also guaranteed to be solu-
tions. In order to find the potentials in the different regions, we therefore
need to sum up the contributions from the island multipoles, the image
multipoles and the incoming radiation in each region. This will satisfy
Laplace’s equation, but in order to also satisfy the boundary conditions
in Eq. , we need to determine the coefficients in front of the different
contributions in all regions.

By noting that solutions on the form of Eq. are singular in the
origin (i.e. for £ = 1), we can conclude that the potential in regions con-
taining the origin cannot be represented by these solutions. Solutions on
the form of Eq. satisfy the Laplace equation in the origin and every-
where else, but do not approach a finite value as £ — co. These solutions
can therefore not be used in regions where £ is unlimited, that is, in the
ambient (region 1) and the substrate (region 2).

For the regions below the substrate, there are no contributions from the
image multipoles, as dictated by the principles of the method of images;
Image charges do not contribute in the region where they are located [10].

We can now write up the expression for the potential in the ambient,
by adding the contributions from the incoming field, the induced charge
distribution in the island and the image multipoles in the substrate. In this
region £ is unlimited, so only solutions that approach zero as £ — oo are
acceptable. We can therefore conclude that the second sum of Eq.
is zero, and the potential takes the form

/

Y1(r) = Yine(r) + Y AG) Z7 (€, a) Y (arceos ny, ¢,)
, tm (4.22)

+ Z AS%Z}”(@—“ a)Y," (arccos ng, ¢p)

Im
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Here the term ;,.(r) denotes the potential corresponding to the incident
radiation. Agﬁ and flg}b are the expansion coeflicients corresponding to
the island multipoles and image multipoles, respectively. The prime above
the summation symbol indicates that the ¢ = 0 term is excluded from the
summation. This is due to the fact that there are no free charges in the
system [7].

Similarly, in the substrate the potential can be written in the following
way, with contributions from the island multipoles and the incoming radi-
ation. In this region too, £ is limitless, so only the first sum in Eq.
is a valid solution. Note that the image multipoles are not part of the
solution here,

’

Ya(r) = Yee(r) + > AP Z7 (€, )Y (arccos 1, 6,). (4.23)

Im

Here the term ¢, (r) corresponds to the incident radiation, transmitted
into the substrate.

The potential inside a coating layer above the substrate will have con-
tributions from both the island multipoles and the image multipoles, and
since 1 < & < & < & < oo, all the terms in must be used for both
multipoles,

Ps(r) =y +ZA 27" (&, @)Y{" (arccos 1, d)

Z B(3 XE é,uv ) (arccos Um ¢,U«)

+ 3 AP Zp (€q, ) Y7 (arccos 1, ép)

Im

(4.24)

+> B X1 (€, a) Y™ (axceos ng, dp).-

Im

Here w[()3) is a constant.

In the innermost region of the spheroidal island, above the substrate,
only solutions on the form of the second sum of (4.17) can be used, since
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4. Polarizability calculations 4.5. General expressions

Zg”(ﬁ ,a) diverges in the origin,

Us(r) =8 + 3 BY X7 (6, a) Vi (arccos iy, dy)
tm (4.25)

—i—ZB Xe (&a, @)Y, (arccos ng, ¢p)-

Expressions for the potential in all other regions could also be written
up, in the same was as is done for these four regions. It is, however, more
convenient to use a general expression for the potential in any given region.
This is found in the next section.

4.5. General expressions for the potential

Using the numbering convention introduced in sectlonm 3.4| (cf. Fig. . the
potentials in the different regions can now be written in a more general
form. Using this convention, all regions above the substrate are odd-
numbered, while all regions below the substrate are even-numbered. We
therefore get the following expression for the potential in region i above
the substrate:

i(r) =6i,1¢im(r> + )

+ Z [ ZZ f#v ) + Bég)?é”(gma)} Y, (arccos 77u7¢u)

+Z[A Z{" (€. @) + Bl X7 (€5, )| Y/ (axecos 1z, 0).
(4.26)

For a region below the substrate we get

Yip1(r) = 610 (r) + zﬁ(()i“) - Z [ Z—H)Zé s a) (4.27)

B(ZJrl Xe (&us )} " (arccos 1y, dp),

with ¢ odd. Here the terms g are constant terms, and the prime above
the summation still indicates that the £ = 0 terms are excluded.

In order to completely specify the system, we now need to determine all
the unknowns in these two expressions, i.e. the incident and transmitted
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4.6. Substrate boundary conditions 4. Polarizability calculations

potentials ¥inc(r) and ¢, (r), the multipole expansion coefficients Ay,
By, Ao and By, in all regions and the constant term 1) in all regions.
This will be done in the following sections, by enforcing the boundary
conditions on our system.

4.6. Boundary conditions at the substrate
surface

At the substrate surface, we have interfaces between all media i above the
substrate and ¢ + 1 below the substrate (with ¢ odd). Here the bound-
ary conditions given by Eq. must be fulfilled, i.e. the potential and
its normal derivative times the permittivity must be continuous at the
interface.

By inserting the potentials in Eqgs. (4.26) and into the first
boundary condition, Eq. , the following relations between the coef-
ficients are found [I]

1/}(()1'—&-1) _ w(()i)

AP = AD) 4 (A (4.28)
B — B (—1yttmBl)

By inserting the potentials in Eqgs. (4.26)) and (4.27) into the second bound-
ary condition, Eq. (4.4b)), while using Eqgs. (3.10) and (4.16), it can be

shown [I] that the following set of relations for the coefficients also holds

EZA(Z) — €i(—1)€+m¢i§2 = 6@+1A(i+1)

tm tm
: i . (4.29)
5132:7)1 — Ei(—l)”m[)’é;)l = €i+1Bé:;_1).

When combining the results in Eqgs. (4.28)) and (4.29), we can now express
all the unknown multipole coefficients in our system in terms of Ag% and

B (with i odd):

i+1 2e; i i
7 i+1
it1 2¢; ) i
B =—""_B" = 7B}
€t Citl (4.30)
no t+m€i ~ €i+l 4 () 2+m (2)
‘Aﬁm ( ) g + €it1 m ( ) m
(1) _ t+m€i T Eil () 24+m (2)
= (-1 S 3] = (-1 By,
Bfm ( ) € + €itl m ( ) R m
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Here the following coefficients have been introduced

& T &4l

g =4

€+ E&i+1
26Z'

)

€+ E&i+1

(4.31)
Ti =

which are recognized as the usual Fresnel coefficients.

The expressions for the potentials above and below the substrate can now
be rewritten in terms of the two remaining unknown coefficients A( ) and

BéQL (with odd 7). In region i above the substrate we now have

i(r) = 03 1Vine(r) +1/J +ZA [ZZ (€u, @)Y, " (arccos 1y, ou)

+ (_1)€+leZgn (fﬂ’ a)}/'zm(arCCOS Ny (bﬂ)} (4 32)

/

+ 3 B X7 (€ @)Y (arceos 1, 6)

Im

(=) R (€, @)Y (arceos 1, b))
In region ¢ + 1 below the substrate we have
Yip1(r) = 6; 1¢tr( ) + @ZJ(()HI)

+7'Z[ emZé (&usa )+B()X€ (&usa )] " (arccos 1y, ¢p)-
(4.33)

4.7. Boundary conditions at the spheroidal
interfaces

As mentioned in section[3.2] in spheroidal coordinates, a interface between
two spheroids is a surface of constant £. In our systems there are spheroidal
interfaces between the ambient and the outermost layer of the island,
between the substrate and the outermost layer of the part of the island
buried the substrate, and between possible internal layers of the island.
We now denote the spheroidal interface s, i.e. the spheroid of constant
0,5, by (Os. If this spheroid is truncated by the substrate, it will have
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4.7. Spheroidal boundary conditions 4. Polarizability calculations

two parts, one above the substrate boundary and one below. These parts
are denoted by Ng and Ug, respectively. We can now write the angular
integration over the surface in terms of the operators

/ dQ:/ dQ+/ dQ. (4.34)
OS ms US

In prolate spheroidal coordinates, these terms can be written

1 27
/ dQ:/ dn/ do
Os -1 0

tsns) 21
/ dQ = / dn / dé (4.35)
Ns -1 0
1 2
/ aQ = / dn / do
Us ) 0

4.7.1. Weak formulation of the boundary condition

The boundary conditions in Eq. should in principle be satisfied at
any interface between two media. For the spheroidal interfaces, however,
it is more convenient to apply the so-called weak formulation of the bound-
ary conditions [7]. These exploit the fact that at a spheroidal surface, the
spheroidal harmonics Y,;™ (arccos 7, ¢) form a complete orthonormal set of
functions of n and ¢. The new boundary conditions are found by mul-
tiplying the boundary conditions in Eq. by the complex conjugate of
the spherical harmonics used in the general solution, [Y;"(arccosn, ¢)]*,
and performing an angular integral over the spheroidal surface. For the
interface s, we then get from boundary condition

/ﬂ dQ [Y;™ (arccosn, @)™ {¥as—1(r) — w28+1(r)}|£:§ms

+ /U dQ [Y;" (arccosn, @)™ {has(r) — ¢2s+2(r)}}§:50’5 (4.36)

=0
V s=1,2,3,..,8: £=0,1,2,3,.... m=0,4+1,42, ..., +0.
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4. Polarizability calculations 4.7. Spheroidal boundary conditions

Similarly, we get from boundary condition (4.4Db)

/ dQ [V, (arccosn, ¢)]* {(;95 [€25—1125—1(T)]
MNs
0
=0 pirn, <r>]}]
aé. 25+1%2s5+1 525075
. (o
+ [ o accosn o) { 5 Eactan(r) (437
0
=0 e iatne <r>]}]
ag 25+2W254+2 525075

=0
vV s=1,2,3,...,8; £=0,1,2,3,...; m=0,£1,4+2, ..., +¢.
The requirement that the integral of the potential difference times a test
function over a surface is zero, is of course a weaker requirement than

having the potential difference equal to zero at all points on the surface.
Hence the name of the weak formulation of the boundary conditions.

4.7.2. First boundary condition

In the following calculation, more convenient dimensionless versions of the
functions X;"(&,a) and Z;(&,a) are introduced, which are distinguished
from the previously defined versions by the lack of the parameter « in their
parameter list:

X6 = X7 (¢ a)a™ (4.38)
Zp(€) = Zp (&, a)a" . (4.38b)
Using Eq. , the following integrals can now be defined
~ 72 ~
Viorlkz, €l(msm2) = /m dn By (n) P (s (&, m) 26" (6x(€,m)),  (4.39)

and

Wipleesblmem) = [ Pl ER (€ )P €6 (440)
m

Here & is used as a placeholder for one of the multipole expansion points
nor [i.
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4.7. Spheroidal boundary conditions 4. Polarizability calculations

It may be shown, using Egs. and (| - ) that

m 2w ~ /
/ dn/ do [V (arccosn, @)|* Zi (&x, @)Yy (arccos )y, ¢x) ‘§=§0 .

1 0 ;
—0' =11,

= 5mm'%a VKZ} ["fz: fO,s] (771, 772)7

and similarly, using Eqgs. ) and -

(4.41)

2 2 ~._ 7 ’
" [ ao 1 accosn, o)) K (60, a) 2 (axccos e, ),
m ’

= 5'mm’<2n€’ aﬁl WZTZ [Hza EO,S] (771, 772)
(4.42)

For the constant terms, one may, by noting that 1 = 2ﬁY00 and using
the orthonormality of the spherical harmonics, write

1 2
/1 dn ; de [V, (arccosn, d)]" Yo = 2¢/T00000mo- (4.43)

The general form of the potentials in Eqs. (4.32)) and (4.33 - are now inser-
ted into the first boundary condition in Eq 6f) while using the relations

in Bqs. (f.41), ([@.42) and (Z.43). The Ag?j;” AE,QST Y BRE and BESHY
terms are then collected, and by introducing the abbrev1at1ons Z and K

Ty (e, 60) = €6 1 [Vw [, &) (=1, 8:) + (=) TRV i, o) (1, 1)
+ ToVi s ol 1>} ,
(4.44)
Ko (1, €0) = & [ Wil €0l (=1, 1) + (= 1) " RaWip [, §0)(~1, )

+ Wi [, €ol k1),
(4.45)
it can be shown [I] that the first boundary condition, Eq. (4.36)), can be
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4. Polarizability calculations 4.7. Spheroidal boundary conditions

written as

2/ — S 006m0

t(l)
+ 651 /

2T
vaa [, o0 [ A0 anccosn, o) vl m )] g,

2w
an [ a6 1 arecos . o) vinc(€0.0)|e_g,,

m —Lb — (2s—1 2s—1 s
+ Z iR’ 1[ )Iw( )( ), &0.4)

£'=|m|

_ A(/28+1)I;n£/(28+1) (t(s)’ & s):|

(4.46)

- Z CwRe[ 2{; ) M(Qs D), )

U'=|m|
. Bél25+1)Kal(2s+l)(t(s) 5 75)]
=0.

Here it was also used that R, = a&.

The weak formulation of the first boundary condition for the spheroidal
interfaces has thus been reduced to a set of linear equations in terms of

the two unknown multipole coefficients AEZ and BéQL (with 7 odd).
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4.7. Spheroidal boundary conditions 4. Polarizability calculations

4.7.3. Second boundary condition

The weak form of the second boundary condition in Eq. (4.4b) on the
spheroidal interfaces can be written

[ o ccosn o { 5 v )
- 865 [€25+1%2441(T)] }L:&o,s

+ [ (accosn, o { 5 Eata(r) (4.47)
0

— o7 [E2s420242(r)] }'

aé_ £:§0,s

=0
V os=1,2,3,...,8 £=0,1,2,3,..; m=0,+1,+2, ..., £/

Using the previously defined integrals in Eqs. (4.39) and (4.40) and the
relation in Eq. (4.13) we find that

[ an [ ao v arecosn, 01" 2 { 78 ¥ Gorecosnes) |

m 0 &=

m o —p — 8 Trm
Y T
(4.48)
and

[ an [ asprecosn o) LR € v Gareeos e, )|

m 0 §=%o0

’ 8 Irr
= (CRat =W .
= S i@ %{Wez [Hz,é}(m,m)}’g:&
(4.49)

Here k again is a placeholder for one of the multipole expansion points p
or [i.

The expressions for the potentials in the different regions found in
Eqgs. (4.32) and (4.33) can now be inserted into Eq. (4.47)) while using
Eqgs. (4.48) and (4.49). By collecting the AE,ZSJU, Agfrjl ) Bé,z;;l) and
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Bé?:,rl) terms and introducing the abbreviations

Tt 0) = 6§ g { T L0}
Y meR (R L @)
Fen T T 0} _ |
and
Ew (tr,60) = &* [ei;g{Wﬁ[u’g](_l’t”}‘ézio
+(—1)£l+m5iR§§{WM’[ 5](—17757')}‘5:50 (4.51)
T s

it can be shown [I] that the second boundary condition, Eq. (4.37)), can
be written as

8151/

+ouc | L / " 46 7 (arccosn, o)) {wten ol

Hey

dn/o27r d¢ [Yem(arccosn,@] 8§{¢mc<f n, ¢)}‘§:§0’1

=801

+ Z C[?Z’nglil |:A2/28 1) %TZ(QS 1) ( $~ ),5073)

0'=|m|

A e 6]

+ Z CM/RK[ - Mf(2s_1)(t7(~s)afo,s)

£'=|ml|

B 6]

T

=0,
(4.52)

where it again was used that R = a€.

The weak formulation of the second boundary condition on the spheroidal
interfaces has now also been reduced to a set of linear equations in terms
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4.8. Incident potential 4. Polarizability calculations

of the unknown multipole coefficients Aéln)l and Bé;)1 (with ¢ odd). In order
to have a fully determined system, we now only need expressions for the
potentials corresponding to the incident and transmitted field, i (€, 7, @)
and ¥ (€, m, ¢). This is treated in the next section.

4.8. Incident potential

The incident electric field, which is assumed to be homogeneous (cf. sec-
tion , can be written in Cartesian coordinates as [7]

EO = [EO,xa E(),y, E(),Z} = E() [sin 00 COSs (;50, sin 90 sin qbo, COS 00] . (453)

where 6y is the angle between Eg and the z-axis, and ¢g is the angle
between the projection of Eg on to the substrate and the z-axis. Note
that the angle 6y is not the same as the angle of incidence 6; seen in

Figure [.1]

For an incident wave with angles of incidence 6; and ¢;, polarized or-
thogonal (s) or parallel (p) to the plane of incidence, one finds the following
relations for the angles 6y and ¢g:

s-polarization: Oy = /2 for all 6;
Joit+m/2 if ¢y < 3m/2
bo = {qbi —3m/2 if ¢ > 37/2

p-polarization: Op=7m/2—0; for all 6;

¢0:{7T—¢Z' if ¢; <m

(4.54)

¢i—m if ¢; > .

Here it has been used that 6; € [0,7/2] and ¢; € [0,27), which ensures
that the incident light source is located above the substrate. This also
ensures that 0y € [0,7/2] and ¢¢ € [0, 27).

In prolate spheroidal coordinates, the potential corresponding to this in-
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cident field can be written [7]

Qpinc(r) = - EO - r

= 2 - VaB R ¥ axceonn, 0
+ (Eo — iEo,) X} (€, @)Y (arccos 7, ¢)
— (Eoz + iEO,y))N(fl(‘f, a)Yfl(arccos n, qb)] (4.55)

2 ~
=4/ ?WEO [ —V2cos 0o XV (€, a) Y (arccos 1, ¢)
+ sin fpe "0 X (¢, a)Y{ (arccos 7, ¢)
— sin 906i¢0)N(1_1(§, a)Yl_l(arccos 7, gi))} )

The incident radiation is partly transmitted into the substrate. The cor-
responding potential can be written in prolate spheroidal coordinates

Yu(r) = 9 + 1 X7 (€, )7 (arccos , ¢) + 2 X1 (€, @)Yy (arccos 1, )

+ 03)?1_1(5, a)Y;  (arccos n, ¢),

(4.56)
where 1)’ ¢, co and co are constants. Using the boundary conditions in
Eq. at the interface between the ambient and the substrate at z = d,
it can be shown that [7]

£9 ? £2
o\ 3
2
o= () = ()
(4.57)
7 3 27 2 ;
cg = — <3> (Eo + 1Eoy) = —Ep <3> sin fpe’?
W = —d(l _ €1>E07Z =Ep (51 — 1>dcosé?0,
£9 €2
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and the potential corresponding to the transmitted field becomes

€1

Y (r) = Ey ( — l)dcos 0o

€2

2 -
+ 4/ ?ﬂEo [ ~ L\ cos 00X (€,a)Y (arccosn, ¢)
€2

+ sin 906_i¢0)?11 (€,a)Y{ (arccosn, @)

(4.58)

— sin 906i¢0)~(f1 (&, )Y, (arccos 7, qﬁ)]

In the next calculations, the following integral abbreviation will be intro-
duced

72
Qe (m,me) = [ P (n) Py (n)dn, (4.59)
m

which can be shown, using Eqgs. (4.12)) and (4.13) to have the following
orthogonality property

1
(5[@/ 2(€—|—m)‘
m(=1,1)= [ P"(n)Pl(n)dn = = Serr, (4.60
Q11 = [ PrePRan =T = T e, (460)
which gives

Oppr
QU (—1,t8)) + QU (¢, 1) = QU (—1,1) = C‘% (4.61)

ol

The integral Q7 (n1,12) is not to be confused with Q}*(£) defined in sec-
tion which is the associated Legendre function of the second kind.

The integral terms containing the incident and transmitted potentials
in Egs. (4.46) may now be calculated using the expressions in Eqgs. (4.55)),

and (4.59):

)

2
dn [ 40 137" arccos . 6)] bl 1.0 g,

—1
2 >
- ?an{ — V208 000moC X7 (£0,1)Q% (—1,887) (4.62)
+ sinfpe 08,1 Ch X1 (€0,1) Qb (—1, 1)

— sin 906i¢°5m,71C[11)~(f1(fo,l)Qzll(—la tgl))] ;
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1 2
/tﬁl)dn/o de [Y;" (arccos 1, ¢)]* (&, 1, ¢)‘5:€0,1

= \/%Eo cos B [\/3(? - 1) d(?Ong(tp), 1)
2

8 ~
- a2 K& QA (. 1) o (463

2 . —q nd
/5 Boal sinfoe™ 6,0 ¢4 X} (60.)Qh (1. 1)

— sin e 8,1 G X7 (€0,0)Q5 (1D, 1),

Combining these results, while using Eq. (4.61) and the fact that a =
Ry &, Sl and d = fns)R | ,s for all s, gives the following equation

)

2
an [ a6 [V arecosn. o) vic(€m.0)| g,

-1

1 2T
- /tgl) dn/o d¢ [Y'@m(arccos m, ¢)}* zﬂtr (57 n, ¢) ‘5:5071

[4m 181 =
= —RJ_J ?Eo COSH(){ O%AX?(&)J)dﬂ
I €2
4.64
# (2= 1) [VarOchQh(-1.60) o

€2

- 5&11481)2?(50,1)6221(—1, tV) — \/3757(})540} }5mo

27T _ . —q i
+ Ruay| 5o} [ sinboe™ X} (€0,1)0m

— sin 006i¢0)?f1(50,1)5m,—15z1] :

Similarly, we have for the integral terms containing the normal derivatives
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of the incident and transmitted potential in Eq. (4.52)),
(1) 2
[ an [ as tiarecosn. o 2 {vmeten 0}
0 o

/2 X0
= 7ran{ —V2cos Hoémofgla L(¢) ‘
3 08 £=£o,1

§=%0,1

Q?l(_L tg’l))

- (4.65)
+ sin Ope 106, 1 —2 (©) ‘ Q%l(—l, t7(~1))
9¢ §=8o0,1
o1
it R Qi1
9¢ £=80,1
and
1 2T
Jin [ a0 recosn. o Se{wten o},
0
=/ 27ran{ — V22 cos 000moCi 0X] (5)‘ QA (1M, 1)
3 £2 9¢ §=8o0,1
0% ‘ (4.66)
+ sin 906—i¢05 C£11 f)‘ Qm( (1) 1)
9¢ =801

— sin 906i¢0(5m7_1€£_11 a)%é@‘

Qut (Y, 1)}-

=801

Combining these, we get

ey
“ / BT

+ e /t<1) dn /O27r dg¢ [V, (arccosn, ¢)]* §{¢tr(€ 7, ¢)H

4w _ X0
= —RJ_71€1 ?E()fo’ll COS (90 al(g) ‘ 5m05€1
& le=ton
/2 L ox1 4.67
+Ry iEofoj sin fpe %0 L al(g) ‘ ( )
3 3 §=€0,1

x <<51 - 82)@11@%1(—1:751(})) + 526@1>5m1

/2 L 0X!
~ Ry, iEofo_j sin goewoal(f)’
3 9¢ =801

X ((51 — &) Q' (-1, ) + 52561)5

an [ o arecosn. 61 {0 |

§=€0,1

§=€0,1
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4.9. Linear set of equations for the potential
expansion coefficients

The integrals containing the incident and transmitted potentials in the
ambient and substrate have now been expressed in terms of known quant-
ities, and their expressions in Egs. (4.64)) and (4.67) may be combined with
the results found in section [£.7, We then get the following linear set of

equations for the unknown multipole expansion coeflicients Aéizl and Bé?f

Z CMR_g 2[ (/25 1) KE/(2871)(755‘S)’§075) —A(ZSH)IM,(QSH)(t(S) 578)]

U= Iml

+ Z GRS [BET I TV (19, €0.) — Bon I D (9, 0,)]

t'=|m|

4 €
= 0s14/ 3 EoCOSQO{ 01 1X1(§01)5z1

+ (2= 1) [Va a1 e0)

€2
—5&%(?1)??(50,1)@21(—1,tﬁl)) V3t 520}}7710
2 1T . b S
— Sy 5 Eoéat | sinoe ™% X} (60.1)0m1 0

—sin Hoeid)o)?l_l(fo,l)ém,—l(sél] . 7{1/}025 1) w(()Zs-i—l) }5505m0

Vs=1,2,..,8 £=0,1,2,... m = O,il, 1£2. .., L,
(4.68)
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and

Z %/RL@;, [ (25— l)jw 2871)(157{8),60,3) 2s+1 jw m(2s+1) (t(s & S)]

f’:\m\

Y R B ) - BRI 60

'm
¢'=|m|

_ /4 dX?
= 581E0£O,% {61 ?ﬂ— COS 9081(5)‘ 5m06€1
3 §=€o1

/2 X}
g sin fpe Mboalg(g) L:&M (( )CZIQZI( ) + 62(5@1)(5
[om . OX[! o

+ ?ﬂ sinfpe ¢°(19§(§)L€071 ((51 —2)(' Q' (—1, M)

+ 825121) 5m,1}

Vs=1,2,...,5 £=0,1,2,...; m=0,+1,4+2, ..., +L.

(4.69)
From the above equations one can now make a couple of important obser-
vations. First, there is no coupling between m-values, therefore a system
of equations can be set up for each m separately. This is due to the rota-
tional symmetry of our system around the z-axis. Second, the right hand
sides are only non-zero for m = 0, -1, because the potential corresponding
to the incident electric field only has non-zero terms for these values of m.
Hence, all A%}I and Blg;)L with |m| > 1 are independent of Ey. If Ey = 0,
the potential must be homogeneous, since we have no net charge in our
system, and all expansion coefficients are therefore zero in this case. Since
the expansion coefficients with |m| > 1 are independent of Ej, these must
thus be equal to zero in order to fulfil this requirement. We can therefore
conclude that

(z) (1) _
Ap = By, =0 (4.70)
for \m| > 1

It turns out that only the system of equations for m = 0 and m = 1
are actually needed. This is due to the fact that the matrix elements
are symmetric to a change of sign in m, and the coefficients for positive
and negative m are therefore equal, except for a phase factor [7]. We can
choose to use m = 1, and the system corresponding to m = —1 is then
redundant.
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In order to ensure that the potential is finite everywhere, some of the
expansion coefficients must be set to zero immediately. In particular, this
is the case for A, in regions where { — 1 and By, in regions where
& — 0o. We therefore have

Az <
" (4.71)
B, =0

where the numbering convention introduced in section is still used,
such that medium 25 + 1 is the innermost medium above the substrate,
i.e. the medium containing the expansion point. Note that there is not a
single point where £ — 1, but rather a line of length 2a along the z-axis.
In theory, the multipole expansion introduced contains an infinite num-
ber of terms. In practice, however, we must truncate this infinite sum at
some point in order to solve the system numerically. We must therefore
introduce a multipole order M and in the following neglect all multipole
coeflicients A%n and Blﬁf}n with ¢/ > M. We will then have 4M unknown
coefficients for each s. In order to have a matching number of equations
for these unknowns, ¢ must also have the same restriction, i.e. £ < M.
Because there is no net charge in the island, the multipole coefficients
are all zero for ¢/ = 0. We can therefore solve the system of equations for
the unknown coefficients by considering the cases 1 < £ < M, and treat
the set of equations with £ = 0 as a separate case. For ¢ > 1 the set of
equations for the expansion coeflicients A(fzn and Bé,?n now takes the form

ZCM’R_W [ /25 1)1%/(25 1)(t(s)£ 5) — A(QS“)IZ;(?SH)(?S,@),5075)}
r=1

_ (2s—1) ,-m(2s—1 s 25+1) .~-m(2s+1 s
+ Z CM’RE ! [ )ICM/( )<t7(" )a §0,S) - Bé’nj— >,CM’( - )(t1(ﬂ )750,5)}
=1

(4 €
= 0q1 3 —Fy cos 90{ -1 1le (50 1)(5@1

+ <€1 - 1> [\ft D@ (—1,1)

€2

- AT E Q18] b

27T _ . 71 =
— 0514/ ?Eofo,ll sin fpe " X1 (€0,1)6¢16m1

Vs=1,2,..,8 £=0,1,2,..M; m=0,1,
(4.72)
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4.9. Linear set of equations 4. Polarizability calculations

and

M
S GRS [AGT TRV, 0,) - AL TRV 6]

=1

+ ZCM,RZ BRI 60 ) - Boa LR (), 60,0
=1

Am 0X0(¢)

_551E0§01{51 5 cos g 9€

‘ 0m0de1
£=¢€0,1

2 X}
- \/?Sin 006_@0315(5)’5250,1 (( e2)Ch Qi (—1,t) + 525e1>5 }

Vs=1,2,.,5,/=0,1,2,.... M; m=0,1.

(4.73)
Once the expansion coefficients A% and Bé,z) have been found by solving
the set of equations in Eqgs. (]W[) and (4.73)), the case £ = 0 can be used
to determine the constants wgs and 7,/;28+1 in Eq. .

{w(()Qs—&—l) _ w(()%—l)}

¢ — 2s—1)+0(2s—1 s
2\/»ZC0Z’R 1[ Ay VT (1), 60.0)

=1
B Agngl)Igé/Qerl) (1), & S)}

ZCOZ/R [ 5’25 I)Koé?s 1)(t(5) €0.5)
e' 1

_ g@st) 0 (25+1)(t(s) & 78)]

(4.74)
vo o
+ 01 R s Fqcos by (81 — 1) {1<81Q81<—1,t1(n1))
) €9 \/3
01 Q- 14)] |
vV s=1,2,3,...,5,

where it was used that ¢ -1y 9(¢) = 1. We are only interested in potential
differences, and may therefore set a reference point for the potential by
letting the constant term in the ambient, w(()l), be zero. The constant
terms in all other regions may then be calculated from Eq. .
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4. Polarizability calculations 4.10. Island polarizability

When the multipole expansion coefficients have been found by solving the
linear set of equations in Eqgs. (4.72) and (4.73]), the island polarizability
and surface susceptibilities can be found. This is treated in the next
sections. By inserting the multipole expansion coefficients into the general
solutions in Egs. and (4.27)), and calculating the constant term from
Eq. , the potential in any region of the system can now also be
found.

4.10. Island polarizability

The linear response of an island to an electric field is given by [7]
P(r,w) = /a(r’,w|r) CE(r',w)dr/, (4.75)

where P is the polarization, E is the electric field and a(r’,w|r) is the
polarizability matrix. Since we are interested in the field due to the po-
larization as seen far from the island, it is convenient to expand the po-
larizability a as a multipole expansion too. For calculating the first and
second order surface susceptibilites, we only need the dipole and quadru-
pole terms in this expansion. In our case, these dipole and quadrupole
polarizabilities of the spheroids can be given in terms of the potential
expansion coefficients A%), Agll), A%) and Agll) [7

o — 27‘1’81 (1)
¢ /7 /3Eq cos Oy
o = - — Ay
/27 /3Ep sin 0y exp(—ico) (4.76)
o0 — el (1) '
N /7 /5Eq cos Oy
10 _ ! (1)

Q]

S . —— Ay
\/67/5E sin 0y exp(—igo)

Note that the polarizabilities are actually independent of FEy, 6y and
¢g, since Ayy are proportional to Fycosfy and Ay is proportional to
Eysinfgexp(—igpg). Hence, the polarizabilities are independent of the
incident field Eg.

One could be led to believe that since we only need the first four
multipole expansion coefficients for the calculation of the polarizabilities,
it is sufficient to truncate the linear set of equations in Eqs. —
to M = 2. This is, however, not the case, since the multipole order
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4.11. Surface susceptibilities 4. Polarizability calculations

determines the accuracy to which the coefficients are calculated. The sum
should only be truncated at the M which gives the expansion coeflicients
with the desired accuracy.

The calculations in this chapter have been based on the assumption that
the island film is of low coverage, and that the distance between individual
islands therefore is relatively high compared to the size of the islands.
Interactions between islands could therefore be neglected. In the case of
higher coverage this assumption is no longer valid, and one must take
into account interactions between islands and their images. As a first
approximation, one can introduce interactions to dipolar order, since these
have the longest range. It can be shown that this first order approximation
will lead to a correction factor to the polarizabilities found above [7].

4.11. Surface susceptibilities

In section the optical reflection and transmission coefficients of a thin
film such as the one treated here were found in terms of a set of surface
susceptibilities. These susceptibilities are related to the polarizabilities
found in section The first order surface susceptibilities v and
are proportional to the dipole polarizability, while the second order sus-
ceptibilities 6 and 7 are linear combinations of the dipole and quadrupole
polarizabilities. The second order susceptibilities take into account spa-
tial dispersion, i.e. the fact that the expansion point of the polarizability
is located a distance |d — u,| above the reference surface, located at the
substrate surface. In our case the surface susceptibilities are given by [7]

B :Paz/g%
T = Py
5= =p a2 +al” = (1d = pul) 0 = (4 = pel) ey fea

r=—pfalt = (d =l ey]

(4.77)

where p is the island density, i.e. the number of islands per unit area.
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5. Special cases

In order to verify that the expressions for the potential expansion derived
in chapter [4 are actually correct, it is useful to reduce the results to other
cases previously calculated by others. If the expressions agree in these
limits, this is a good indicator that they may also be correct in the general
case.

For the problem of a truncated and coated prolate spheroid on a sub-
strate, there are two special cases that are natural to compare with

i) An uncoated, truncated prolate spheroid on a substrate.
ii) A coated, truncated sphere on a substrate.

In this chapter, these two special cases are treated, and the set of equations
derived in chapter |4 are shown to be equal to the sets of equations in these
cases, in the corresponding limits. Case i) is treated in section while
case 1) is treated in section

5.1. Multipoles in center and no coating

The case of uncoated, truncated prolate spheroids where the multipole
expansion points have been placed in the center of the spheroid has been
solved in [7].

When there is no coating, S = 1, and the number of spheroidal inter-
faces reduces to one. In this case the superscripts dependent of s may be
dropped. From Eq. (4.71]) we see that in the case of S =1 we have

4B g
ff? (5.1)
By =o.

Placing the multipoles in the center of the spheroid, i.e. the origin, is
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5.1. Multipoles in center and no coating

5. Special cases

equivalent to setting

Mz =

[y = 2d.
Using this it can be shown that

Vgl = 0,€)(n1.m2) = Z(€)Quy (m, n2)

and

Wil = 0,€](m1,m2) = X7 () Q7 (1, ma),
with Q7 as defined in Eq. (4.59)). Using Eqgs. (5.3) and ([5.4) together with

Eqgs. (4.31) and (4.61)), the abbreviations in Eqgs. (4.44), (4.45), (4.50)),

(4.51) can now be reduced to
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5. Special cases 5.1. Multipoles in center and no coating

The linear set of equations in Eqgs. (4.72)) and (4.73)) now reduces to

Zc RTY2AD) T (1, 60) — Z@ZIRHBZ,’ 73 (tr, €0)

=1 =1

= \/on cos 90{50 LX0(&)0n + (2 — 1> [\/gtrC?ong(—la tr)

- 6T )QR (1.t b

2w
— 4/ E0§0 sin fpe” Z(150)('1(50) dm10e1

V= 1,2,3,...,M; m=0,1,

and

M
SR 2AL g0, &) — ZCMR“B/ "t &)

=1 =1

_ [4 X0
= Eoé, 1{61 %COS 60815(5)‘5 . dmode1
=£o

) Y1
—1/ Q—W sin e %0 LXl 9 ‘
3 23 &=

vVi=1,2,3,....M; m=0,1.

((51 —e2)CnQun(—1t,) + 82561)5m1}

(5.10)

With §' = 1, the unknown constant terms ¢(()1) and 1/1(()3) in the two regions
above the substrate also need to be determined. Since we are only inter-
ested in potential differences, the first one may simply be set to zero, and
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5.2. The spherical limit 5. Special cases

the second one can now be calculated from Eq. (4.74):

6§ = Ry By cos b < - 1) {\}ggglcggl(—ur)

€2

mb—«&@&eLuﬂ}

—0-1 241 €2
IZAE/ORL Cof <8+62>

=1 (5.11)

>ﬂ%@m&«u&44W@@@wmm}

Z’
ZBK’OR Coeffo <€ +54>

Z’l

%&«m&&mm—vwﬁamwvuw,

where the results from Egs. (5.5) and (5.6)) also have been used.

The results in Egs. (5.9) — (5.11]) agree with the expressions for uncoated,
truncated prolate spheroidal particles found in [7], as they should.

5.2. The spherical limit

The case of truncated, coated spherical particles on a substrate has been
solved in [15].
For a spheroid, the spherical limit is approached as

fo — OO
a—0 (5.12)

CL&):R

where R is the radius of the sphere. In this case, the prolate spheroidal
coordinates can be written in terms of the ordinary spherical coordinates
(r,0,¢). We then get
E~r/a
7 =~ cos 0 (5.13)
¢=09
where a still is the focal radius of the spheroidal coordinate system.

It can be shown [7], as mentioned in section |4.2 H that in the spherical
limit the functions X;"(§,a) and Ze (&, a) approach the radial part of a
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5. Special cases 5.2. The spherical limit

spherical solution, i.e. that
Xi(€.a) = (6a)f =
Zp (€ a) = (o) T

The dimensionless versions of these functions defined in Eq. (4.38) thus
have the following behaviour in the spherical limit

Xp(©) = a™'
Zéﬂ(g) ~ gttt

Using these relations, it can be shown that the functions defined in
Eqgs. (4.59)), (4.39)) and (4.40) take the following form in the spherical limit

2

Q1) = / P () P () de

1
‘/EEI [H27§ ] (7717772) 50_75/_11% [HZ,—EI — 1,R5:| (.’El,xg)
Wff’ [K’Z?§ ] (7717772> gg:slgné’ [5276/71%8] (1’1,1’2)
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0

(5.14)

(5.15)

AW e }| = &7 [ R (1, 2),

6£ —Iis
(5.16)
where the integrals Ij;, and Jy;, are defined as
o Ty o7 .
Iy K2y 0, Rs] (21, m2) :/ PZ”($)(R> Pl (x,)dz, (5.17)
1 S
and
Jyp Kz 0 Rg] (21, 2) = R /um(x)a [(r'i)aPm(x )} dz
o Zy Hy 2Ls 1,42) = S / a_ = YA K .
- or |\ Rs r—R.
(5.18)

Here = cosf ~ n and =, = cosf, ~ n,(&,n). As before, the subscript &
is a placeholder for one of the expansion points u or fi, and indicates that
a coordinate belongs to the coordinate system with origin in this point.
Similarly r, = r.(r,0) is the distance from expansion point k to a point

(r,0,9).
Using the relations in Eq. ([5.16]), the abbreviations introduced in sec-
tion [4.7] can now be written as

w Dty o) = [Iw (11,0 — 1, Ry] (—1,t,)
+ (=) R [~ = 1 R] (<1,t,) (5.19)
+ Tl 1= = 1R (1)
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Ko (b €0) = |15 [, RS (~1,1,)
+ ()R (5,0 R (< 1,t,) (5.20)
+ Tilyp [,u, Z, RS} (tr, 1)} )

Ton (b, €0) = €57 [2ifp [~ = 1, R (~1,,)
(=D e RI [y~ — 1, R (—1,t,) (5.21)
tei T [ —0 — 1, Ry] (b, 1)} ,

(b, €0) = &5 =il [0, By (—1,1)
+ (=) e R I [, 0 Rs] (<1, 8,) (5.22)
e T [ 0 Ry (1, ).

By inserting the results in Egs. — into the left hand sides of
the linear set of equations given by Egs. and , these are found
to be equal to the left hand sides of the linear set of equations previously
calculated for the case of truncated, coated spherical particles in [15].

The right hand sides of Egs. (4.72) and (4.73]), which have their ori-
gin in the incident and transmitted fields, are shown in [7] to tend to the
equivalent expressions in spherical coordinates in the spherical limit. Sim-
ilarly, it is shown in [7] that, in the spherical limit, the expression for the
constant potential terms in Eq. tend to the equivalent expressions
in the spherical case. It can therefore be concluded that the expressions
derived here for truncated, coated prolate spheroidal particles are equi-
valent, in the spherical limit, to those previously derived for truncated,
coated spherical particles, as they should.

Although the equations found here for the prolate spheroidal case can be
seen as a generalization of the spherical case, since the latter is a limit of
the former, both cases are still needed, since it in practice is impossible to
reach the limit £y — oo, @ — 0, aéy — R numerically.
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6. Numerical modelling

In the two previous chapters, the linear set of equations for the multi-
pole expansion coefficients for the prolate spheroidal system was derived
and analytically shown to be equivalent to previously calculated cases in
certain limits. The next step is now to solve the system of equations nu-
merically. The implementation and testing of this calculation is covered in
this chapter. Section [6.1] covers some details around the implementation,
while section [6.2] contains the results of the numerical tests used to verify
its correctness.

6.1. Implementation

The equations derived in chapter [ were implemented in the existing
GRANFILM 2.0 framework. This software, which is written in the For-
tran 90 programming language, already supported films of coated spheres
and oblate spheroids, but not prolate spheroids.

The implementation consisted of adding prolate spheroid support to
several parts of the GRANFILM code. In Figure [6.1] an overview of the
structure of the software can be seen, including the parts of the code that
were modified and added. The program starts by calculating all the ne-
cessary integrals, as given in Eqgs. (4.41)—(4.42)) and (4.48)—(4.49), up to a
multipole order M. The integrands of these integrals are dependent on the
island geometry, so a new module containing these integrands was imple-
mented for the prolate spheroidal case. The integrands, in turn, required
a new set of Legendre polynomials and coordinate transformations to be
implemented. This is discussed in more detail in App. [B]

When the integrals have been calculated, the system of equations for
the multipole expansion coefficients in Eqgs. f is set up and
solved for a range of photon energies. Although there is no explicit energy
dependence in the linear set of equations, the system is dependent on the
photon energy through the dielectric functions ¢;(w) of the different media.
It should be noted that the system of equations is implemented in a slightly

61



6.1. Implementation 6. Numerical modelling
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Figure 6.1: Overview of the main routines and modules of GRANFILM. The
program is run depth-first starting on the top branch. The boxes
marked red are the new routines added in the implementation of
prolate spheroid support, while the yellow boxes are existing routines
that needed modification in order to support prolate spheroids.
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different form than in Egs. f in order for the coefficients to be
dimensionless. This is detailed in Appendix [A]

After solving the system of equations, one is left with a set of nor-
malized expansion coefficients EZZL and Elf;,)l for each photon energy. The
first few coefficients are then used to calculate the island polarizability,
which in turn is used to find the first order surface susceptibilities v and
5 as discussed in section [4.10] These are finally used in calculating the
amplitudes of transmission and reflection in Egs. f.

Once the expansion coefficients are known, the potential in any re-
gion in and around an island may also be calculated explicitly for a given
photon energy, using Egs. 7. This calculation is performed in
a separate module, which was also modified to support prolate spheroidal
islands. The details of this implementation can be found in Appendix [C}
Using this module, the potential in the near-field may be studied at any
set of points specified by the user. This makes it possible to e.g. inspect
the potential in a cross-section of an island, or controlling the bound-
ary conditions by evaluating the potential at points on both sides of an
interface.

6.2. Numerical tests

In order to check whether the equations implemented are correct, a num-
ber of numerical tests are performed and summarized below. First, the
differential reflectance (SDRS) curves, which is the main output of GRAN-
FiLM, are inspected for island films of different geometries in the spherical
limit. Second, the potential around islands of different geometries, also in
the spherical limit, is evaluated and compared visually. These two tests
provides evidence of the success of the implementation, but are no proof
of correctness. The ultimate test of the correctness of the implementation
is the third one, which is to quantitatively inspect the fulfilment of the
boundary conditions, Eq. , on the spheroidal interfaces.

The parameters of the main test case studied in this section are spe-
cified in Table This describes a film of truncated prolate spheroidal
silver particles, supported by a substrate of AloO3. The islands are coated
by silver oxide (Ag,O). The number of multipoles used in the calculations
is M = 16. The islands are arranged in a hexagonal lattice with lattice
constant L = 20 nm and the incident field is p—polarizedlﬂ with incident
angles 0y = 45° and ¢¢ = 0°. If not otherwise specified, the same lattice

'Remember that this polarization gives excitations both in the parallel and normal
directions, as mentioned in section m

63



6.2. Numerical tests 6. Numerical modelling

configuration and incident radiation are used for all test cases throughout
this chapter.

Parameter set 1

Substrate medium Al,O3
Core medium Ag
Coating medium Ag,O
Radii R, 8.0 nm

R 7.0 nm
Core radius ratio  xo 0.9
Truncation ratio t, 0.25
Multipole order M 16

Table 6.1: Main test parameters used in the GRANFILM runs of this section.

6.2.1. SDR spectra in the spherical limit

In chapter [5| the linear set of equations for the potential expansion coeffi-
cients of a prolate spheroidal island was shown to be equal to the equival-
ent set of equations for a spherical island, in the limit where the prolate
spheroid becomes spherical. One would therefore expect that the observ-
able properties of a film of prolate spheroidal islands are equal to those of
a film of spherical islands in this limit. This must also be true in the nu-
merical simulation, and it is therefore useful to first check that this holds
for the new implementation.

With the addition of prolate spheroid support in GRANFILM, the soft-
ware now supports islands of three different geometry types; prolate spher-
oids, spheres and oblate spheroids. Each of these geometries has its own
more or less independent parts of the code, so that when calculating the
potential expansion coefficients, different parts of the code are invoked for
different geometries. A reasonable test of the new code is therefore to
run the program for each of the three geometries in the limit where they
become equal, i.e. in the spherical limit. For spheroids where R; and
R are only slightly different, one would expect that the calculated SDRS
spectrum is similar to that of a sphere with the same radius.

Uncoated islands

In order to check that the output of the new implementation of GRANFILM
is consistent in the spherical limit, two sets of test runs are first performed
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for the case of uncoated islands. The parameters used in these runs are
the ones specified in Parameter set 1 in Table [6.1 but with the coating
removed. This essentially means that the radius ratio of the core, yas, is
set to 1.0. In addition the this, the island radii are varied, in order for all
three geometry branches of the GRANFILM program to be invoked. The
radii in the two sets of runs are as follows:

1. The radius parallel to the substrate, R, is kept constant at 7.7 nm,
while the normal radius R is varied in the range 7.1 —8.3 nm. This
changes the shape of the islands from oblate spheroidal to prolate
spheroidal, via spherical.

2. The normal radius R is kept constant at 7.7 nm, while R is varied
in the range 7.1 — 8.3 nm. This changes the shape of the islands
from prolate spheroidal to oblate spheroidal, via spherical.

The resulting SDRS curves of these two sets of runs are presented in
Figures and respectively.

As can be seen from Figures[6.2]{6.3] the curves for the spheroidal geo-
metries lie symmetrically around the curve corresponding to the spherical
islands. As both the prolate and oblate spheroidal particles become more
spherical, their SDRS curves move closer to the central spherical curve.
The same behaviour is also observed around the resonance peaks. This
indicates that the differential reflectance spectrum of a film of spheroidal
islands converges towards the spectrum of a film of spherical islands in the
spherical limit, as it should.

Note from Figure that the height of the main resonance peak,
located around 2.7 eV is very sensitive to variations in Rj|. This suggests
that the excitations parallel to the substrate are mainly responsible for this
resonance, since the resonance peak grows as as R increasesﬂ This could
also be explained by noting that when R increases, the metal coverage of
the substrate increases, resulting in a higher reflectance. In Figure R
is kept constant, which means that the fraction of the substrate covered
by metal is constant, since only the height of the islands is changed. Note
from Figure that the film of oblate spheroids still gives the highest
resonance, although the prolate spheroids have a bigger volume. This
could be explained by the fact that when the height of the island increases,
its center of mass moves away from the substrate. This leads to a weaker
interaction between the island and the substrate, with a weaker resonance
as a result.

2This is also discussed in chapter

65



6.2. Numerical tests 6. Numerical modelling
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Figure 6.2: (a) Comparison of the SDRS curves for various uncoated particle
geometries in the spherical limit, with R)| kept constant. The spher-
oidal curves approach the spherical curve as the particles approach
a spherical geometry. (b) Close-up view of the main resonance peak
located around 2.7 eV. (c¢) Close-up view of the resonance peak loc-
ated around 3.6 eV
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Figure 6.3: (a) Comparison of the SDRS curves for various uncoated particle
geometries in the spherical limit, with R, kept constant. The spher-
oidal curves approach the spherical curve as the particles approach
a spherical geometry. (b) Close-up view of the resonance peak loc-
ated around 2.7 eV. (c¢) Close-up view of the resonance peak located
around 3.6 eV.
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Coated islands

The same two sets of runs as in the previous paragraph are then performed
on an island film where a thin layer of coating has been applied to the silver
islands, as specified in Parameter set 1 in Table The coating consists
of silver oxide in order to simulate oxidation of the islands, and has a
thickness such that the radius ratio of the silver core is y2 = 0.9. The
resulting SDRS curves of the two sets of runs are presented in Figures [6.4]
and [6.5

Figures show that the SDRS curves in the spheroidal cases
again lie symmetrically around the curve corresponding to the spherical
geometry. The spheroidal SDR spectra move closer to the spherical one, as
the spheroids become more sphere-like. This indicates that the differential
reflectance spectra of the spheroidal island films in the spherical limit
approach the spectrum of the spherical island film, in the coated case as
well.

By comparing the figures in the coated case ((6.4H6.5) with the cor-
responding figures in the uncoated case , it is observed that the
introduction of a coating on the islands has the effect of shifting the main
resonance peak towards a lower energy. This effect seems to be greater for
prolate spheroids than for oblate spheroids, as e.g. seen when comparing

Figures [6.2b] and [6.45}

6.2.2. Visual inspection of the potential

In the limit where the spheroidal islands become spherical, the potential
in a region around the islands should also approach the same values. By
studying the potential in a cross-section of an island in this limit visually,
possible errors in the implementation could be detected.

For this test, three runs of GRANFILM are performed, one for each
geometry type. The parameters defined in Parameter set 1 in Table
are used in all three runs, but with different island radii. The radii are
R, = 8.0 nm, B = 7.0 nm in the prolate spheroidal run, R, = 7.0 nm,
R = 8.0 nm in the oblate spheroidal run and £ = 7.5 nm in the spherical
run. The potential around one island in the zz-plane is evaluated at an
energy close to the main resonance peak (E = 2.4 eV) and a contour plot
of the real part of the potential is made for all three runs. The resulting
potentials can be seen in Figures 6.6¢

As can be seen from these figures, the potential seems to behave con-
sistently for all three geometry types. The same parallel dipole excitation
is observed for all three cases, but with a lower amplitude for the prolate
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7 — Prolate, R=[8.1, 7.7]
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Figure 6.4: (a) Comparison of the SDRS curves for various coated particle geo-
metries in the spherical limit, with R)| kept constant. The spheroidal
curves approach the spherical curve as the particles approach a spher-
ical geometry. (b) Close-up view of the main resonance peak located
around 2.5 eV. (c) Close-up view of the behaviour around 3.0 eV.
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Figure 6.5: (a) Comparison of the SDRS curves for various coated particle geo-
metries in the spherical limit, with R, kept constant. The spheroidal
curves approach the spherical curve as the particles approach a spher-
ical geometry. (b) Close-up view of the behaviour around 3 eV. (c)
Close-up view of the resonance peak located around 3.6 eV
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spheroidal case in Fig. This is consistent with the results seen in the
previous section, where the prolate spheroids had the weakest resonance
peaks in the SDRS curves.

6.2.3. Fulfilment of boundary conditions

The uniqueness theorem guarantees that if a potential satisfies the Laplace
equation and the boundary conditions of the system, the solution is the
one and only correct one. By construction, the equations (4.72)—(4.73)
implemented in GRANFILM satisfies the Laplace equation and also
the boundary conditions at the z = d interfaces. The boundary con-
ditions at the spheroidal interfaces are, on the other hand, only indirectly
enforced through their weak form. The error in the boundary conditions
at the spheroidal interfaces is therefore a measure of the correctness of the
implementation, and needs to be checked numerically.

The boundary conditions, Egs. 7, states that the potential,
1, and the normal derivative of the potential times the permittivity, £9,1,
must be continuous over all interfaces between two media. In order to
evaluate the errors in these boundary conditions, a set of dimensionless

error measures, similar to those used in [16], are introduced. These are,
for the first (4.4al) and second (4.4b]) boundary conditions, respectively

B Py (rs) —P—(rs)

el(rS) N maXr1|winc(r1)|

_ e40pY4(rs) — - Ontp—(rs)
e2(Ts) = s o1 On e (1] (6.2)

(6.1)

where rg is a point on the spheroidal interface s, i.e. where § = £y, and
the subscripts +, — indicates that a quantity is evaluated just outside or
inside the spheroidal interface, respectively. The first error measure, e,
is normalized by the maximum value of the incident potential ¥i,¢(r1),
evaluated at the outermost interface. The second error measure, es, is
normalized by the maximum value of the normal derivative of the incident
potential times the permittivity, €10,%inc(r1), evaluated just outside the
outermost interface. Here ry is a point on the outermost interface. These
normalizations make both error measures dimensionless and independent
of the incident field strength Ej.

The error in the first boundary condition, e, is found by calculating
the potential at points just inside and just outside of the interface. The
error in the second boundary condition, es, is calculated in the same way,
but now using two points just inside and two points just outside of the
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interface, allowing for the calculation of the normal derivative of the po-
tential using a finite-difference approach. The prolate spheroidal metric
tensor, defined in section [3.2] is used to find these points on a line nor-
mal to the interface. It should be noted that the normal derivative of the
potential was also calculated analytically using the expansion coeflicients.
This is discussed in more detail in section [6.2.4] For this specific test case,
however, this was not deemed necessary as the finite-difference approach
was well-behaved.

In order to study the errors in the boundary conditions along the spher-
oidal interfaces, the quantities 1, €9,1, e; and ey are calculated in the
xz-plane at points evenly spaced in arccos(n). The simulation paramet-
ers are the ones defined in Parameter set 1 in Table The potential
is evaluated at an energy close to the main resonance peak of the SDRS
curve (E = 2.4 eV), since the highest error can be expected here.

The results of these tests can be seen in Figs. [6.7H6.10} The errors in
the boundary conditions found here are well within what could be expected
when taking into account the fact that the boundary conditions are only
indirectly enforced on the system through their weak form, as explained in
section [I.7] Note that the error is biggest close to the substrate interface.
This is also as expected, since the potential here has to fulfil the boundary
conditions at the spheroidal and substrate interfaces simultaneously.

6.2.4. Analytic normal derivatives

As mentioned in the previous section, the numerical tests of the boundary
conditions were well-behaved for the test case in question. However, when
studying island films with higher truncation ratios, i.e. where the islands
are only slightly truncated by the Substra‘mﬂ some anomalous results ap-
peared in the boundary condition tests. In Figures the second
boundary condition is again checked on the system defined in Parameter
set 1 in Table but now with a truncation ratio of ¢, = 0.75.

From these figures it appears that the second boundary condition is
not at all satisfied in this case. From the behaviour of these errors it
seems likely that numerical errors become significant in the limit of high
truncation ratios. It is also observed that the error increases with higher
truncation ratio ¢, and multipole order M. Furthermore, it is clear from
the figures that the error is dependent on the polar angle (6,7), since
it grows out of proportion close to the top of the island. Note from Fig-
ure[6.11] that the calculation of the second boundary condition only breaks

3gee section for the definition of truncation ratio

73



6.2. Numerical tests 6. Numerical modelling

0.0 0.5 10 15 2.0 2.5 3.0 3.0 2.5 2.0 1.5 1.0 0.5 0.0
arccos(n) arccos(n)

(a) (b)

e 1AAVAY)

0.0 0.5 1.0 15 2.0 2.5 3.0 3.0 2.5 2.0 15 ' 1.0 0.5 0.0
arccos(n) arccos(n)

(c) (d)

Figure 6.7: Real part of the potential ¢ just outside (+) and inside (—) the
outermost spheroidal interface s = 1, evaluated at the (a) ¢ = 0 half
and (b) ¢ = m half of the xz-plane at the energy F = 2.4 eV. (c¢) and
(d) shows the real part of the error e; evaluated at the same points.
The vertical dashed line indicates where the island is truncated by
the substrate.
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Figure 6.8: Real part of the normal derivative of the potential times the permit-

tivity €0, just outside (+) and inside (—) the outermost spheroidal
interface s = 1, evaluated at the (a) ¢ = 0 half and (b) ¢ = 7 half
of the zz-plane at the energy £ = 2.4 ¢V. (c) and (d) shows the
real part of the error e; evaluated at the same points. The vertical
dashed line indicates where the island is truncated by the substrate.
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Figure 6.9: Real part of the potential ¢ just outside (+) and inside (—) the inner
spheroidal interface s = 2, evaluated at the (a) ¢ = 0 half and (b)
¢ = m half of the xzz-plane at the energy F = 2.4 ¢V. (c) and (d)
shows the real part of the error e; evaluated at the same points. The

vertical dashed line indicates
substrate.
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Figure 6.10: Real part of the normal derivative of the potential times the per-
mittivity 0,1 just outside (+) and inside (—) the inner spheroidal
interface s = 2, evaluated at the (a) ¢ = 0 half and (b) ¢ = 7 half
of the xz-plane at the energy F = 2.4 eV. (c) and (d) shows the
real part of the error ey evaluated at the same points. The vertical
dashed line indicates where the island is truncated by the substrate.
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Figure 6.11: Real part of the finite-difference normal derivative times the per-
mittivity just outside (+) and inside (—) the outermost spheroidal
interface s = 1 at the energy E = 2.4 €V for a high truncation ratio
of t, = 0.75. The figures show €9,,9 evaluated at the (a) ¢ = 0 half
and (b) ¢ = m half of the xz plane. Note that 9,1 seems to behave
normally outside the interface.
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Figure 6.12: Real part of the finite-difference normal derivative times the permit-
tivity just outside (+) and inside (—) the inner spheroidal interface
= 2 at the energy £ = 2.4 eV for a high truncation ratio of
t, = 0.75. The figures show €0, evaluated at the (a) ¢ = 0 half
and (b) ¢ = 7 half of the zz plane.
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down in the interior of the island, and seems to be correct for the region
outside the island.

It seems likely that the origin of this error lies in the python script
used for calculating the normal derivatives of the potential using a finite-
difference approach. In order to make sure that these errors in fact were
due to this approximation, and rule out any problems with the GRANFILM
code itself, an analytical calculation of the normal derivatives was carried
out.

The calculation of the analytic normal derivatives of the potential was
implemented in a new module in GRANFILM. The normal derivatives are
found by differentiating Eqs. f with respect to £ and evalu-
ating this on both sides of the spheroidal interfaces using the multipole
coefficients. The details of this calculation can be found in Appendix [C.2]
As can be seen in Figs. [6.13H6.13] this evaluation yields a much better
result, and the second boundary condition turns out to be reasonably well
satisfied in the case of a high truncation ratio as well.

6.2.5. Dependence on the multipole order M

In theory, an infinite number of multipoles are required in order to solve
the system of equations in Eqgs. f. In practice, however, the
number of multipoles must be limited when calculating the potential nu-
merically in order to be able to run the simulations in a reasonable amount
of time. By varying the number of multipoles included in the simulations,
the convergence properties of the new parts of the code can be studied.
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Figure 6.13: Real part of the analytic normal derivative times the permittivity
just outside (+) and inside (—) the outermost spheroidal interface
s = 1 at the energy F = 2.4 eV for a high truncation ratio of
t, = 0.75. The figures show 0,1 evaluated at the (a) ¢ = 0 half
and (b) ¢ = m half of the zz plane.
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Figure 6.14: Real part of the analytic normal derivative times the permittivity
just outside (+) and inside (—) the inner spheroidal interface s = 2
at the energy F = 2.4 eV for a high truncation ratio of ¢, = 0.75.
The figures show €0,,9 evaluated at the (a) ¢ = 0 half and (b) ¢ =7
half of the xz plane.
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Figure 6.15: Average error in the first (a) and second (b) boundary condition at
E = 2.7 eV, as a function of multipole order. Note that the error
at the outer interface (s = 1) is greater than the error at the inner
interface (s = 2).

Convergence of boundary conditions

As discussed in section the error in the boundary conditions on
the spheroidal interfaces can be seen as a measure of the correctness of
the implementation. One should therefore expect that a higher multipole
order gives a better fulfilment of these boundary conditions.

In Figures the average error in both boundary conditions at
the two spheroidal interfaces of the test system in the previous section
is plotted for various multipole orders. This is done at the two energies
E = 27 ¢V and F = 4.5 eV, where first energy is close to the main
resonance peak, while the second is far from any resonances. As indicated
by these figures, the average error decreases with increasing multipole
order, as it should. Note that the average errors at the energy close to the
resonance peak in Fig.[6.15|are around one order of magnitude greater than
the average errors at the energy far from the resonance in Fig. This is
not unreasonable, since the potential exhibits a more dramatic behaviour
close to the resonances. A greater error can therefore be expected here.

From this one could be led to believe that a higher multipole order is
always better. Although this is true up to a certain point, it turns out
that if one includes multipoles of too high orders the average error starts
increasing again. This is probably due to numerical round-off errors in
the calculations. These errors were observed to start dominating around
M = 25 in some cases.
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Figure 6.16: Average error in the first (a) and second (b) boundary condition at
E = 4.5 eV, as a function of multipole order. Note that the error
at the outer interface (s = 1) is greater than the error at the inner
interface (s = 2).

Convergence of SDRS curves

With an increasing number of multipoles included in the calculation, one
also expects that the observable differential reflectance spectrum of the
island film converges towards a ‘true’ spectrum. The results of this test is
in Figure [6.17}

Here the resulting SDRS curves of several runs of the test case defined
in Parameter set 1 in Table but with different multipole orders M,
are compared. It is quite clear that the SDRS curves converges towards
a single curve with an increasing number of multipoles. By subtracting
the curve corresponding to M = 24 from the others, this tendency is even
clearer. This is presented in Figure [6.18

It should be noted from Figure that the ‘shoulder’ on the SDRS
curve around 2.7 eV is not visible for M < 12. This indicates that mul-
tipoles of this order are needed in order to capture some of the effects of
the SDRS curves.
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Figure 6.17: (a) Comparison of the SDRS curves for different multipole orders.
The curves seem to converge towards a single curve for higher M.
(b) Detailed view of the behaviour around the main resonance peak.
(c) Detailed view of the behaviour close to the ‘shoulder’ around
2.7 eV. Note that the higher order multipoles are needed to describe
this feature.

82



6. Numerical modelling 6.2. Numerical tests

2.5
— M=8
2.0¢ — M=10
— M=12
sl — M=14
' — M=16
M=18
5{ 1.0f — M=20
g — M=22
4
0.5 — M=24
0.0 ~ e — g
—0.5
-1953 2.0 25 3.0 35 4.0 45

FleV]
Figure 6.18: SDRS curves for different multipole orders, where the M = 24 curve

have been subtracted from all other curves. The curves converges
towards this ‘true’ curve with increasing multipole order M.
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7. Characterization of
eigenmodes

As discussed in section the peaks and valleys in the SDR spectrum
of an island film are due to plasmon resonances. Using the functionality
included in GRANFILM of evaluating the potential in the near-field around
an island, these plasmon modes can be studied in more detail. This is the
subject of this chapter. Section discusses two methods of finding the
resonance energies of a particular geometry, while section[7.2]is a study of
the resonances modes in the case of a hemispherical island covered by an
oxide coating. In section the hybridized plasmon modes of a metallic
shell are studied.

7.1. Localization of resonances

When solving the system of equations in Eqgs. (4.68)—(4.69) in GRANFILM,

the linear system of equations is first written in the matrix form
Ax=Db (7.1)

where A is the matrix containing the integral abbreviations in Eqs. (4.44)),

(4.45), (4.50) and (4.51) (also called matriz elements), x is a vector con-

taining the unknown expansion coefficients Algfq)1 and Bé;)l, and b is a vector
containing the potential contributions from the incident radiation. The
linear system is solved for x using a standard linear algebra library [17],
and the potential expansion coefficients are then used for calculating the
island polarizabilities or evaluating the potential itself.

As all information about the island system is contained in the matrix
A, one can use this to study the resonance modes of the system. By
turning off the external field, i.e. setting b = 0, one is left with the the
corresponding homogeneous set of equations for the system

Ax = 0. (7.2)
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The non-trivial solutions x of this equation are the resonance modes or
etgenmodes of the system, and the energies at which a non-trivial solution
exists are its resonance energies. From linear algebra we know that in
order for this equation to have any non-trivial solutions, the matrix A
must be singular, which means that the determinant of A must be equal
to zero [I8]. The eigenmodes of the system can therefore be identified by
calculating the determinant det(A) for a range of energies, and locating
the energies for which det(A) is zero. The system is still energy dependent,
even with no incident radiation, due to the complex dielectric functions
g;(w) of the media.

When the incident field is set to zero, the system described by Eq.
is essentially a damped oscillating system with no driving forces. The
damping forces comes from the imaginary part of the complex dielectric
functions ¢;(w), which give rise to an exponentially decaying factor in the
electric field. In order to be able to study the resonances in more detail,
GRANFILM includes an option of reducing these damping forces artificially
by setting the imaginary part of the dielectric function to a small number.
As seen from Eq. , this increases the quality factor ), and thus the
lifetime, of the surface plasmons. This has the effect of enhancing the
resonant behaviour of the system, without affecting the location of the
resonances.

The fact that the dielectric functions are complex also means that any
zeros of det(A) do not necessarily lie on the real energy axis, but rather
somewhere in the complex frequency plane. By reducing the imaginary
part of the dielectric function, these zeros move closer to the real axis, and
they should therefore become easier to identify when studying | det(A)| for
a range of (real) energies.

In the results below the imaginary part of the dielectric function is set
to 1% of its physical value, which effectively removes most of the damping
in the system.

The test case studied in this section consists of hemispherical silver islands
of radius 8.0 nm on a MgO substrate, surrounded by air. This is the same
test case as was used in [3], and similar resonances to those found there
should therefore be expected in these tests. The parameters of this test
system are summarized in Table

In Figure the normalizedﬂ SDRS curves for this system are com-
pared for the cases of physical dielectric functions and reduced damping.

!Divided by its maximum value. Here the amplitudes of the resonance peaks are not
relevant, only their location on the energy axis.
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Parameter set 2a

Substrate medium MgO
Island medium Ag
Radius R 8.0nm
Truncation ratio t, 0.0
Multipole order M 16

Table 7.1: Main test parameters used in the GRANFILM runs of this section.
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— No damping
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Figure 7.1: Comparison of the (normalized) SDRS curves in the case of a phys-
ical dielectric function and in the case where the damping has been
artificially reduced by 99 %.

From this it can be seen that the removal of damping leads to sharper res-
onance peaks. In Figure the absolute value of det(A) for m = 0,1 in
the undamped system is plotted for a range of energies and compared with
the normalized SDRS curve. Although the determinant reaches extremely
high values and is nowhere near zero for any energy, it is clear that each
resonance peak corresponds to a dip of several orders of magnitude in the
determinant of one of the matrices (m = 0 or m = 1). This agrees with
what one would expect from the discussion above, and indicates that the
actual zeros lie in the complex plane, close to these dips.

By turning the damping completely off, i.e. setting Im[e] = 0 for the
island, and increasing the resolution on the energy axis it is observed that
the dips in |det(A)| grow deeper. It seems likely that |det(A)| reaches
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Figure 7.2: The absolute values of the determinant of the matrix A, for different
energies and m = 0, 1. The corresponding SDRS curve is plotted for
the same energies. Note that each resonance peak in the SDRS curve
corresponds to a dip in the matrix determinant.

zero in the center of the dips, but it was not possible to observe this, even
at very high resolutions.

In Figure the dips corresponding to the three main resonances (a),
(b) and (c) of the SDRS curve have been marked. When plotting the
potential at the corresponding energies, the resonance modes which lead
to the peaks can be identified. This is done in Figure and the three
resonances are recognized as

(a) a dipolar mode, parallel to the substrate,
(b) a quadrupolar mode,
(c) a dipolar mode, perpendicular to the substrate.

These results agree with the resonance modes found for the same system
in [3].

Note also from Figure[7.2]that the resonances (a) and (b) correspond to
a dip in | det(A)| for the m = 1 system of equations, while (c) corresponds
toadip in | det(A)| for m = 0. One would therefore expect the (c) mode to
be rotational symmetrical around the z-axis, since the spherical harmonics
Yo with m = 0 all have this symmetry. This seems to agree with Fig.
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Figure 7.3: Potential maps of the system at the three main resonance energies,
showing the three main resonance modes. (a) Parallel dipolar mode
at E = 2.50 eV (b) Quadrupolar mode at £ = 3.05 eV (¢) Normal
dipolar mode at E = 3.61 eV.

Eigenvalues of A

Another way of looking for solutions to Eq. (7.2)), is to first find the ei-
genvalues \; and eigenvectors v; of the matrix A. This is done by solving
the eigenvalue system

Av = Av. (7.3)

When an eigenvalue \; approaches zero, one is left with the homogeneous
equation above, Eq. . In the limit of an eigenvalue \; equal to zero,
the matrix A must be singular (i.e. have a determinant equal to zero),
because the eigenvector v; is non-zero by definition [I8]. To look for
energies where an eigenvalue of A approaches zero is thus equivalent to
looking for energies where det(A) approaches zero, and the energies at
which this occurs will therefore again correspond to the eigenmodes of the
system. In Figure the inverse of the minimum absolute value of the
eigenvalues of the matrix A is plotted for each energy and for m = 0,1,
and compared with the SDRS curve. In Figure the same is shown for
the case where the damping part of the dielectric function again has been
artificially reduced to 1 % of its actual value. From these figures it is quite
clear that the resonances of the SDRS curve occur at the energies where
the smallest absolute eigenvalue of A approach zero.

Notice from Figure [7.4] that the valley in the SDRS curve at (c) seems
to occur at a slightly higher energy than the corresponding maxima in
1/min|\;|. The reason for this energy shift is seen when the damping
is removed in Figure The complex behaviour in 1/min|)\;| around
3.7 eV leads to an equally complex response in the SDR spectrum at this
energy. This seems to have the effect of shifting the observable dip in the
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Figure 7.4: The inverse minimum absolute eigenvalues of A along with the SDRS
curve for the test system with physical e-values. The peaks of the
SDRS curve seem to correspond to the various maxima in 1/min|),|.

reflectance in Figure [7.4] towards a higher energy.

Although the eigenvalue-approach to locating the eigenmodes gives
the same results as when looking for local minima in | det(A)|, the sharper
peaks in Figure makes it easier to i) find the exact resonance ener-
gies and i) distinguish between the m = 0 and the m = 1 peaks. This
approach is therefore preferred in the next sections.

7.2. Oxide-coated islands

It is also useful to study how a dielectric coating layer on the metallic
islands affects the eigenmodes, and the tests of the previous sections are
therefore repeated for coated particles. The test system used in this section
is therefore the same as in the previous section, but now with a dielectric
coating layer on the hemispherical silver islands. In order to simulate the
effect of the oxidisation process which occurs when silver is exposed to
oxygen, the coating layer is set to consist of silver oxide. The thickness
of the coating layer is such that the radius ratio of the silver core is 0.95.
These system parameters are summarized in Table [7.2]
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Figure 7.5: The inverse minimum absolute eigenvalues of A along with the nor-
malized SDRS curve for the test system with Im[e ] reduced to 1 %
of its actual value. Here each peak in the SDRS curve is clearly
related to a m = 0 or m = 1 eigenvalue approaching zero.

7.2.1. Coated island resonances

In Figure the differential reflectivity curve of the coated system is
plotted along with the inverse minimum absolute eigenvalues of the matrix
A. When comparing this to the uncoated system in Figure it is
observed that the main resonances are shifted towards lower energies, and
also that some new resonances arise. Note how the complex behaviour of
the SDRS curve around 3.7 eV in the uncoated case has been replaced by
a single sharp peak in the coated case. Instead, six new and approximately
equidistant peaks have arisen in the region 2.7 — 3.2 eV.
The potential at the five peaks (a)—(e) is depicted in Figure

The potentials at these energies suggest that the resonances can be
attributed to the following modes:

(a) A dipolar mode, parallel to the substrate. This is similar to the mode

in Figure [7.34]
(b) Possibly a quadrupolar mode, similar to the one in Figure

(¢) A quadrupolar mode. Note that this mode was not observed in the
uncoated case.
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Parameter set 2b

Substrate medium MgO
Core medium Ag
Coating medium Agy,0
Radius R 8.0 nm
Core radius ratio  x2 0.95
Truncation ratio t, 0.0
Multipole order M 16

Table 7.2: Main test parameters used in the GRANFILM runs of this section.

(d) A normal dipolar mode, or possibly a quadrupolar mode (due to the
small minima close to the substrate).

(e) A normal dipolar mode, similar to the one in Figure

The eigenmodes found for the uncoated islands in the previous section are
thus also found in the coated case, but at different energies. Note that
some of the resonances are difficult to attribute to a single plasmon mode.
For the (c) and (e) resonances, this can be explained by the fact that there
is a peak in 1/min(|\;|) for both m = 0 and m = 1 at these energies. This
means that the potentials in Figures and could be combinations
of two eigenmodes.

7.2.2. Dependence on coating thickness

For a more quantitative study of the effect of adding a dielectric coating to
the island, the differential reflectivity curves for varying coating thickness
are calculated and the positions of the various resonance peaks compared.
In Figure [7.§] this is shown in the cases of no coating and a coating of
0.1R. Here it can be seen that all the resonance peaks are shifted towards
lower energies, by various amounts. In Figure this is shown more
systematically for a coating thickness ranging from 0 to 0.2R. This shows
that the resonances all shift towards lower energies with increasing coating
thickness. It is, however, worth noting that this effect is greatest for a
thin layer of coating. This means that even a really thin layer of dielectric
coating can have a large impact on the resonance energies.

It should be noted that in the tests above the thickness of the coating
layer was increased by reducing the radius ratio of the metal core. This
means that the properties of the system in theory could change not only
due to the thickness of the coating layer, but also because the metallic
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Figure 7.6: The inverse minimum absolute eigenvalues of A along with the nor-
malized SDRS curve for the coated test system with Im[ea,] reduced
to 1 % of its actual value.
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Figure 7.7: Maps of the real part of the potential at the energies indicated in
Figure (a) Parallel dipolar mode at E = 2.34 eV (b) Possible
quadrupolar mode at E = 2.67 eV (¢) Quadrupolar mode at E =
3.12 ¢V (d) Normal dipolar, or possible quadrupolar mode at E =
3.43 eV (e) Normal dipolar mode at F = 3.64 V.
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Figure 7.8: Normalized SDRS curves in the cases of uncoated islands (left) and
islands with an oxide coating of thickness 0.1R (right). Note how the
resonances (a)—(d) shifts towards lower energies when the coating is
applied.
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Figure 7.10: SDRS curves of uncoated, spherical islands of three different radii.
The position of the resonance peaks on the energy axis is not de-
pendent on the particle radius.

islands are getting relatively smaller. In order to rule out the effect of
this, the SDRS curves for three uncoated hemispherical island systems of
varying radius are compared in Figure This shows that although the
radius has some effect on the amplitude of the resonances, their position
on the energy axis is not changed by varying the radius. The movement
of the resonances along the energy axis observed in Fig. can therefore
be attributed to the coating thickness alone.

7.2.3. Dependence on island interactions

When performing calculations in GRANFILM, the metallic islands are
placed in a regular lattice configuration with a typical distance between
islands called the lattice parameter L. In the calculations up to this point,
this distance has been assumed to be so large that each island can be
considered an independent system. When this is not the case, GRANFILM
also has the option of including island—island interactions. This is done
by taking into account not only contributions from the multipoles and
image multipoles of the island itself, but also the multipoles and image
multipoles of the neighbouring islands. As a first approximation, this is
modelled by including a correction in the island polarizabilities of dipolar
order, as described in [7].

In Figure the SDRS curves have been plotted for the coated and
uncoated systems with no corrections due to island—island interactions and
with corrections to dipolar order included. By comparing the SDRS curves
in these cases, it seems that the effect of turning island—island interactions
on is smaller in the coated case than in the uncoated case. This makes
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Figure 7.11: Effect of island-island interactions on the SDRS curves in the cases
of uncoated islands (left) and islands with an oxide coating of thick-
ness 0.1R (right). The islands are placed in a square lattice config-
uration with a lattice parameter of L = 20.

intuitively sense, as the dielectric coating ‘shields’ the islands from the
contributions of its neighbours.

7.3. Resonances of metallic shells

As discussed in section the plasmon resonances of a metallic shell
can be found as a hybridization of the plasmon modes of a metallic sphere
and a spherical cavity in a metal. For the metallic shell, these modes are
split into a low energy symmetric mode and a high energy antisymmetric
mode. The physics behind this hybridization of plasmons is not expected
to change considerably for truncated particles, and one could therefore
expect to observe the same behaviour when placing truncated metallic
shells on a substrate.

The test case used when looking for this effect consists of hemispherical
silver shells around cores of glassﬂ7 placed on a MgO substrate. The radius
ratio of the inner glass core is 0.7, and the damping of the system is still
artificially reduced by setting Im[eag] to 1 % of its actual value, in order
to better locate the resonances. The system parameters are summarized
in Table [Z.3]

When plotting the inverse minimum absolute eigenvalues together with
the SDRS curve of the system, the main resonances are identified, as seen
in Figure[7.12] Here, the two m = 1 peaks corresponding to the symmetric

*More specifically, borosilicate crown glass (BK7).
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Parameter set 3

Substrate medium MgO
Core medium Glass (BKT)
Shell medium Ag
Radius R 8.0 nm
Core radius ratio  x2 0.7
Truncation ratio t, 0.0
Multipole order M 16

Table 7.3: Main test parameters used in the GRANFILM runs of this section.

and antisymmetric plasmon modes are marked. The potential maps at
these energies are shown in Fig. [7.13 and the potential at (a) and
(b) are recognized as the symmetric and antisymmetric configurations in
the schematic in Fig. respectively. The energy of the symmetric mode
is lower than the energy of the antisymmtric mode, in agreement with the
hybridization model.

In section [7.1} the same system is studied, but with solid silver hemi-
spheres instead of hemispherical shells. The corresponding dipolar plas-
mon energy of this system lies between the hybridized energies, as seen in

Figs. so that
Esymmetm‘c < Esolid < Eantisymmetric' (74)

This also agrees with the schematic in Fig.

Note that the maxima of the potentials in the symmetric mode in
Figure are more than one order of magnitude higher than in the
antisymmetric mode in Figure[7.13b] This makes sense, since the potential
maxima and minima of this mode are quite close and are thus partially
cancelling each other out. The fact that the symmetric mode corresponds
to the main resonance peak in the SDR spectrum, while the antisymmetric
mode gives a lower and narrower peak, can also be attributed to this.

In Figure the SDR spectrum in the case of physical Im|e]-values
is compared with the spectrum in the case of reduced damping, which is
studied in this section. From this it is observed that the antisymmetric
mode is responsible for a small local maximum in the observable SDRS
curve of the system as well.
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Figure 7.12: Inverse minimum absolute values of the eigenvalues of the matrix A

along with the SDR spectrum for the metallic shell system defined
in Parameter set 3.
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Figure 7.13: Potential maps of the metallic shell system showing the two hybrid-
ized resonance modes. (a) Symmetric mode at £ = 1.93 eV. (b)
Antisymmetric mode at £ = 2.85 eV
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Figure 7.14: Close-up view of the left and right part of the antisymmetric mode
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Figure 7.15: Normalized SDRS curves of the system in the case where the actual
(physical) e-values have been used and in the case where damping
is reduced by setting Im[eag] to 1 % of its actual value. The anti-
symmetric hybridized mode at (b) leads to a small maximum in the
physical case as well.
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8. Summary and conclusions

The first goal of this work was to implement into GRANFILM the func-
tionality needed in order to calculate the optical properties of an island
film of truncated and coated prolate spheroidal nanoparticles, as derived
in chapter 4l The implementation was carried out and the code checked
thoroughly for errors. The fact that the functionality was to be added
to the existing GRANFILM 2.0 framework and not be built from scratch,
made the implementation a more manageable task. Although consisting
of a vast body of code, the GRANFILM framework has clearly been built
with such future additions in functionality in mind, which made my job of
adding prolate spheroid support easier. I have tried to follow this principle
of allowing for future additions and modifications in my code as well.
The second goal of this work was directly linked to the first, and con-
sisted of testing the implementation of the new functionality rigorously
in the appropriate limits. In fact, this turned out to be the most time-
consuming part of this thesis. In section the various test are detailed.
The new code is first shown to give results in the spherical limit that are
consistent with the results from the old code. This is done by studying
the main output of the program, which is the differential reflectance spec-
trum (SDRS) of the surface system, in this limit. By changing the radii of
the island particles slightly in a number of subsequent runs, the particle
shape changes from oblate spheroidal to spherical and then from spherical
to prolate spheroidal, invoking all three branches of the code. By com-
paring the SDR spectra in these runs, they are found to converge towards
the spherical case from both sides, as can be seen in Figures The
same is observed when the islands have a dielectric coating, as can be seen
in Figures Although it is not a proof of correctness that the SDRS
curves behave consistently for the three geometries in the spherical limit,
it is certainly a good indication that the implementation was successful.
Another possible output of GRANFILM is the potential in the near field
evaluated at a set of points specified by the user. When plotting the real
part of the potential in the cross-section of an island for the three differ-
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ent geometry types in the spherical limit, the same qualitative behaviour
should be expected. This is done in section [6.2.2] and by comparing Fig-
ures [6.6a{H6.6c}, it is seen that the potential evaluated by the new prolate
implementation exhibits the same behaviour as in the two other geomet-
ries.

It was, however, observed that if one tries to use the spheroidal code
on geometries too close to the spherical limit, the SDRS curves behave
oddly or the calculation breaks down entirely. This is due to numerical
issues arising from the fact that £y — oo and a — 0 for spheroids in the
spherical limit. This means that the user must be careful when studying
spheroidal systems close to the spherical limit. In the case of a geometry
very close to a sphere, it is probably best to approximate the islands as
spheres and perform the calculations using the spherical branch of the
GRANFILM program.

The tests above are of course just indications that the implementation
has been carried out without error. The ultimate test of the correctness
of the implementation is to check that the boundary conditions, Eq. ,
at the spheroidal interfaces are fulfilled. From the uniqueness theorem we
know that if the potential is a solution of Laplace’s equation and satisfies
the boundary conditions of the system, this must be the one and only solu-
tion. Since the multipole expansions for the potential in Egs. —
satisfy Laplace’s equation and the boundary conditions at the flat inter-
faces by construction, it is the degree to which the boundary conditions
at the spheroidal interfaces are fulfilled that decides the success of the
implementation. In section this fulfilment is tested quantitatively,
and the results are presented in Figures|6.7] These results show that
both boundary conditions are relatively well satisfied at all the spheroidal
interfaces. It is noted that the first boundary condition is better satisfied
than the second, but this is not unreasonable, since the derivatives of the
potential are expected to change more rapidly than the potential itself. At
all the spheroidal interfaces, the biggest error is observed at the interface
between the ambient and the substrate. There are at least two reasons
why this makes sense. First, this is the point where the spheroidal inter-
face crosses the substrate interface, and when potential in this region is
forced into fulfilling the boundary conditions at both interfaces simultan-
eously, this could lead to conflicts. Second, as seen in Figures
this is the region where the potential has the largest value for the partic-
ular resonance corresponding to the main peak in the SDRS curve. Since
this is the region with the most dramatic behaviour in the potential, it is
reasonable that the error is greatest here.
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The continuity of the normal derivatives of the potential times the
permittivity, e0,1, across a spheroidal interface was checked using a finite-
difference approximation of the derivatives. When checking the fulfilment
of this boundary condition for an island with high truncation ratio, this
calculation broke down, as seen in section The reason for this was
not found, but in order to make sure that this boundary condition was
satisfied for this system as well, an analytical calculation of the normal
derivatives was implemented. This calculation proved successful.

In theory, an infinite number of multipoles are needed in order for the
potential expansion to be valid. In practice this is impossible, and the mul-
tipole expansion must be truncated at an order M. One would, however,
expect the results to improve with an increasing number of multipoles, and
this is also observed in the implementation, as seen in section While
more multipoles are always better in the analytical derivation, the picture
is different when it comes to numerics. This is due to the finite precision
of the numbers used in the calculation. This is a purely numerical effect,
but may actually lead to higher errors when including multipoles of very
high orders. The result is that the number of multipoles to be included in
the calculation must be chosen from a finite interval. Too few multipoles
will lead to imprecise results, while too many will give these round-off
errors. The maximum number of multipoles that can be included before
such errors start dominating seem to depend on the geometry of the sys-
tem, but was observed to be as low as the mid-twenties in some cases.
Most of the GRANFILM runs performed in this work used M = 16, which
gave satisfactory results without taking too much time.

The third goal of this thesis was to study the resonance modes of
supported island particles. A reasonable place to start is always to try to
reproduce results found by others, so first the resonance modes of a simple
film of uncoated, hemispherical silver islands was studied. This was the
same system studied by Lazzari and Simonsen in [3], and the resonance
modes should therefore match the ones identified there. As can be seen
in Figure the three main resonance modes for this system could be
identified as a parallel dipolar mode, a quadrupolar mode and a normal
dipolar mode using GRANFILM. This was in agreement with the results
in [3].

The resonance modes were located on the energy axis in two differ-
ent ways. Both methods used the fact that the matrix A containing the
integral terms of the system of equations for the multipole expansion coef-
ficients is singular at a resonance energy. These energies were first located
by studying the absolute value of the determinant of the matrix, since
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the determinant should approach zero when the matrix becomes singular.
It turned out that the determinant did not approach zero at any energy
tested. It did, however, have dips of several orders of magnitude at certain
energies. These energies corresponded to the energies at which a peak or
a valley (indicating resonant behaviour) was observed in the SDRS curve
of the island film. By increasing the resolution on the energy axis, it was
observed that the dips grew deeper, but it was not possible to find the
exact zero. This is probably due to the finite precision in the calculations.
The second method of locating the resonance energies was to study the ei-
genvalues of the matrix A. In a similar way, the smallest absolute value of
the eigenvalues should approach zero when the matrix becomes singular,
and the energies at which this happens will therefore correspond to the
resonance energies of the system. Like the determinant, the eigenvalues
did not reach exactly zero, but by plotting the inverse minimum absolute
value of the eigenvalues, a series of sharp peaks could be seen. These cor-
responded exactly to the various peaks in the SDRS signal, and made it
easy to identify the possible resonance energies of the system. Because of
the sharper peaks, the eigenvalue method was therefore found to be the
better of the two methods of locating the resonances.

The resonance modes of a film of coated hemispherical islands were also
studied, and the results are presented in section These results show
that the dielectric coating has the effect of shifting the resonances towards
lower energies. The added coating also results in a more complex response
with more dominating resonances, as seen when comparing Figures and
The main eigenmodes corresponding to these resonances can be found
by studying the potentials in Fig. Here the three modes found in the
uncoated system are found again, in addition to two new ones. These were
difficult to characterize, but are likely dipolar or quadrupolar too.

The resonance modes of this coated system were then studied with
varying thickness of the coating. By gradually increasing the coating thick-
ness, it was observed that the resonance modes were shifted towards lower
energies and that this effect was greatest when the coating was thinnest.
This is shown in Figure [7.9] This means that even a very thin layer of
coating will have a big impact on the location of the resonances. When
studying the correction in the SDRS spectrum due to island-island inter-
actions for metallic islands with and without a dielectric coating, it was
also observed that the correction is smaller in the coated case. This agrees
with what one intuitively would expect, since the dielectric coating layer
can be considered a shielding layer, thereby isolating the neighbouring
islands from each other.
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The final test case studied in this work was a truncated metallic shell
system. This consisted of an island film of hemispherical silver shells with
glass cores. The plasmon modes of such a nanoshell have been shown to
be a hybridization of the modes supported by a solid metal particle and by
a cavity in a metal [9]. It was expected that a film of hemispherical shells
would show a similar behaviour, and the resonances of this system were
therefore located and maps of the potential at these energies compared.
As Figure [7.13] shows, the hybridization also occurs in this system. The
single parallel dipolar mode found in the solid silver islands is split into two
new modes, a low energy symmetric one and a high energy antisymmetric
one. By comparing the energies of these two modes with the energy of the
single solid silver mode, found in section it is observed that the energy
of this original mode lies between the energies of the two hybridized ones,
as it should according to the hybridization model.

In conclusion, the three main goals of this thesis can be said to have
been reached. The prolate spheroid functionality added to GRANFILM
seems to behave as it should, and the various tests performed confirm this
numerically. The plasmon resonance modes of various metallic islands
have been studied in more detail, with some interesting results. In par-
ticular, the fact that plasmonic hybridization of a metallic shell can be
observed in GRANFILM is an interesting find.

With the implementation of prolate spheroid support, GRANFILM now
supports island films of a wide range of geometries. In theory, islands
shapes ranging from flat discs to thin needles are now supported, but
these limits have not been tested. Some further study of the performance
of the software in these limits could therefore be useful. Support for the
case of islands only slightly truncated by the substrate, with internal layers
entirely lying above the substrate, could also be a useful future addition
to GRANFILM.
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A. Dimensionless equations

When implementing Egs. ([.72)—(4.73)) in GRANFILM, a slightly modified
set of equations are actually used, in order for the multipole coefficients
to be dimensionless. This convention was used in the original GRANFILM
implementation, as described in [3], [16], and the equations for the prolate
spheroidal system was therefore implemented in a similar way.

The multipole expansions coefficients Agi and BEQL as defined in Eq.
(4.17) have the dimensions Vm‘*! and V™, respectively. In the imple-
mentation, these have been replaced by their dimensionless equivalents,

defined as

Ay = RIS AL By

i i (A1)
By, = R B/ By

where R, ; is the semimajor axis of the outermost spheroidal interface
and Fj is the field strength of the incident radiation. When replacing the
coefficients in Eqgs. f with these dimensionless quantities, the
new set of equations to be solved becomes
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A. Dimensionless equations

Z cm s 0 2[ (25— 1)184/(25 1)(t(s)£ S) — A((g/2s+1)1;nw(2s+1)(t(s) 50,3)}
=1

Z Znef §_1 |:B(25 1)ICZZ/(25 1( 5 ) Q;H)ICM,(QSH)(t(S) 5,3)]
=1

4
= 0511/ ;cos 90{ X1 (€0,1)001 + <2 — 1) [\/gtgl)cgong(_l,tgl))

- ARG (1.t)] b

27T _ . —q i
— 014/ 350,11 sin fpe "% X1 (€0.1)010m1

Vs=1,2,..,5¢0=0,1,2,....M; m=0,1,
(A.2)

and

m ' — (2s—1) rm(2s—1) (2s+1 m(2s+1
Z G ” Q[Aé/ T D), €05) = AV TP (ol )’&”S)}
=1

Z e z—l[ (25— 1)£M,(25 U(t(s) Co.s) — B(28+1)£2’g,(28+1)(t$),50,5)}
r=1

_ [4 05('0
=£0,1

2 oX}
- \/zsm 006_“1’0815(5)‘5_50’1 (( 2)Ch Qi (—1,t) + 625e1>5 }

Vs=1,2,.,5,¢=0,1,2,....M; m=0,1,

(A.3)
where it has been used that R ¢ = xsR | 1, where x, is the radius ratio
of the interface s. Equations f are the ones that are actually
solved in GRANFILM.
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B. Integrals

In order to solve the system of equations for the multipole expansion
coefficients, the integrals defined in Egs. (4.39)—(4.40))

Vg [z, €] (m,m) = " dn Py () PE (ne(&,m) 2 (6e(E,m)), (B.)

and

Wiz, € (m,mo) :/m dn Py () Py (ne(&,m) XE' (€x(&,m))s (B-2)

m

and their derivatives with respect to &

8 = "2 8 K aP ’ K
& [Tt gonm)] _ = [“arro{ G2 g,
=<0 71 K

0€,, OZ (&)

(B.3)
+ %%Pﬁ(n”)}’

0 [~ 2 On. OP) (1,
o Wb dmm)]_ = [ arron{ G20 gy,
- m K
9 OXJM(Ex) m
87587.5”&/ (nn)},

(B.4)
need to be calculated numerically. The integrands of these integrals con-
tains special functions which had to be implemented in GRANFILM. In
section [B.I] the implementation of the Associated Legendre polynomials
P;™ and Q7", the Prolate radlal functions Zgﬁ and X , and their derivatives
(%Pé"( ), (%Zm(g) and Xm(f) is treated in detail. In section |B.2| the
implementation of the coordinate transformations &.(&,m), n.(£,7) and
their derivatives 8%&(5,77), 8%17”(5,7)) is covered.
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B.1. Legendre polynomials B. Integrals

B.1. Legendre polynomials

The associated Legendre Polynomials are needed both in the implement-
ation of the Spherical harmonics, Eq. -, and in the 1mplementat10ns
of the prolate Xm(ﬁ’, a) and Zm(f, a) functions, Egs. m In
the former case only the first order function is needed deﬁned on the
interval —1 < 5 < 1. This was already in place in GRANFILM, since
these polynomials are also needed in the spherical and oblate spheroidal
cases. In the latter case both the first and the second order functions are
needed, now defined on the interval 1 < ¢ < oo, where £ is a real number.
These are special for the prolate spheroidal case and were implemented in
GRANFILM using the definitions in Eqgs. and and the following

recursion formulas [13]

PP = 72— [(20 ~ DEPE — (E4+m — )P -

QP (©) = 7= [(20 ~ DEQR, — (E+m — 1QE)

From these formulae, all the associated Legendre polynomials of the first
and second order, defined on the interval 1 < £ < oo, can be determined
from the ﬁrst few terms, which can be found directly from the definitions

in Eqgs. and (| .

Pé’(&)zl
PP(§) =¢
Pl(€) = —iVe* -1
P () = —3i6 /€2 -1
0(¢) = L1 (EF1
ol8)=35" (5—1> (B.6)
1, [e+1
(1)(5) 2£1n<§_1>—1
1 1 E+1
%(f):—\/@jb(fz—l)ln(g_l) f}
16 =~ [50¢ -0 () —s¢ 2]

When calculating the integrals [B:3HB.4] the derivatives of the associated
Legendre polynomials with respect to £ are needed. These can be found
from a second set of recursion formulas [13]
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B.2. Coordinate transformations B. Integrals

d m _ 1 m m
d?pg ) = @ [((=m+ DPLE) — (C+1)ER" ()] -

L[ m e 1)QEAE) - (L 1)EQP(E)]

QZ (6) 52_1 [

dg
It should be noted that the associated Legendre polynomials were imple-
mented in GRANFILM with quadruple precision in order to avoid round-off
eITOors.

The prolate radial functions )?g”({,a) and Zm(§7 a), Egs. (4.18a)-
(4.18b]), and their derivatives 6%55;”(5 ,a) and OTZZ (§,a) were imple-
mented using the above Legendre polynomials. In order to avoid integer
overflow when calculating the factorial factors in these expressions, these
factors were re-written in the following way

{—m)! ie
((%_ 1))” S (B.8)
EHQz—l ifm =1
and
ﬁ21+1 I
@+ | 0
A L (B.9)

(¢ +m)

Y/
%+ 1
H =t

where it was used that (2k + 1)!! = []F_,(2i + 1) and k! =[], 4.

B.2. Coordinate transformations

In addition to the transformations between prolate spheroidal coordinate
systems shifted by Az, as defined in Egs. - the derivatives
of these transformations are also needed When 1mplement1ng the derivat-
ives of the integrals V’é? and Wy, in Egs. (B.3)—(B.4). By differentiating
Egs. (3.16) and (3.17) with respect to &, the following expressions are
obtained

508) (B.10)

Bz al(en) == (Cr + 55

f
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B.2. Coordinate transformations

B. Integrals

and

where

Az, al(é,n) =v2 [

&LJ( _&)%
a2 Cy; 2 g af /) C3)’

(Az)? 2Az nj

Cy =1+

a?&? ag ( &2
2 (Az
© :E <a§ B 77)

0 2 (Az\? 290z 22

e O
0, 4Az 2
Cy ——(%Cg— e + e

Cs5=,/C2 — C2

Cg =C1C3 — Cy04
C7 =/C1+Cs

Oy =Cs + =2
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C. Potential calculations

The module in GRANFILM which calculates the potential from the expan-
sion coefficients needed to be extended to also include the case of prolate
spheroids. In this section some of the mathematics of this implementation
is detailed.

C.1. Evaluating the potential

When the multipole expansion coefﬁcients have been found, the potential
may be evaluated exphcltly from Eqs 1 . Using the dimension-
less multipole coefficients A and B mtroduced in Appendix |Al these
equations now take the form

() =011 ine(r) + 0§ + Bo > RTZAD, | Z1(€, 0) V" (arccos 1, 6)
m
+ <f1>f+m7eiz“<sﬂ, @)Y} (awecos g, ¢y |
+ Ey Z R ZHB () [Xéﬂ(fu, a)Y;" (arccos ny, ¢,.)

+ <—1>f+mRin”<5p, a)Y;" (arccos 1z, 6)]

(C.1)
for a region ¢ above the substrate and
Yigr (v) =018 (1) + 9§
+TiEy Y |RUPALZ (€ a) (C2)

Im

+ R ZHBesz (€us )} ™ (Arccos Ny, ¢p)-
for a region i 4+ 1 below the substrate.
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C.1. Evaluating the potential C. Potential calculations

When solving the system of equations for the multipole expansion
coefficients, it was only necessary to consider the equations for the cases
m = 0,1, as discussed in section This was due to the symmetry in
the matrix elements with respect to m, which made the case m = —1
redundant.

When calculating the potential, however, all values of m must be con-
sidered. Thus, the functions )Z'g”(ﬁ,a) and Eg”(f,a), the spherical har-
monics Y™ (arccos, ¢), as well as the multipole coefficients, for m = —1
are needed. It can be shown, using Eq. , that the two first functions
are independent of a change of sign in m, i.e. that

(C.3)

The spherical harmonics for m = —1 are found from Eqs. (4.10)—(4.11]),

and can be written

20+ 1
v (axceos,6) = || = PY(n)

- 20+1
\ Are(e+1)

[ 2041 .
Y} (arccosn, ¢) = — mpel(ﬂ)e ¢

for the three cases m = 0, —1,1. Using Egs. (C.3)—(C.4) and (A.2)—(A.3),
it can now be shown that the dimensionless multipole coefficients have the
following symmetry in m

Y, ! (arccos n, ¢) P} (n)e® (C.4)

Aty = et i, (©5)
B _ _i260 g0 ’
6—1 [AL

The constant terms of the potential are calculated from Eq. (4.74)),
which, using the dimensionless coefficients, takes the form
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C.2. Analytic derivatives C. Potential calculations

(2s+1)  (2s-1)
o6 o)

EOXSRJ_l Y (25—1)+0(25—1) (s
Z Corxs [ o Vo () 60.0)
=1

Aé?g+1)l.((])é'28+l) (t(s) I3 ,s):|

EDXSRLI _ 25—1) -0(25—
HE W ZCOZ' BTV, €o.)
=1

o Blg?g+1)lc8§/2s+l) (tTS)) 50,8)i|
€1 L 0 0 (1)
+ 051 R sFEocosb -1 —1,t,
1R sEo 0<62 >{\/§C01Qo1( )

+#0[1 - Qbo(-1.t)] }
vV s=1,2,3,.,5.

C.2. Analytic expression for the potential
derivatives

The normal derivatives of the potential at an interface are calculated by
differentiating Eqs. (4.32)—(4.33]) with respect to . This yields the follow-
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C.2. Analytic derivatives C. Potential calculations

ing expressions

0 0
aféw(r) = 5i,167€¢inc(r)
: i 0 I om
-I—Eo%n:RﬁfAé%{ [85 Zg (Eu,a) ai’ng (arccos ny, o)
~ 0 )
+Zgn(5ma)anuye (arccos ny, dp) 8775}

0
+(—1)€+m7€ [aguZe (&p,a )8% /" (arccos np, ¢u)

8 0
2 €ge0) 5 nccos g o) G |

i [r10 0
+ Ep ZR‘Z‘HB( {[85 Xz (€ura );; " (arccos ny, ¢u)

0 0
+ X € a) -V (arccos s 0) |
"

0 o0&
aSHXE (glh )85

0 anu
8717,1}/4 (arccos N, ¢p) 7. o }}

+(—1)HRy| Y7 (arceos 1z, ¢)

+ X" (&, a)
(C.7)

for a region 7 above the substrate and

agwtr@)

+TEOZ{Rﬁ_+I2AZm[ J ZyM(pr )2 Ky, Y™ (arccos ny, dp)

aa£¢i+1(r) =04,1

0¢, ¢

ony }

0
+ Zgn(élha) 85

o, Y," (arccos Ny, du) —FH
0 o0&,
86 X€ (‘5#7 ) 8§

~ 0 0
7 (guo0) 5 VP arceosn, ) 2 |
0

n R—e+1B() [

Im

Y, " (arccos ny, ¢u)

for a region i + 1 below the substrate.
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