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Abstract

Autonomous ships is at the moment a heavily researched topic in the maritime
industry. Development to introduce autonomous ferries in the Norwegian fjords is
under way. This thesis is a study of technical and formal challenges related to au-
tonomous ferries. The thesis goes into topics such as industrial control systems for
ships, path planning and collision avoidance algorithms, as well as automatic dock-
ing. Additionally, information and statistics regarding ferry activities in Norway
are presented.

Various path planning algorithms are examined, and a distinction has been
made between roadmap methods and optimization-based parametrized path gen-
eration. Additional research on the optimization-based methods is performed.
Software for optimal control with the pseudospectral method is demonstrated. A
nonlinear 3-DOF ship model is used to generate feasible time-optimal and energy-
optimal paths. A guidance controller is implemented in a simulation to verify the
feasibility of the paths when the ship is exposed to unknown disturbances.

A selection of collision avoidance algorithms are reviewed. This is related to
sensors, sensor fusion and target tracking systems.

Finally, various methods for automatic docking are reviewed. This review con-
sists of algorithms used with underwater and surface vessels in static environments.
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Sammendrag

Autonome skip er n̊a et tema som blir forsket mye p̊a i den maritime industrien.
Utvikling for å introdusere autonome ferjer er i norske fjorder er i gang. Denne opp-
gaven er en studie i tekniske og formelle utfordringer relatert til autonome ferjer.
Oppgaven g̊ar inn i temaer som industrielle styresystemer for skip, stiplanlegging,
algoritmer for kollisjonsunng̊aelse samt automatisk anløp. I tillegg til dette er det
samlet informasjon og statistikk om ferjeaktivitet i norske fjorder.

Forskjellige stiplanleggingsalgoritmer er gjennomg̊att, og det blir skilt mellom
veivalgsmetoder (roadmap) og optimaliseringsmetoder som produserer parametri-
serte stier. Det er g̊att dypere inn i optimaliseringsmetodene, hvor programvare for
optimal regulering ved hjelp av pseudospektral metode har blitt benyttet. Her har
en ulineær skipsmodell i tre frihetsgrader blitt brukt for å generere tidsoptimale
og energioptimale stier. En gaidingsregulator er implementert i en simulering, for
å verifisere at de genererte stiene er mulig å følge med ukjente forstyrrelser.

En gjennomgang av et utvalg algoritmer for kollisjonsunng̊aelse er ogs̊a presen-
tert. Dette er satt i sammenheng med sensorer, sensorfusjon og følgesystemer for
bevegelige hindringer.

Til sist blir forskjellige metoder for automatisk anløp gjennomg̊att. Her vises
det til algoritmer brukt i undervanns- og overflatefartøy i statiske omgivelser.
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Chapter 1

Introduction

Autonomous shipping is a topic under heavy research by major players in the
industry. Technology developer Kongsberg and fertilizer firm Yara are developing
the to-be autonomous container ship Yara Birkeland to reduce load on roads in
eastern Norway [1]. See Figure 1.1. The port of Amsterdam is the workplace
for the Roboat program, which explores and tests the possibilities for autonomous
shipping [2].

Figure 1.1: The to-be autonomous container ship Yara Birkeland. © 2017 Kongs-
berg.

This thesis is concerned with the challenges and possible solutions related to
autonomous ferries. Comprehensive background research on industrial control
systems, path planning algorithms, collision avoidance methods and automatic
docking is the main contribution of the thesis. An overview of statistics and ferry
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2 CHAPTER 1. INTRODUCTION

Figure 1.2: The battery-powered ferry Ampere. © 2015 DNV GL.

activities in Norway is also provided. In addition, an algorithm for pseudospectral
optimal control is utilized for path planning under different cost functions and
environmental forces.

This introduction contains background and motivation for the thesis, a detailed
problem description, as well as a summary of the thesis’ contribution to the field.

1.1 Background and motivation

To reduce the environmental impact of transportation, Norwegian governmental
organizations and other institutions focus heavily on emission-free ferries [3]. Ex-
amples of pilot projects investigating emission-free solutions include the battery-
powered ferry Ampere, operating the Oppedal–Lavik connection along road E39
in western Norway [4]. Ampere is powered by two 500 kWh batteries that are
partially recharged at both sides of the 20 minute crossing. Ampere is depicted in
Figure 1.2.

In addition to emission-free technologies, autonomy may further improve energy
efficiency, making battery-powered ferries feasible with longer ferry connections.
Rolls-Royce cooperates with the ferry operator Fjord1 to develop an auto-crossing
system for ferries [5, 6]. The connection Anna–Lote is operated by battery-powered
ferries implementing the auto-crossing system, which plans the ship’s route and
controls the speed and acceleration, adapted to weather conditions in the area.
Rolls-Royce continues to develop the auto-crossing system to handle docking and
collision avoidance.

Reducing the cost of ferry operations by increasing the level of autonomy may
reveal opportunities to revitalize coastal areas. Small ferries with low operational
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costs may act as “dynamic bridges” in rivers and fjords. The city of Trondheim in
Norway is investigating the possibilities of replacing a planned bridge across the
river Nidelva with a small passenger ferry [7]. At a tenth of the price of a bridge,
the ferry will carry cyclists and pedestrians over a narrow part of the river.

Many technical challenges lie between today’s situation and that of having
completely autonomous ferries. Among these are path planning, collision avoid-
ance, automatic docking, robustness of low-level control, and traffic management.
Developing methods that solve these challenges with energy-optimality as a cri-
terion may greatly reduce environmental impact from transportation. Research
motivated by autonomous ferries is also applicable to autonomous shipping in
general.

1.2 Description of the ferry scenario

To understand which challenges the development of autonomous ferries comprises,
it is important to have a clear picture of the tasks a conventional ferry performs
under regular conditions. The obvious objective of a ferry is to transport people
and vehicles between locations in a safe, timely and efficient manner. A typical
sequence of events looks like this:

1. Ferry arrives at dock and keeps itself in place using its thrusters.

2. Hatches and doors open which let the vehicles and passengers off the ferry.

3. Ferry personnel guides waiting vehicles and passengers on-board the ship.

4. Hatches and doors close, and ticketing is performed.

5. Ferry undocks from the current harbor and starts transiting to the next one.

6. During transit and docking/undocking ferry personnel takes care to follow
the International Regulations for Preventing Collisions at Sea (COLREGS)
to avoid any collision.

During all stages of ferry operation, this list of priorities should be followed:

1. Safety — The top priority for any shipping operation is to keep people,
material, and the environment safe from harm. This means that during
transit, the ferry must be able to detect and avoid both static and dynamic
obstacles.

2. Area of operation — If the ferry needs to react to obstacles, it will still need
to stay within a safe corridor that is out of danger from reefs and land.
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3. Punctuality — A ferry operation is not only about getting from one place to
another while staying safe. Being on time is crucial for road communication,
as many people and businesses depend on this.

4. Green — While maintaining safety and punctuality, operating the ferry as
energy optimal as possible reduces cost and environmental impact.

The weather affects several aspects of ferry operation. Currents, wind and
waves affect the ferry motion, which has implications for energy use. Being able
to understand and account for how the weather affects ferry motion may increase
efficiency. Extremely bad weather and tall waves may also force ferry operations
to suspend temporarily, affecting local traffic.

1.3 Problem description

The problem of “Towards the Development of Autonomous Ferries” is considered.
This includes giving a comprehensive introduction to the topics relevant to the
development of autonomous ferries. These topics are identified by looking at the
tasks and challenges humans solve when performing ferry operations. Statistics
and context should be obtained to motivate the task, and to further identify the
challenges ahead. The work includes:

• Give an overview of the main types of ferry activities in Norway today.

• Give an overview of motion control systems used for ferries today.

• Give an overview of path planning algorithms suitable for ferries.

• Give an overview of automatic collision avoidance algorithms relevant for
ferry operations and scenarios.

• Implement an optimization-based path planning algorithm on a suitable ship
model.

• Present the main challenges associated with automatic docking of ferries.

• Give an assessment of the main challenges and possible solutions associated
with developing autonomous ferries.

1.4 Contributions

The main contribution of this thesis is the background research performed on path
planning, collision avoidance and automatic docking. In addition, the use of pseu-
dospectral optimal control for path planning under different ocean current condi-
tions is tested. This is performed with minimum-energy and minimum-time cost
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functions, and the method is validated by simulation using a guidance controller.
Additional contributions are a collection of statistics regarding ferry activity in
Norway, and an overview of sensors available to use for collision avoidance and
navigation.

1.5 Thesis outline

Information and statistics regarding ferry activities in Norway are found in Chap-
ter 2. Following that, Chapter 3 contains basics on ship modeling, as well as infor-
mation on low-level control and control allocation. Chapter 4 is an introduction to
the different types of control systems found in industrial ships. Chapter 5 contains
research about path planning algorithms, including roadmap and optimization-
based algorithms. The pseudospectral approach is further explored in Chapter 6,
where optimal control is used to find time- and energy-optimized paths for a 3-DOF
nonlinear ship model. Feasibility is confirmed by the use of a guidance algorithm.
Collision avoidance algorithms are explored in Chapter 7. A brief overview of
automatic docking algorithms is presented in Chapter 8. Chapter 9 serves as a
discussion of the research performed in this thesis, and summarizes the character-
istics of autonomous ferries. Chapter 10 concludes the thesis and proposes further
work.
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Chapter 2

Ferry Activities in Norway

Figure 2.1: A panoramic view of the fjords Øyfjorden and Mefjorden in Senja, Nor-
way. CC© C© BY:© Simo Räsänen.

Being a coastal country with a large prevalence of mountains and fjords, trans-
portation has always been a big challenge in Norway. Bridges are not feasible to
build over large bodies of water, thus ferries are commonly used for transportation
over fjords and along the coast. This chapter provides some statistics and general
information about ferry operations in Norway, as well as a brief overview of the
laws and regulations governing these operations.

2.1 Statistics

The number of ferry connections in Norway was 121 in 2012 [8]. This had increased
to approximately 150 connections by 2017. Of these, 19 belong to the national
roads (riksvei) and 102 to the county roads (fylkesvei). There were in total 1.5 mil-
lion trips, which transported 21 million vehicles and 43 million people an average

7
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Figure 2.2: Overview of 124 Norwegian ferry routes. This image is generated from
a list of 135 connections from the four major companies, where 11
were not able to be located. The colors identify the companies: Red
is Fjord1, blue Norled, green Torghatten and yellow Boreal. Made with
https://batchgeo.com/.

of 8 kilometers each. In 2012, ferries produced 350 million passenger kilometers.
This was 0.5% of the total domestic transportation, where private cars account for
78%, air transport 6.3% and buses 5.0% [9]. In 1997, Norway kept close to 10% of
the world’s car ferry fleet [10].

Transportation is the largest contributor to climate gas emissions in Norway,
and domestic shipping (including ferries) is the third largest contributor within
transportation, accounting for 2.8 million tons CO2 equivalents in 2015 [11]. Along
with offshore and fishing vessels, ferries are among the worst contributors within
the domestic shipping section [12].

https://batchgeo.com/
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2.2 Ferry operators

Per 2017, there are four companies operating the vast majority of the ferry connec-
tions (135 of approximately 150). Torghatten with 47 connections, Norled (40),
Fjord1 (35) and Boreal (12) account for approximately 99% of the revenue gen-
erated from ferry transport [13]. There are also seven smaller companies running
various single connections, often on behalf of a larger company [14]. In addition,
some municipalities have small ferry connections over rivers and lakes, with little
or no statistics.

Figure 2.2 displays the ferry connections, colored by operator1.

2.3 Designers and shipyards

The Norwegian ferries are designed specifically for their environment and role.
Multi Maritime is a ship design company based in Førde, Norway. Among their
designs are the car ferries Bastø IV, V and VI, Tidefjord and Ullensvang. The
Bastø ferries are built at the Turkish companies Cemre Shipyard and Sefine Ship-
yard. Tidefjord and Ullensvang are built at the Norwegian shipyards Fiskerstrand
and Ankerløkken, respectively.

Another ship design company is LMG Marin, based in Bergen, Norway. Among
their designs are the car ferries Stavangerfjord, Hardanger and Korsfjord. The
former is built at Norwegian Aker Yards, and the two latter are built at Remontowa
in Poland.

2.4 Ferry types

The Norwegian ferries are divided into two main classes: speedboats which only
carry passengers and no vehicles, and car ferries. These ships are either monohulls
or catamarans. Figure 2.3a shows a catamaran speedboat, and Figure 2.3b shows
a monohull car ferry. While some ferries have traditional propulsion systems with
fixed propellers and rudders, the vast majority are nearly aft-bow symmetrical
and have one azimuth thruster in each end [15, 16]. This configuration allows the
ferry to cross and dock without turning around, and cars to drive easily in and out
of the ferry without reversing. It also gives full actuation during docking. Even
ferries with fixed propellers and rudders usually have either a tunnel thruster or a
retractable azimuth bow thruster.

1The map is available for interactive viewing at https://batchgeo.com/map/

9a1b1d6420bf71875a0312f8cf72b170.

https://batchgeo.com/map/9a1b1d6420bf71875a0312f8cf72b170
https://batchgeo.com/map/9a1b1d6420bf71875a0312f8cf72b170
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(a) The speedboat Kistefjell, a catamaran. The boat operates the route Tromsø–
Finnsnes–Harstad, and takes 250 passengers. © 2017 Skipsrevyen.

(b) The car ferry Oppedal, a monohull. The ferry operates the route Lavik–Oppedal,
and takes 120 PCEs and 350 passengers. © 2017 Skipsrevyen.

Figure 2.3: Images of a catamaran and a monohull.
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Table 2.1: Ships operating the Horten–Moss connection [18, 19].

Name Year Passengers PCEs Speed Length Beam Draft
kn m m m

Bastø I 1996 600 200 17 109.0 18.5 4.67
Bastø II 1996 600 200 17 109.0 18.5 4.67
Bastø III 2 2005 600 212 18.5 116.2 19.5 4.85
Bastø IV 2016 600 200 18 142.9 21 -
Bastø V 2016 600 200 18 142.9 21 -
Bastø VI 2016 600 200 18 142.9 21 -

2.5 Selected routes

In this section, three selected routes will be presented, together with their pas-
senger statistics and ferry types. Figure 2.2 shows a map of most of the ferry
connections in Norway.

2.5.1 Horten–Moss

The route from Horten in Vestfold to Moss in Østfold is operated by Bastø Fosen,
a Torghatten subsidiary, and is the most trafficked ferry connection in Norway. In
2016, it transported 1.74 million vehicles (including large trucks) and 3.35 million
passengers (including drivers) [17].

Figure 2.4 shows a map of the ferry route and its location. The connection
has transported cars since 1934 and is now a part of national road 19 [18]. The
connection is approximately 11 km, takes 30 minutes to complete, and saves a car
trip of 130 km and 2 hours. The fare is 178 NOK (p.t.) one way for a passenger
car [19].

The Horten–Moss connection is operated by six ferries per 2017. Table 2.1 lists
the active ferries.

2.5.2 Hareid–Sulesund

The route from Hareid to Sulesund in Møre og Romsdal is operated by Norled.
Figure 2.5b shows where the connection is located, and Figures 2.5c and 2.5d show
detailed views. The connection is part of county road 19, and connects Hareid to
Sula, which is close to Ålesund and Vigra airport.

2 Bastø III will serve as backup from early 2017, when Bastø VI is commissioned. Until then,
Bastø VIII is the backup.
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(a) Bastø VI entering Horten, for trial,
newly delivered 2016-12-16. CC© C©
BY:© Ulf Larsen.

(b) Overview map of the Horten–Moss
route.

(c) Map. (d) Satellite image.

Figure 2.4: Horten–Moss.

The route completes in 20 minutes, is 8 km long, and saves a car trip of 180 km
and almost 4 hours. The fare is 115 NOK (p.t.) for passenger cars [20]. It is served
by three ships, seen in Table 2.2 [20]. Ullensvang is pictured in Figure 2.5a.

2.5.3 Fjone–Sundsodden (lake)

The Nisser lake in Telemark has Norway’s only remaining cable ferry, which takes
passengers, bikes, and cars across from Fjone to Sundsodden. The connection is
part of county road 354 and is run by Nissedal municipality. The fare is 60 NOK
(p.t.) for passenger cars [21]. It is 400 m long, and transports 5000 passenger car

Table 2.2: Ships operating the Hareid–Sulesund connection [18].

Name Year Passengers PCEs Speed Length Beam Draft
kn m m m

Ullensvang 1986 500 110 16 87.0 14.5 4.30
Tidefjord 2008 350 120 13 114.0 16.8 3.36
Høgsfjord 1992 299 76 14 84.7 15.5 3.36
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(a) Ullensvang, a ferry operating the
Hareid–Sulesund connection. CC© C©
BY:© Harald Sætre / Wikipedia.

(b) Overview map of the Hareid–
Sulesund route.

(c) Map. (d) Satellite image.

Figure 2.5: Hareid–Sulesund.

Table 2.3: The cable ferry operating the Fjone–Sundsodden connection [18].

Name Year Passengers PCEs Speed Length Beam Draft
kn m m m

Fjoneferga Nissen 1976 15 3 5 15 - -

equivalents (PCEs) per year, in addition to passengers and bicycles [22].

2.6 Regulations related to ferry operations

The main laws and regulations governing ferry operations in Norway are Forskrift
om transport med ferje (Regulations for transport by ferry) [23], Sjøveisreglene
(Rules of the road at sea) [24], Sjøloven (Maritime code) [25], Forskrift om skips-
førerens og rederiets plikter (Regulations for shipmaster’s and shipowner’s duties)
[26], and Havne- og farvannsloven (Harbor act) [27]. In addition, Statens vegvesen
(Norwegian Public Roads Administration) (NPRA) has some manuals which de-
scribe best practices on how to design ferry ports [10, 28].
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(a) Nissen, the cable ferry operating the
Fjone–Sundsodden connection.

(b) Overview map of the Fjone–
Sundsodden route.

(c) Map. (d) Satellite image.

Figure 2.6: Fjone–Sundsodden.

2.6.1 Regulations for transport by ferry

The Regulations for transport by ferry considers the responsibilities of the driver
of a vehicle on board a ferry, such as their duty to follow instructions given by
signboards and ferry crew, and operate their vehicle properly during transit [23].
They also regulate preferential rights of emergency vehicles and other important
officials to board the ferry.

There are few implications from this law on an autonomous ferry system. All
of the items may be fulfilled by proper signposting and ticketing systems.

2.6.2 Rules of the road at sea

The Rules of the road at sea provide regulations for collision avoidance, rules for
placement and operation of lanterns and signals, and special rules for Norwegian
domestic waters [24]. These rules comply with the COLREGS [29]. Section 2.7
contains an introduction to these regulations.

The Rules of the road at sea have major implications on an autonomous ferry
system, as any seafaring vessel has to behave as expected by other vessels, not to
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mention that the highest priority of any vessel is to not collide with anything.

2.6.3 Maritime code

The Maritime code is a comprehensive set of laws governing shipping and transport
by sea [25]. It also governs ship building, responsibilities, shipwrecks, salvaging,
and disputes.

Chapter 6 of the Maritime code is about the shipmaster’s duties to ensure
seaworthiness, safe navigation, loading and handling of the ship in the case of dis-
tress. While the safety of these operations may be handled by well-constructed
automatic systems, the legislation requires the presence of a shipmaster. This may
be circumvented by exemptions for testing purposes, but for large-scale implemen-
tations, this requires a change in legislation.

2.6.4 Regulations for shipmaster’s and shipowner’s duties

These regulations are used when there is suspicion that an offense of a serious
nature is committed on board a ship [26]. They give the shipmaster rights and
duties to investigate, interrogate and arrest suspected offenders.

2.6.5 Harbor act

The Harbor act facilitates maneuverability and management of waters in accor-
dance with the public interest, fisheries, and other industries [27]. It mostly gives
the Ministry of Transport and Communications the right to regulate and delegate
matters of traffic, hazards, navigation, and harbor facilities. This implies that
an autonomous system must follow regulations given by local governments about
navigation and use of harbors.

2.7 COLREGS

The International Regulations for Preventing Collisions at Sea (COLREGS) are a
set of international regulations that all surface-going ocean vehicles must abide by
to prevent collisions at sea [29]. The most recent version of the regulations were
presented in 1972, and are maintained by the International Maritime Organization
(IMO). The COLREGS consist of five parts:

Part A — General: Covers responsibilities and when the rules apply. Rules
1–3.
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Part B — Steering and Sailing: Covers general conducts of vessels and spe-
cial situations. Rules 4–19.

Section I — Conduct of vessels in any condition of visibility: General
regulations regarding speed, radar use etc. Rules 4–10.

Section II — Conduct of vessels in sight of one another: The section
most relevant to this thesis, regarding head-on, crossing and overtaking
scenarios. Rules 11–18.

Section III — Conduct of vessels in restricted visibility: Contains a
rule regarding operation in scenarios with restricted visibility. Rule 19.

Part C — Lights and Shapes: Defines the proper use and placement of lights,
flags and lanterns. Rules 20–31.

Part D — Sound and Light Signals: Defines the proper use of sounds and
light signals. Rules 32–37.

Part E — Exemptions: Specifies that some ships (from before the regulations
were active) are exempted from some of the signal and light requirements.

To this thesis, the most relevant parts of the COLREGS appear in Part B, and
inside that part, Section II provides the rules which handle collision avoidance in
the situations where other ships are nearby. An introduction to the relevant rules,
and its implications on autonomous operations is given here:

Rule 8 Action to avoid collision

(a) Any action taken to avoid collision shall be taken in accordance with
the Rules of this Part and shall, if the circumstances of the case admit,
be positive, made in ample time and with due regard to the observance
of good seamanship.

(b) Any alteration of course and/or speed to avoid collision shall, if the
circumstances of the case admit, be large enough to be readily apparent
to another vessel observing visually or by radar; a succession of small
alterations of course and/or speed should be avoided.

These two items imply that any alteration of speed or course should be
positive and clearly observable for other vessels. This may be interpreted as
a constraint or priority for the motion control system.

Rule 9 Narrow channels
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(a) A vessel proceeding along the course of a narrow channel or fairway
shall keep as near to the outer limit of the channel or fairway which lies
on her starboard side as is safe and practicable.

This implies that the path planning algorithm should optimally plan passages
in narrow seaways to keep near the starboard side.

Rule 13 Overtaking

(a) Notwithstanding anything contained in the Rules of Part B, Sections I
and II, any vessel overtaking any other shall keep out of the way of the
vessel being overtaken.

(b) A vessel shall be deemed to be overtaking when coming up with another
vessel from a direction more than 22.5 degrees abaft her beam, that is,
in such a position with reference to the vessel she is overtaking, that
at night she would be able to see only the stern light of that vessel but
neither of her sidelights.

(c) When a vessel is in any doubt as to whether she is overtaking another,
she shall assume that this is the case and act accordingly.

(d) Any subsequent alteration of the bearing between the two vessels shall
not make the overtaking vessel a crossing vessel within the meaning of
these Rules or relieve her of the duty of keeping clear of the overtaken
vessel until she is finally past and clear.

The implications of this rule are covered in Section 2.7.1.

Rule 14 Head-on situation

(a) When two power-driven vessels are meeting on reciprocal or nearly re-
ciprocal courses so as to involve risk of collision each shall alter her
course to starboard so that each shall pass on the port side of the other.

(b) Such a situation shall be deemed to exist when a vessel sees the other
ahead or nearly ahead and by night she would see the mast head lights
of the other in a line or nearly in a line and or both sidelights and by
day she observes the corresponding aspect of the other vessel.

(c) When a vessel is in any doubt as to whether such a situation exists she
shall assume that it does exist and act accordingly.

The implications of this rule are covered in Section 2.7.2.
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Rule 15 Crossing situation

When two power-driven vessels are crossing so as to involve risk of collision,
the vessel which has the other on her own starboard side shall keep out of the
way and shall, if the circumstances of the case admit, avoid crossing ahead
of the other vessel.

The implications of this rule are covered in Section 2.7.3.

Rule 16 Action by give-way vessel

Every vessel which is directed to keep out of the way of another vessel shall,
so far as possible, take early and substantial action to keep well clear.

This means that when one of the situations described in rules 13 to 2.9 is
encountered, the give-way vessel should react early.

Rule 17 Action by stand-on vessel

(a) (i) Where one of two vessels is to keep out of the way the other shall
keep her course and speed.

(ii) The latter vessel may however take action to avoid collision by her
manoeuvre alone, as soon as it becomes apparent to her that the ves-
sel required to keep out of the way is not taking appropriate action
in compliance with these Rules.

(b) When, from any cause, the vessel required to keep her course and speed
finds herself so close that collision cannot be avoided by the action of
the give-way vessel alone, she shall take such action as will best aid to
avoid collision.

(c) A power-driven vessel which takes action in a crossing situation in ac-
cordance with sub-paragraph (a)(ii) of this Rule to avoid collision with
another power-driven vessel shall, if the circumstances of the case ad-
mit, not alter course to port for a vessel on her own port side.

(d) This Rule does not relieve the give-way vessel of her obligation to keep
out of the way.

This means, that unless the give-way ship does not react to a situation, the
stand-on vessel should do what it can to avoid collisions. For the collision
avoidance system, this means that even if the ship has right of way, barriers
must be implemented to avoid collisions caused by other vessels.
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(a) Illustration of the overtaking sit-
uation. The gray segment of ship
(B) is where an approaching ship
(A) is considered to be overtaking.

(b) An overtaking ship may pass at
either side, but has to stay out of
the way, and may not initiate a
crossing situation.

Figure 2.7: Overtaking situation.

2.7.1 Overtaking

Rule 13 deals with the overtaking situation. This rule says that the overtaking
situation is apparent when the approaching vessel is within the 135° wide segment
behind the ship being overtaken. This situation is illustrated in Figure 2.7a. The
only guidance to how the overtaking vessel ((A) in this situation) should conduct
itself, is to keep out of the way, and to not initiate a crossing situation. Figure 2.7b
illustrates a possible solution.

2.7.2 Head-on situation

The head-on situation is defined in Rule 14. The situation is said to exist when “a
vessel sees the other ahead or nearly ahead and by night . . . ” Some publications
set actual figures on this, and the figure used in [30, 31, 32, 33] is a 30° arc centered
around the vessel’s x axis (the heading).

Rule 14 says that both vehicles shall turn starboard to avoid a collision. The
situation is illustrated in Figure 2.8a, and Figure 2.8b shows the solution.

2.7.3 Crossing situation

The only guidance Rule 15 gives when a crossing situation is apparent, is that
“the vessel which has the other on her own starboard side shall keep out of the
way and shall, if the circumstances of the case admit, avoid crossing ahead of the
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(a) Illustration of the head-on situ-
ation. The gray segment of ship
(A) shows where an approach-
ing ship gets within the head-on
situation.

(b) In a head-on situation, each ship
is to turn towards starboard, as
per the COLREGS.

Figure 2.8: Head-on situation.

other vessel.” Figure 2.9 shows this situation, and a possible solution.

2.7.4 Summary of the COLREGS

These regulations are made for ships controlled by humans, and must also be
followed by autonomous ships, since an autonomous ship will not be alone in
the sea. A ferry shuttling a fjord is likely to encounter leisure vessels, fishing
boats, sailboats, tankers and cruise ships in addition to smaller obstacles such as
kayakers or divers. To be able to operate in a public area an autonomous ferry
needs to be able to prevent any dangerous situation, including those described
by the COLREGS. Solutions to the most common situations such as overtaking,
head-on and crossing must be implemented by a collision avoidance system. More
information about such systems is found in Chapter 7.
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Figure 2.9: Crossing situation. Ship (A) gets the crossing vessel on its starboard
side, and is required to steer out of its way — preferably behind it. Ship
(B) has the other vessel on its port side, and continues ahead.
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Chapter 3

Ship Modeling and Low-Level
Control

This chapter contains theoretical background information that is necessary to un-
derstand in order to comprehend the rest of the thesis. A review of ship modeling is
presented, including reference frames, kinematics and kinetic differential equations.
Additionally, some examples of thruster configurations are introduced, along with
their equations. The concepts of workspaces and configuration spaces are subse-
quently covered. At the end of the chapter, there is a section on low-level control
of speed and heading, including a short review of control allocation algorithms.

3.1 Ship modeling

Mathematical models are used to describe how a physical system reacts to external
forces, study stability properties under given operation conditions, and to design
controllers that are able to move the system states to desired values. Ship models
vary in complexity, and the required level of complexity depends on what is to be
achieved with the model. Different models are used in seakeeping and maneuver-
ing, and one may use varying number of degrees of freedom in either case. For the
purposes of this thesis, where the motion control of surface vessels is studied, 3
degree of freedom (DOF) models (surge, sway and yaw) are considered sufficient.

A great resource on vessel modeling is Fossen’s book [34], where most of the
content of this chapter is based upon.

23
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Figure 3.1: Block diagram of a motion control system. The highlighted blocks are
relevant to the discussion of ship modeling and low-level control.

3.1.1 Displacement, semi-displacement and planing
vessels

Faltinsen [35] and Fossen [34] classify ships in three groups, with respect to how
much of the forces that keep the ship afloat come from buoyancy and hydrody-
namics. The Froude number is used:

Fn =
Ur√
gL

(3.1)

Here Ur is the maximum relative speed, L is the submerged length of the vessel,
and g is the acceleration of gravity. The classes are divided as such:

Displacement vessels (Fn < 0.4): The buoyancy force dominates the hydrody-
namic forces.

Semi-displacement vessel (0.4–0.5 < Fn < 1.0–1.2): The buoyancy force is not
dominant.
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Figure 3.2: Illustration of motion in 6 DOF. From [34]. © 2011 John Wiley & Sons,
Ltd.

Planing vessel (Fn > 1.0–1.2): The hydrodynamic forces dominate the buoy-
ancy force.

All car ferries are classified as displacement vessels, and this will be the only
form of vessel modeled and discussed in this thesis.

3.1.2 Notation, reference frames and transformations

Before going into the differential equations, it is necessary to be familiar with the
notation and reference frames used.

Notation

Before going into reference frames and transformations, it is useful to have a clear
sense of the notation used throughout the thesis. The notation will be the same
as the one used in [34], and is listed in Table 3.1. Figure 3.2 illustrates the DOFs
used in ship modeling.

It is useful to collect the forces, velocities and positions in these vectors: τ =
[X, Y, Z,K,M,N ]>, ν = [u, v, w, p, q, r]>, and η = [x, y, z, φ, θ, ψ]>. The linear
and angular velocities are useful to collect in the following vectors, respectively:
v = [u, v, w]> and ω = [p, q, r]>.

Some important angles are introduced:
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Table 3.1: Notation used for forces, positions and velocities. Retrieved from [34].

Forces
and

moments

Linear and
angular

velocities

Positions
and Euler

angles

motions in the x direction (surge) X u x
motions in the y direction (sway) Y v y
motions in the z direction (heave) Z w z
rotations about the x axis (roll) K p φ
rotations about the y axis (pitch) M q θ
rotations about the z axis (yaw) N r ψ

Heading ψ The angle between the ship’s longitudinal axis (from aft to fore) and
true north.

Course χ The angle of the velocity vector of the ship (the actual direction of
travel) relative to true north.

Sideslip β The angle between the ship’s heading and velocity.

These angles are illustrated in Figure 3.3. From this description, we see that the
angles satisfy

χ = ψ + β (3.2)

and

β = sin−1

(
v

U

)
, (3.3)

where U =
√
u2 + v2. In the presence of ocean currents, the sideslip angle can be

extended to

βr = sin−1

(
vr
Ur

)
, (3.4)

where Ur =
√

(u− uc)2 + (v − vc)2.
The following notation is adapted for the velocities:

vca/b = linear velocity of {a} with respect to the frame {b} expressed in {c}
ωca/b = angular velocity of {a} with respect to {b} expressed in {c}

When describing velocities and rotation matrices, the following notation is
used:

vto = Rto
fromv

from (3.5)

Here the texts “to” and “from” describe the reference frames rotated to and from.
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Figure 3.3: Illustration of the geometric relationship between heading, course and
sideslip. From [34]. © 2011 John Wiley & Sons, Ltd.

Reference frames

The frames most important to this thesis are presented here:

NED The north-east-down (NED) coordinate system is “usually defined as the
tangent plane on the surface of the Earth moving with the craft, but with
axes pointing in different directions than the body-fixed axes of the craft
[34].” The coordinate system is denoted {n} = (xn, yn, zn) with origin on.
The x axis points towards true north, y points towards east, while the z axis
points downwards, forming a right-handed coordinate system. This reference
frame is sufficient to use when operating in a local area, and a flat earth is
approximated. For the purposes encountered in this thesis, the frame may
be considered inertial.

BODY The body-fixed reference frame {b} = (xb, yb, zb) , ob is fixed to the vessel.
The x axis points forward, y points starboard, and z points down, forming
a right-handed coordinate system. The origin is placed on a line from aft to
fore on the ship, midships.

FLOW This reference frame is convenient to use when calculating hydrodynamic
forces, e.g. drag. The FLOW reference frame’s x axis is rotated from the
BODY frame, and points into the relative flow. The y axis follows the
rotation, while the z axis still points downwards.
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Transformations

The transformations between these reference frames are needed to create the mod-
els that are used in the thesis. The transformations are used to describe velocities
in the different frames, and to create the kinematic differential equations.

The transformation between the BODY and NED frames are described by the
rotation matrix

velocity of BODY
relative to NED,

represented in NED︷︸︸︷
vnb/n = Rn

b (Θnb)︸ ︷︷ ︸
rotation matrix

from BODY to NED

velocity of BODY
relative to NED,

represented in BODY︷︸︸︷
vbb/n . (3.6)

Here the vector Θnb = [φ, θ, ψ]> denotes the Euler angles (ZYX rotation order)
that describe the ship attitude. The rotation matrix Rn

b is

Rn
b = Rz,ψRy,θRz,φ (3.7)

where each of the three matrices on the right-hand side are principal rotation
matrices.

The relationship of the relative FLOW and BODY frame is described by

vFLOW = Rz,−βv
BODY. (3.8)

In 3 DOF, the kinematics (relationship between the body velocity and the
position) are described by the differential equation

η̇ = R(ψ)ν (3.9)

Here the position vector is η = [x, y, ψ]>, and the velocity vector is ν = [u, v, r]>.
The transformation matrix R is

R(ψ) =

cosψ − sinψ 0
sinψ cosψ 0

0 0 1

 (3.10)

Ocean currents

In addition to the ground velocities, it is useful to define the velocities relative to
the ocean currents. Ocean current velocity relative to ground may be described in
the NED frame as

vnc =
[
Vx, Vy, 0

]>
. (3.11)
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Here the current is assumed horizontal and irrotational, which is a reasonable
assumption for our purposes. In the body frame the current velocity is expressed
as

vbc = [uc, vc, 0]> = R>vnc (3.12)

Compunded into a 6-element vector we get

νc = [uc, vc, 0, 0, 0, 0]> (3.13)

It is also useful to define the ship body velocity relative to ocean current:

νr = ν − νc = [u− uc, v − vc, w, p, q, r]> = [ur, vr, w, . . .]
> (3.14)

3.1.3 Kinetics in 3 DOF

The kinetics of the 3 DOF model will have the following form:

Mν̇r + C(νr)νr + D(νr)νr = τ + τwind + τwave (3.15)

where

M = MA + MRB (3.16)

C(νr) = CA(νr) + CRB(νr). (3.17)

The subscripts A and RB denote effects from added mass and rigid body, re-
spectively (see [34, (3.57)]). The matrix C represents the Coriolis and centripetal
forces, both from the rigid body and the added mass effects. The model (3.15)
requires the matrix C to be constructed independent of the linear velocities. The
hydrostatic forces from drag are represented by the term D(νr)νr. The vector τ is
the virtual control vector, and consists of the actuated forces and moments from
thrusters and rudders.

Center of gravity

The vector rg =
[
xg, yg, zg

]
is the distance from the control origin ob to the center

of gravity. In the 3 DOF models, zg = 0, and we assume that ob is placed along
the aft-fore longitudinal axis, such that we get starboard-port symmetry (yg = 0).

Inertia matrix M

The rigid body inertia matrix MRB = M>
RB > 0 has the form

MRB =

m 0 0
0 m mxg
0 mxg Iz

 (3.18)
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in 3 DOF. The total ship mass is m, and xg is the longitudinal distance of the
body origin ob to the center of gravity. The moment of inertia around the body z
axis is Iz.

The added mass matrix MA = M>
A has the form

MA = −

Xu̇ 0 0
0 Yv̇ Yṙ
0 Yṙ Nṙ

 (Nv̇ = Yṙ). (3.19)

These are the added mass derivatives. They are found by experiment or by ad-
vanced modeling1.

Together they become the system inertia matrix M = MRB + MA.

Inertia matrix Ig and Ib

The inertia matrix Ig around the center of gravity has the following form:

Ig =

 Ix −Ixy −Ixz
−Ixy Iy −Iyz
−Ixz −Iyz Iz

 , Ig = I>g > 0. (3.20)

All elements of this matrix are 0 in the 3 DOF case, except for Iz, which has the
value

Iz =

∫
V

(x2 + y2)ρm dV. (3.21)

The inertia matrix when rotating about the BODY origin is

Ib = Ig −mS2(rbg) (3.22)

The skew-symmetric matrix S(·) is defined by

S(a) =

 0 −a3 a2

a3 0 −a1

−a2 a1 0

 (3.23)

where a = [a1, a2, a3]>.

1 Finding added mass parameters are not covered in this thesis, but [34] has extensive infor-
mation about the subject. Other useful sources for finding such parameters are [36, 37], where
strip theory is used to retrieve the added mass parameters.
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Coriolis and centripetal matrix

The rigid body Coriolis and centripetal matrix CRB(ν) = −C>RB(ν) can be rep-
resented with angular velocities only, which is useful when creating a model using
the relative velocity νr. The 6 DOF matrix is retrieved from [34, (3.57)]:

CRB(ν) =

[
mS(ω) −mS(ω)S(rbg)

mS(rbg)S(ω) −S(Ibω)

]
(3.24)

When placing the ob so that we get starboard-port symmetry (in the middle of the
ship along the y axis) in 3 DOF the Coriolis-centripetal matrix becomes

CRB =

 0 −mr −mxgr
mr 0 0
mxgr 0 0

 . (3.25)

The added mass Coriolis and centripetal matrix CA(νr) = −C>A(νr) is

CA(νr) =

 0 0 Yv̇vr + Yṙr
0 0 −Xu̇ur

−Yv̇vr − Yṙr Xu̇ur 0

 . (3.26)

Damping matrix

The damping model used is that of [34, Section 6.5], amended with cubic surge
damping and Munk-moment compensation, as described in [38]. It has the form

D(νr) = DL + DNL(νr) (3.27)

where

DL =

−Xu 0 0
0 −Yv −Yr
0 −Nv −Nr

 (3.28)

and

DNL(νr) =

dNL,11(νr) 0 0
0 dNL,22(νr) dNL,23(νr)
0 dNL,32(νr) dNL,33(νr)

 . (3.29)
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Figure 3.4: Illustration of symmetric actuator layout for ferries.

The linear part of the damping is DL, and DNL is the nonlinear part. Its compo-
nents are

dNL,11(νr) = −X|u|u|ur| −Xu3u
2
r (3.30a)

dNL,22(νr) = −Y|v|v|vr| − Y|r|v|r| (3.30b)

dNL,23(νr) = −Y|v|r|vr| − Y|r|r|r| − Yurur (3.30c)

dNL,32(νr) = −N|v|v|vr| −N|r|v|r| −Nuvur (3.30d)

dNL,33(νr) = −N|v|r|vr| −N|r|r|r| −Nuru (3.30e)

Irrotational constant ocean currents

According to Property 8.1 in [34] the rigid body kinetics satisfies

MRBν̇ + CRB(ν)ν = MRBν̇r + CRB(νr)νr (3.31)

This is used to retrieve the form of (3.15) for the kinetics, and to not keep track
of both ν and νr for simulation purposes.

3.1.4 Control forces and actuation

Common for almost every new ferry built for operation in Norway is the thruster
configuration where an azimuth thruster is placed in each end of the ship [16].
This is illustrated in Figure 3.4. This configuration allows for high maneuverability
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while docking and undocking. Additionally, a thruster in each end means the ferry
does not have to rotate, and that cars can drive off without backing up.

While two azimuth thrusters allow full actuation (the ship will in fact be over-
actuated) in surge, sway and yaw during docking, the sway forces are heavily
reduced during high speeds, such that the ship becomes underactuated during
transit. During transit the aft thruster has the most authority over yaw moment,
and is used as the main propulsion, while the fore thruster either turns freely or
is used as auxiliary propulsion. Controllable pitch propellers are able to change
the pitch so that the fore thruster may turn freely in an efficient manner while not
being used. Fixed pitch propellers contribute a relatively high drag force when
turning freely, so it is more efficient to let it provide 30–40 % of the propulsion
force [16].

Thruster model for docking

These details are abstracted away in the ship model by creating a separate thruster
model for docking and transit. The docking model will have a control vector u of
dimension 4, where u = [F>,α>]> = [F1, F2, α1, α2]>. The input to each actuator
is a force Fi and an angle αi, for i ∈ {1, 2}. This requires a mapping from the
control vector u to decomposed forces and moment τ = [X, Y,N ]:

τ (u) = T(α)F , (3.32)

where

T(α) =

 cosα1 cosα2

sinα1 sinα2

−l1 sinα1 l2 sinα2

 . (3.33)

Here li denotes the length from the origin ob to the azimuth thruster i.
For allocation purposes it may be favorable to represent the forces generated

by each thruster in decomposed form:

f =


f1,x

f1,y

f2,x

f2,y

 . (3.34)

The relationship between f and u is then

αi = atan2(fi,y, fi,x) (3.35a)

Fi =
∥∥∥[fi,x, fi,y]

>
∥∥∥

2
(3.35b)

i ∈ {1, 2}.
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With this representation the force vector τ becomes

τ =

1 0 1 0
0 1 0 1
0 −l1 0 l2


︸ ︷︷ ︸

T

f . (3.36)

Thruster model for transit

The transit model will have a control vector of dimension 2, where u = [F, δ]>, F
is the force magnitude of the aft azimuth thruster, and δ is its angle. The force
vector τ will in this case become

τ =

 F cos δ
F sin δ
−l1F sin δ

 . (3.37)

This is only valid for small angles δ, as the cross flow will reduce the efficiency of
lateral forces. As δ is small in a transit operation, a simplification of (3.37) useful
for control design is

τ =

 F
Fδ
−l1Fδ

 . (3.38)

3.1.5 3 DOF model summary

For completeness, the ship-model kinematics and kinetics are collected here:

η̇ = R(ψ)

ν︷ ︸︸ ︷
(νr + νc) (3.39a)

Mν̇ + C(νr)νr + D(νr)νr = τ + τwind + τwave, (3.39b)

where

η = [x, y, ψ]> ,

νr = [ur, vr, r]
> , and

τ = [X, Y,N ]> .
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3.2 Workspace, configuration space and

actuation

When designing control systems, it is important to understand the difference be-
tween the workspace and the configuration space. The control objective is defined
in the workspace, and the pose of the vehicle exists in the configuration space.
From Fossen’s work in [34] we have the following definitions:

Definition 3.1 (Configuration space). The n-dimensional configuration space is
the space of possible positions and orientations that a craft may attain, possibly
subject to external constraints.

In our 3 DOF example for maneuvering, the positions x and y, and the heading
ψ define the three-dimensional configuration space

C = R2 × S . (3.40)

Definition 3.2 (Workspace). The workspace is a reduced space of dimension
m ≤ n in which the control objective is defined.2

The workspace is denoted W . When controlling heading, the control objective
is only ψ, and the workspace has dimension 1.

Using Definition 3.1, we define when a ship is fully actuated or underactuated.
When the number of control inputs available is r, we get the following definitions:

Definition 3.3 (Underactuated marine craft). A marine craft is underactuated if
it has fewer control inputs than generalized coordinates (r < n).

Definition 3.4 (Fully actuated marine craft). A marine craft is fully actuated if
it has equal or more control inputs than generalized coordinates (r ≥ n).

A ship with a rudder and propellers has two control inputs (r = 2), while a
ship (at low speeds) with two azimuth thrusters has r = 4 — two angles and two
magnitudes of thruster force. An azimuth thruster’s control inputs may also be
seen as a force decomposed in the x and y directions.

Another source with useful information on the operating spaces is the book
of Spong et al. [39]. Section 1.1 treats the basics of the operating spaces, and
Section 5.1 treats the configuration space with respect to path and trajectory
planning.

2 In [34], the reduced space has dimension m < n, but an example where the dimension of
the workspace equals the configuration space is a 3 DOF DP operation, where we may wish to
control both x, y and ψ. Here m = n = 3, hence m ≤ n.
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Figure 3.5: GNC concept block diagram. Inspired by [34, Figure 9.1].

3.3 Low-level control

In the literature for marine craft, airplanes and space vehicles, motion control is
often divided into guidance, navigation and control (GNC). Fossen defines these
concepts as seen in Figure 3.5 in [34]. The guidance systems translate the pre-
defined waypoints into a trajectory, and output the necessary course and speed
which will keep the vessel on the trajectory. The control system uses this data as
set points, and controls the actuators (e.g. rudder angle and propeller speed) such
that the vessel converges to the specified course and speed. The navigation system
estimates the position and velocity of the vessel, which is used as feedback for the
other systems.

This is how a transit autopilot may be set up. Each of the blocks in Figure 3.5
may have a varying level of complexity, depending on the ship’s area of operation.
The trajectory generator may be a simple line-of-sight (LOS) guidance law, or
it may be a more advanced path following kinematic controller, which uses a
dynamical model of the vessel to generate feasible velocities [34]. The motion
control system may be a set of simple single-input single-output (SISO) PID-
controllers, or it may be a more advanced multiple-input multiple-output (MIMO)
controller, linear or nonlinear.
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3.3.1 Combined backstepping controller

A controller based on integral backstepping is developed by Fossen et al. in [40].
It is based on the model

η̇ = R(ψ)ν (3.41a)

Mν̇ + C(ν)ν + D(ν)ν = τ + R(ψ)>b (3.41b)

where b are slowly varying force disturbances in NED. The controller gives a
uniformly globally asymptotically stable (UGAS) origin of the error states z1, z2

and b̃, where z1 = ψ − ψd, z2 = ν −α, b̃ = b̂− b,

α =
[
ud, 0, −k1z1 + ψ̇d

]>
(3.42)

and b̂ is the disturbance estimator

˙̂
b = ΓRz2 (3.43)

Here the estimator gains Γ is positive definite, and k1 > 0.
The control law is

τ = Mα̇+ C(ν)α+ D(ν)α−R>(ψ)b̂− hz1 −K2z2 (3.44)

where h = [0, 0, 1]> and K2 = diag{k2,1, k2,2, k2,3}. This control law requires a
fully actuated ship, but may be extended to underactuated ships by selecting α2

such that a relationship τ2 = 0 is obtained [40]. Using this relationship, a dynamic
state α2 is retrieved from the following equation, where N = C + D is used for
notational brevity.

τ2 = 0

τ2 = m22α̇2 +m23α̇3 + n21α1 + n22α2 + n23α3 + sinψb̂1 − cosψb̂2 − k2,2z2,2 = 0

m22α̇2 = −m23α̇3 − n21α1 − n22α2 − n23α3 − sinψb̂1 + cosψb̂2 + k2,2z2,2 (3.45)

In the simulations performed in this thesis, the relationship τ2 = 0 is changed
to τ2 = − 1

l1
τ3 due to the thruster model (3.37), which gives a different dynamic

state α2:

τ2 = − 1

l1
τ3

τ2 = m22α̇2 +m23α̇3 + n21α1 + n22α2 + n23α3 + sinψb̂1 − cosψb̂2 − k2,2z2,2

= − 1

l1
(m32α̇2 +m33α̇3 + n31α1 + n32α2 + n33α3 − k2,3z2,3 − b̂3)

(l1m22 +m32)α̇2 =

l1(−m23α̇3 − n21α1 − n22α2 − n23α3 − sinψb̂1 + cosψb̂2 + k2,2zz2,2)

−m33α̇3 + k2,3z2,3 − n31α1 − n32α2 − n33α3 + k2,3z2,3 + b̂3

(3.46)
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Reference models

To generate the time differentiated reference signals, a reference model is used for
both surge and heading. The surge reference model is of order 2 to achieve smooth
u̇d. It is retrieved from [34, Section 10.2.1] and has the form

üdr + 2ζuωn,uu̇
d
r + ω2

n,uu
d
r = ω2

n,uu
ref
r (3.47)

where ωn,u > 0 and ζu > 0. The state-space representation is[
u̇d

üd

]
=

[
0 1
−ω2

n,u −2ζuωn,u

][
ud

u̇d

]
+

[
0
ω2
n,u

]
uref (3.48)

For the heading reference signals, a third order model is desired, as smooth rd

and ṙd are needed. The following model is used:

ψd

ψref
(s) =

ω3
n,ψ

(s+ ωn,ψ)(s2 + 2ζψωn,ψs+ ω2
n,ψ)

(3.49)

The state-space representation is

ψ̇d = rd (3.50a)

ṙd = r̈d (3.50b)

r̈d = −(2ζψ + 1)ωn,ψṙ
d − (2ζ + 1)ω2

n,ψr
d + ω3

n,ψ(ψref − ψd) (3.50c)

Each of these states are saturated at yaw rate and acceleration limits by rdmax and
ṙdmax, respectively, to improve feasibility.

3.3.2 Control allocation

As stated in Section 3.1.4, a ferry with two azimuth thrusters will be overactuated
during docking operations. This means that there are an infinite number of com-
binations of control inputs u that will produce a given force vector τ . For ease of
reference, the decomposed relationship between the control inputs and force will
be repeated here:

τ (u) = Tf

mXY
N

 =

1 0 1 0
0 1 0 1
0 −l1 0 l2



f1,x

f1,y

f2,x

f2,y


(3.51)
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Figure 3.6: Control allocation in a feedback control system. A control law feeds the
desired virtual force vector τ to the control allocation algorithm, which
produces the appropriate control vector u for the actuators. Inspired by
[34, Figure 12.25].

A reasonable choice would be to select the combination of control inputs that uses
the least amount of power. Figure 3.6 illustrates the concept of a control allocation
setup in a motion control system.

Fossen’s book [34, Section 12.3] introduces many concepts for optimal control
allocation. The examples presented next are gathered from there. Additionally, a
thorough review of control allocation methods for overactuated systems is found
in Johansen and Fossen’s survey [41].

Explicit solution to the unconstrained allocation problem

When no constraints are placed on the controls u, the control allocation problem
may be seen as an unconstrained least squares optimization problem.

min
f
f>Wf

s.t. τ = Kf ,
(3.52)

where W > 0 is a weighting matrix. This problem has an explicit solution, ac-
cording to [34]:

f = T†τ , (3.53)

where

T† = W−1T>(TW−1T>)−1 (3.54)

is the generalized inverse.

Explicit solution to the constrained allocation problem

Tøndel et al. have developed an explicit solution to the constrained quadratic
programming (QP) problem [42], which is extended to marine applications by
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Johansen et al. in [43]. The constrained problem is formulated as

min
f ,s,f̄
{f>Wf + s>Qs+ βf̄}

s.t. Tf = τ + s

fmin ≤ f ≤ fmax

− f̄ ≤ f1,x, f1,y, f2,x, f2,y ≤ f̄

(3.55)

where s ∈ R3 are slack variables which ensure feasibility. The matrix Q > 0 is
penalization on the slack variables, f̄ = maxi

∣∣fi,j∣∣ is the largest force among f ,
and β penalizes the largest force.

In general this type of problem has to be solved by an iterating algorithm, but,
as mentioned, an approach for explicit solutions of the parametric QP is developed
in [42] and [43].

Iterative solutions with varying α

The previous control allocation examples involve decomposing the thruster forces
into x and y components. In reality the azimuth thruster angles αi have limitations
on both amplitude and rate of change. In addition, the limitations on fi,j is only a
weak approximation of the real-world situation, where the limitation is in fact on
the force magnitude Fi. Johansen et al. suggest the following nonconvex nonlinear
optimization problem [44]:

min
F ,α,s

{
2∑
i=1

P̄i|Fi|3/2 + s>Qs+ (α−α0)>Ω(α−α0)

+
%

ε+ det(T(α)W−1T>(α))

}
s.t. T(α)F = τ + s

Fmin ≤ F ≤ Fmax

αmin ≤ α ≤ αmax

∆αmin ≤ α−α0 ≤ ∆αmax

(3.56)

where

• P̄i|fi|3/2 is power consumption for each thruster, where P̄i is a positive weight.

• s>Qs is the penalization on the slack variables s.

• Ω is the matrix which penalizes changes in α, reducing wear and tear on the
azimuth thrusters.
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• Fmin ≤ F ≤ Fmax and αmin ≤ α ≤ αmax are saturations on azimuth forces
and angles.

• ∆αmin ≤ α − α0 ≤ ∆αmax limits the rate of movement of α. α0 is the
azimuth angles at the previous sample.

• A compensation term

%

ε+ det(T(α)W−1T>(α))
(3.57)

is included to avoid singular configurations. % and ε are scalars that tune
this term.

This nonconvex nonlinear problem is hard to solve, and may not be feasible for
real-time implementations. A linear approximation of the forces and angles may
be made to reduce this to a QP problem:

F = F0 + ∆F (3.58a)

α = α0 + ∆α (3.58b)

The resulting QP problem then becomes [44]:

min
∆F ,∆α,s

{
(F0 + ∆F )>P(F0 + ∆F ) + s>Qs+ ∆α>Ω∆α

+
∂

∂α

(
%

ε+ det(T(α)W−1T>(α))

)∣∣∣∣∣
α0

·∆α

}
s.t. s+ T(α0)∆F + ∂

∂α
(T(α0)F )|α0,F0 ·∆α = τ −T(α0)F0

Fmin − F0 ≤ ∆F ≤ Fmax − F0

αmin −α0 ≤ ∆α ≤ αmax −α0

∆αmin ≤ ∆α ≤ ∆αmax

(3.59)

This problem is convex and may be solved by a standard QP solver.
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Chapter 4

Industrial Motion Control
Systems from a Ferry Perspective

A modern ship consists of multitudes of advanced equipment for navigation and
motion control, communication, ship and obstacle detection, naval maps, machin-
ery, propulsion, and steering. After leaving the harbor area and upon entering open
waters, a modern ship may transit on its own, with crew present only to monitor
the ship’s machinery and to intervene in case a COLREGS situation occurs. This
is made possible by state-of-the-art control equipment.

While a large ocean going ship moves automatically from point A to point
B, the fjord-going ferries are mostly controlled manually. As an example, the
Korsfjord carries only a heading autopilot for control, leaving it up to the crew to
compensate for currents and wind [45].

This chapter will introduce equipment and layouts commonly used in ships,
such as actuators, autopilot systems, navigation systems and more. The content
is heavily based on Golding’s work in [46], with some updates from recent sources
and publications.

4.1 Equipment types

An industrial motion control system for ships commonly consists of modular com-
mercial off-the-shelf (COTS) units. These units have specified responsibilities,
and communicate with each other using protocols defined by National Marine
Electronics Association (NMEA) and IEC61162 [47, 48]. The modular units may
be divided into three categories: measurement systems, actuators, and information
processing units.

Examples of sensor systems are:
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• Position measurement:

Global navigation satellite system (GNSS): Satellite based positioning
system, determining position using trilateration.

Inertial navigation system (INS): System using inertial sensors such as
accelerometers and gyros to estimate velocity and position. Often fused
with GNSS with the help of a Kalman filter.

Hydroacoustic position sensor: System using transceivers and transpon-
ders to estimate position with sound waves. One or more transponders
are fastened to the seabed, and a transceiver on-board the ship pings it
and measures time of flight.

• Heading measurement:

Gyrocompass: Non-magnetic compass which uses a fast-spinning disc to
exploit gyroscopic precession to determine deviation from geodetic north.

Magnetic compass: Device which determines deviation from magnetic north
by letting a magnetized needle align with the surrounding magnetic
field.

GNSS compass: Using two separate GNSS antennas, heading may be de-
termined by measuring the vector of the baseline between the antennas.

• Attitude measurement:

Attitude and heading reference system (AHRS): System using iner-
tial sensors (accelerometers, gyroscopes, and heading information) to
determine a vehicle’s attitude (roll and pitch).

• Ship identification and tracking:

Radar: System using microwaves to determine range, velocity, and angle to
objects. A radio pulse is emitted, which is reflected by any object, and
the reflection is measured by the radar.

Automatic radar plotting aid (ARPA): A system based on radar, which
tracks and calculates the velocity vector of objects detected by radar.

Automatic identification system (AIS): Ship tracking system, where
each ship communicates its position and velocity (among other infor-
mation) by radio to nearby vessels.

• Wind measurement:
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Figure 4.1: Concept illustration of DP systems. © Kongsberg.

Anemometer: Device used for measuring wind speed and direction. The
anemometer may be based on mechanical or ultrasonic principles. Me-
chanical anemometers consist of rotating hemispheres mounted on a
bar. Ultrasonic anemometers measure wind speed and direction in two
or three dimensions.

• Relative water speed measurement:

Acoustic Doppler current profiler (ADCP): System measuring relative
water velocity using sonar pulses and the Doppler effect of reflected
sound waves.

More information about these types of sensors are found in Section 7.7.
Examples of actuators are rudders, propellers, azimuth thrusters, and roll sta-

bilizers. These provide the force necessary to move the ship in transit and docking.
The sensor and actuator modules provide inputs to, and receive outputs from,

information processing units, such as waypoint managers, heading and course au-
topilots, tracking controllers, and dynamic positioning (DP) systems.

4.2 Architecture and capability of DP systems

A DP system is designed to replace an anchor or mooring at deep sea, or at
places where it is infeasible to use such equipment. DP uses the ship’s thruster
capabilities to keep it stationary at a point or in an area. The ship may also hold
a desired heading. Figure 4.1 is a concept illustration of how a DP system works.
This might be interesting for autonomous ferries in cases where the ferry needs to
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Figure 4.2: Block diagram for DP systems.

wait before docking, or other situations requiring the ship to be stationary in the
water.

Advanced ship models, state estimators, and sensors are used to estimate en-
vironmental forces, and counteract these, so that the vessel achieves the desired
pose. As the nature of DP operations entails keeping an arbitrary position and
heading, a ship with such capabilities must have full actuation. Design of a DP
system is covered in the work of Sørensen et al. in [49]. Information regarding
navigation and control systems for DP is available in Fossen’s book [34]. A simple
overview of a DP system is found in Figure 4.2.

In order to keep a constant position and heading, a DP ship’s navigation system
must be very accurate. Commonly used positioning equipment includes acoustic
systems and differential GPS (DGPS). For heading, a gyrocompass provides accu-
rate heading measurements.

An estimator is able to provide the necessary information of states and environ-
mental forces to be able to counteract them. Commonly used estimators include
Kalman filters, nonlinear passive observers, and wave filters. This information is
fed to a control system, which uses it to generate the necessary counter forces.

Many traditional and advanced control designs are capable of providing well-
performing DP capability. Proportional-integral-derivative (PID) control and linear-
quadratic-Gaussian (LQG) control is commonly used. These controllers output
desired force and moment in surge, sway, and yaw, which will keep the ship in the
desired position.

A fully actuated ship (in 3 DOF) is able to provide an arbitrary force in surge
and sway, as well as a desired yaw moment. The procedure for translating this
desired force to actuator inputs (such as rpm and direction) is called control al-
location. Optimal control allocation uses an objective function to minimize the
amount of energy spent on creating the desired force vector. A compilation of
control allocation algorithms is found in Johansen and Fossen’s survey [41]. A
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(a) Tunnel thruster.
CC© BY:© Wikimedia
user Dr. Karl-Heinz
Hochhaus.

(b) Schottel azimuth
thruster. CC© C© BY:©
Siemens AG.

(c) Ship propeller. By
the US government.

Figure 4.3: Images of different thruster types.

simple method for control allocation is weighted least squares, which has a closed-
form solution when no inequality constraints are imposed. More information is
also found in [34, Section 12.3] and in Section 3.3.2.

To attain full or redundant actuation, a DP ship may use azimuth thrusters,
tunnel thrusters, and fixed propellers with rudders. Ships that do not have DP
capabilities may also have additional thrusters to ease docking or reduce the need
for tug boats. Figure 4.3 shows photos of different types of thrusters.

4.3 Architecture and capability of autopilot

systems

The complexity of autopilot systems varies. Simple autopilots keep a ship’s heading
or course steady, while more advanced autopilots include guidance systems that
keep the ship on a predefined track. While heading and course autopilots are
included in the more advanced systems, they are relatively simple, and [34] treats
them in depth.

A track controller consists of a guidance system, which provides a course (and
speed) reference to a course controller. A navigation system provides the con-
troller with position data, and observers and additional sensors provides infor-
mation about wind and wave forces. Track controllers may be divided into two
groups: cascaded and single-loop architecture.

4.3.1 Cascaded track controllers

Cascaded track controllers have an inner course or heading controller, which re-
ceives course and velocity information from an observer based on compass and
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Figure 4.4: Cascaded track controller block diagram.

Figure 4.5: LOS guidance where the desired course angle χd is chosen to point to-
wards the LOS intersection point (xlos, ylos). From [34]. © 2011 John
Wiley & Sons, Ltd.

GNSS information. The course error is fed to a controller which calculates an
appropriate rudder action to stabilize the error, and the actual course converges
to the desired value.

The course reference is retrieved from the outer guidance loop. This loop
gets position information from GNSS and/or observers, and uses this to generate
an appropriate course or heading to keep the ship on the predefined track. The
principle is seen in Figure 4.4. The guidance controller may be based on geomet-
rical or model based principles, often augmented with heuristics which improve
the controller quality. A geometrical principle called LOS guidance is described
in Fossen’s book [34]. Figure 4.5 shows this principle where the ship is guided
towards a LOS intersection point (xlos, ylos). Information about guidance is also
found in Section 5.5. Guidance controllers based on curved paths do also exist,
and the theory behind them is explained in Section 5.5.
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Figure 4.6: Single-loop track controller block diagram.

4.3.2 Single-loop track controllers

While a cascaded system closes the course and track loop successively, a single-loop
track controller feeds all state information (position, velocity, heading, observed
states, etc.) to a track controller. This controller type provides a desired force
vector, which is subsequently translated to actuator control signals. The concept
is illustrated in Figure 4.6. A model-based approach using LQG is presented in
Holzhüter’s paper [50]. Another model-based approach using methods based on
heuristics and PID-principles is found in Källström’s work in [51].

4.3.3 Physical architecture

As noted in [46] and in Section 4.1, most commercially available autopilot systems
for ships consist of modular COTS products, which communicate using standard
protocols. Figure 4.7 shows a concept illustration of the physical architecture of
an industrial autopilot system.

Autopilot system developers often also create or augment existing protocols
with proprietary protocols that enhance communication between their equipment.
More integrated approaches are also found, where it is impossible to separate the
subsystems as standalone physical components.

4.4 Actuator layouts and categories

Golding introduces categories for maneuverability of ships in [46]. The categories
are:

Category A No/low maneuverability.

Category B Low/moderate maneuverability.

Category C Moderate/high maneuverability (DP ships).
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Figure 4.7: Conceptual block diagram of physical autopilot architecture.

Large ocean-going ships which have high requirements on efficiency and power
output, and low requirements on maneuverability, as docking is handled by tug
boats, fall into Category A. These ships are characterized by only having stern
propellers with rudders. Ferries, which need to be able to dock without tug boats,
may be put into Category B. These ships usually have some form of auxiliary
thrusters for docking, such as tunnel thrusters or azimuth, or in the case of most
ferries, an azimuth thruster in each end. Category C includes DP vessels, and ships
in this category have a multitude of thrusters. There are often several azimuth
thrusters and tunnel thrusters employed to keep the ship stationary in challenging
conditions.



4.4. ACTUATOR LAYOUTS AND CATEGORIES 51

Figure 4.8: Examples of actuator layout categories. Ships in Category A may also
have a set of two stern propellers and rudders, or just one or two stern
azimuth thrusters, eliminating the need for rudders. Ships in Category B
may also carry non-retractable bow azimuth thrusters (like most ferries),
or no bow azimuth thruster, but side thrusters in the front. Redundancy
is the deciding factor of whether a ship falls into Category C, where
several different configurations may fulfill these requirements.
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Chapter 5

Path Planning and High-Level
Control

When a ship automatically transits from one location to another it follows a pre-
planned path. Finding a reasonable path from A to B is a common challenge in
robotics and ship motion control. Figure 5.1 shows an overview of the building
blocks in a control system, where the highlighted blocks are relevant to this chapter.
Figure 5.2 displays a possible sequence of events where a ferry goes through path
planning, path following, and collision avoidance.

When designing motion control systems for an autonomous ferry, it is important
to maintain the priorities introduced in Section 1.2, repeated here:

1. Safety

2. Area of operation

3. Punctuality

4. Green

The safety priority is mostly related to collision avoidance, but also means that
the path planning algorithm must account for reefs and other static obstacles. An-
other aspect of safety is to avoid areas with unfavorable weather conditions, where
such situations may occur. The choice of path planning algorithm, optimization
criterion, and motion control algorithms affect energy consumption.

This chapter contains a thorough presentation of path planning methods and
an introduction to path following — making an underactuated ship follow the path
specified by the planning algorithms.
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Figure 5.1: Block diagram of a motion control system. The highlighted blocks are
relevant to the discussion of path planning.

5.1 Path planning

A crucial part of automatic motion control for ships is path planning. Path plan-
ning is the procedure of generating a path from a start position to a final position,
subject to some constraints. A relevant example is moving a ferry from one dock
to another, while avoiding static obstacles like reefs and land. An algorithm which
solves the path planning problem is a global method.

The path planning problem is in [52] formulated as

Ps

∐
r(θ)−−−−→ Pf , (5.1)

where Ps and Pf denote the start and end pose, respectively, r(θ) denotes the
generated path as a function of a path variable, and

∐
denotes the constraints

imposed on the path.
There are two main categories of methods used for path planning: Roadmap

methods and parametrized path generation methods. Roadmap methods gen-
erate waypoints that if connected form a trajectory from one place to another.
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Figure 5.2: Example of a path planning scenario for a ferry. The ferry undocks from
the port and starts to follow a nominal trajectory at 1. At 2, another
ship is detected which demands the ferry to follow the crossing situation
described in COLREGS. A new trajectory is calculated at 3, which takes
the ferry to the end of the transit, where it will begin a docking process
at 4.

Optimization-based parametrized path generation methods methods generate some
trajectory which starts in Ps and ends in Pf , where the trajectory is optimal in
some sense.

5.2 Roadmap methods

Roadmap methods are a class of planning methods which is based on generating
waypoints that if connected form a trajectory from one place to another. The
concept is illustrated in Figure 5.3. There are several methods for generating
roadmaps, among them are Voronoi diagrams, visibility graphs, and cell decom-
position. Common to these methods are that the resulting output is only points
that connect a non-colliding path from Ps to Pf . Most of them do not inherently
include dynamic constraints, which requires the path planning system to connect
the points in a feasible manner.

Roadmap methods may be compared in terms of computational complexity.
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(a) Result of roadmap generation. (b) After smoothing.

Figure 5.3: Illustration of the roadmap path planning concept.

The main distinction is combinatorial versus sampling-based methods. Combinato-
rial planning is also called exact planning, and searches the whole continuous space
for roadmap vertices, which is inherently computationally expensive. Sampling-
based methods are probabilistic in nature, and often have shorter running times
for high-dimensional problems.

5.2.1 Voronoi diagram

Using Voronoi diagrams for path planning is done by first creating points at the
vertices of each obstacle, and then create a roadmap with edges that are maximally
distant to those points. The resulting tree is then used to search for a shortest
path from Ps to Pf . Subsequent path smoothing is required. The Voronoi diagram
method is combinatorial.

Candeloro et al. [53] present a path planning method using Voronoi diagram
results connected with straight lines and curves of Fermat’s spiral segments. Fig-
ure 5.4 illustrates the workflow of the path-planning module, where the authors use
the Dijkstra-Yen algorithm [54] to find the shortest path from Ps to Pf , removes
collinear waypoints, checks for obstacle clearance, and removes other unnecessary
waypoints. Subsequently, a path smoothing module creates Fermat’s spirals be-
tween the straight segments, which makes the trajectory curvature-continuous1.
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Figure 5.4: Flowchart of the method used for path planning in [53]. Subsequent to
this operation, a path smoothing module connects straight line segments
with Fermat’s spirals. © 2017 Elsevier Ltd.

An example of the results is seen in Figure 5.5.

5.2.2 Cell decomposition

Cell decomposition for path planning is to divide the environment into a grid
of non-overlapping cells. Every cell which has an obstacle in it is marked as
obstructed, and a search algorithm connects adjacent free cells with straight lines.
Figure 5.6 illustrates the concept. The cell decomposition method is combinatorial.
The method is referred to as the cell decomposition method by Tsourdos et al. in
[52], but also goes under the name occupancy grid. More information about the
occupancy grid is found in Moravec and Elfes (1985) [57].

5.2.3 Visibility graph

Visibility graph planning is a method which is based on that the shortest trajec-
tory between two points in a map obstructed by polygons, includes some of the
polygons’ edges. The Visibility graph method is combinatorial. The graph is illus-
trated in Figure 5.7. The method involves drawing polygons around the obstacles,
creating a graph. The graph contains the polygon vertices plus the start and end
points. The edges are formed by connecting all points whose straight lines do not

1 Curvature continuity implies that two connecting segments have both the same direction
and radius of the curvature at the connection point. This is denoted G2 continuity. See [52]. Gn

geometric continuity is equivalent to Cn continuity of the arc length parametrized path [55]. See
[56] for more information on Fermat’s spiral.
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Figure 5.5: Illustration of a path generated by a Voronoi diagram method in [53].
(A) shows the output from the Voronoi diagram search, and (B) shows
the trajectory smoothed with Fermat’s spirals. © 2017 Elsevier Ltd.

intersect any polygon. Subsequently, the shortest path from Ps to Pf is found by
using a shortest path algorithm (like Dijkstra or A*) on the graph.

A notable source on visibility graphs is Lozano-Pérez’ article [58], which in-
troduces an algorithm for generating the polygons and the visibility graph, and
solving it. Casalino et al. also use the visibility graph method to create an initial
path, and introduces lower level collision avoidance techniques in [59]. This is
more relevant to Chapter 7.

5.2.4 Probabilistic roadmap

Kavraki et al. present a probabilistic method (sampling based) for motion planning
in [61], the probabilistic roadmap (PRM). The method consists of two phases. The
first phase is called the learning phase, and involves placing nodes randomly in the
free configuration space with a given distribution. The nodes are connected, and
the corresponding edges correspond to feasible paths.

The second phase is called the query phase. Here the start and end configu-
rations are connected to the nodes, and the resulting tree is searched for a path
between these points.

Geraerts and Overmars compare several implementations of PRMs where,
among other aspects, the sampling distributions and collision checking techniques
vary [62]. An illustration of the development of a PRM algorithm is found in
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Figure 5.6: Illustration of the cell decomposition path planning method. From [52].
© 2010 John Wiley & Sons, Ltd.

Figure 5.7: Visibility graph illustration. From [60]. © 2017 UBM.

Figure 5.8.

5.2.5 Rapidly-exploring random trees

Rapidly-exploring random trees (RRT) is a probabilistic (sampling-based) method
for generating an initial path. RRT was first introduced in LaValle’s work in [63],
as a method for finding a trajectory in an expanded configuration space X = T(C),
called the tanget bundle2. The algorithm may be used to find a kinematic path
from Ps to Pf in the configuration space containing obstacles. Constraints may
also be placed on the velocities, such that the result includes dynamics of the
vehicle. The obstacles are denoted by Xobs ⊂ X , and Xfree = X \ Xobs denotes the
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Figure 5.8: Development of PRM algorithm. CC© C© BY:© Eric O. Scott.

allowable configurations.

Algorithm 1 is pseudocode for the RRT method. The algorithm takes as in-
puts xinit, the starting state; K, the number of vertices to produce; and ∆t, the
integration step of the dynamic model ẋ = f(x,u).

For each iteration, a new state is selected randomly from X (step 1:4). The
nearest neighbor is then selected by some metric function from the existing vertices
(1:5). The new input u is selected such that the distance from xnear to xrand is
minimized, subject to that the state remains in Xfree (1:6). This involves some
collision detection algorithm (Mirtich’s V-Clip algorithm is mentioned in [63]).
new state (1:7) propagates the state from xnear to xnew. Finally, the new vertex
xnew is added, along with an edge between xnear and xnew. An illustration of the
path generated by this algorithm is seen in Figure 5.9a.

Subsequent to this algorithm, the shortest path from Ps to Pf is found using
some search algorithm (e.g. Dijkstra). After that a waypoint reduction scheme is
applied, removing unnecessary vertices in the path. See Figure 5.9b.

2 The tangent bundle contains both the configuration and its velocity.
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Algorithm 1 RRT algorithm. From [63].

1: function generate rrt(xinit, K, ∆t)
2: T .init
3: for k = 1 to K do
4: xrand ← random state();
5: xnear ← nearest neighbour(xrand, T );
6: u← select input(xrand, xnear);
7: xnew ← new state(xnear, u, ∆t);
8: T .add vertex(xnew);
9: T .add edge(xnear, xnew, u);

10: return T

(a) Initial RRT path. (b) After waypoint reduction.

Figure 5.9: Illustration of the RRT method for path planning.

Other helpful sources on RRT are LaValle’s follow-up work in [64], and a mas-
ter’s thesis by Hvamb [65].

5.3 Optimal control and optimization methods

Optimization methods revolve around defining an objective function along with
some constraints, which when solved provides a trajectory from Ps to Pf that is
optimal or optimized3 in some sense, defined by the objective function. A common
way to describe an optimal control problem is:

Definition 5.1 (Optimization problem).



62 CHAPTER 5. PATH PLANNING AND HIGH-LEVEL CONTROL

Minimize

J(x(t),u(t), tf ) = E(x(tf ), tf ) +

∫ tf

t0

F (x(t),u(t), t) dt (5.2a)

subject to

ẋ = f(x,u, t) (5.2b)

g(x,u, t) ≤ 0 (5.2c)

h(x,u, t) = 0 (5.2d)

Here J(·) is the objective function to be minimized, (5.2b) describes the system
dynamics, and g(·) and h(·) are inequality and equality constraints, respectively.

Some optimization problems may be solved analytically, and Pontryagin’s fa-
mous maximum (or minimum) principle provides necessary conditions for an opti-
mal solution. In [67], Boissonnat et al. find an optimal solution for the Dubins path
problem using the minimum principle. However, the vast majority of optimization
problems have optimums which are impossible to find with analytical methods,
and require numerical methods to find an optimized solution.

The subsequent sections will introduce the Hamilton-Jacobi-Bellman (HJB)
equation, which is a partial differential equation, useful for solving optimal con-
trol problems. Additionally, two methods for solving optimal control problems
are introduced: The semi-Lagrangian (SL) scheme, which solves the HJB, and
the pseudospectral (PS) method, which instead of solving the HJB, approximates
the dynamics with polynomials and discretizes these, before solving the resulting
problem as a nonlinear program (NLP)4.

5.3.1 Hamilton-Jacobi-Bellman equation

The HJB is a partial differential equation which is useful for solving optimal con-
trol problems (such as the one in Definition 5.1). It relates closely to Pontryagin’s
maximum principle [68], and provides a sufficient condition of optimality for op-
timal control problems [69]. The HJB also gives way to methods for solving the
optimization problem numerically, by discretization.

3 The difference between an optimal solution and an optimized solution is described in [66].
Essentially, an optimal solution is one which is an actual global optimum to the optimization
problem. In cases where such an optimum does not exist, or more commonly, where the method
used to solve the optimization problem can only provide an approximation because of discretiza-
tion and computational limitations, an optimized solution may be provided.

4 The PS method may also be used to solve the HJB, but in the literature referred to in this
thesis the PS method is used for solving the approximated problem.
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With the problem stated as in Definition 5.1, the HJB is:{
∂
∂t
V (x, t) + max{f(x,u) · ∇xV (x, t) + F (x,u, t)} = 0, (x, t) ∈ Rd × (0, T )

V (x, t) = E(x(tf ), tf ), x ∈ Rd

(5.3)
The solution of this equation is

V (x, t) = inf
u∈U

J(x,u, t), (5.4)

and is called the value function (in some texts this function is called the return
function). As stated in an article by Sundar and Shiller [70], the value function has
a unique minimum and is key to find the solution to Definition 5.1. The solution
of this problem will in turn provide an optimized trajectory from Ps to Pf .

5.3.2 Semi-Lagrangian scheme

The SL scheme may be used to solve the HJB. This has successfully been at-
tempted in [71], where Roald defined the path planning problem and solved it by
using forward Euler approximation for discretization and linear interpolation. The
solution was tested on models of Dubins car, Reeds-Shepp car and a 4 state boat
model in 3 DOF (x, y, ψ, u).

As stated in [71], the SL scheme was proposed by Courant et al. in 1952 [72].
The method is based on fluid dynamics, and is a combination of the Lagrangian
and Eulerian approaches to describing the motion of fluid parcels.

The Lagrangian approach is to describe the flow of each particle in a reference
frame that moves with the particle. On the other hand, the Eulerian approach is
to look at the fluid parcel’s motion from a fixed reference frame. More information
on the Lagrangian scheme can be found in an article by Bowman et al. [73].

The SL scheme uses a fixed grid, but with the description of the advective
derivative in a Lagrangian frame — keeping the other spatial derivatives in an
Eulerian frame.

Other important aspects of the SL scheme are reconstruction by interpolation
between the discretized elements, and approximation of the continuous system
by discretization. More information on these subjects are found in the book by
Falcone and Ferretti [74].

A summary of the steps needed to solve an optimal control problem follows:

1. Find a discretized version of the HJB by introducing a time step ∆t.

2. Build a structured grid of the solution space.

3. Solve the value function in the structured grid.
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4. The structured grid now contains a monotonically decreasing path from a
starting point to its minimum. Find this path.

5. Implement the control action resulting from the computation of the value
function.

5.3.3 Pseudospectral method

PS methods may be used for solving the HJB, and thus solving an optimal control
problem, but the focus of this section is a way of approximating the NLP in Defi-
nition 5.1 and solving it by using Legendre pseudospectral discretization methods.
This is done with success in both [71] and an article by Gong et al. [75], using the
MATLAB software package DIDO by Elissar Global [76]. Roald’s master thesis
[71] is also followed up in an article by Lekkas et al. [77].

The basic principles of the PS method gathered from [75] where they use the
Lobatto collocation points follow:

1. Approximate the states x(t) by Lagrange polynomials of order N , xN(t).

2. Transform the time domain to [−1, 1] by an affine transformation.

3. Approximate the derivative of the state by a differentiation matrix D, such
that ẋi(tk) ≈ ẋNi (tk) =

∑N
j=0 Dkjx

N
i (tj) for i = 1, 2, . . . , Nx. Here Nx is the

number of state variables in x.

4. Reformulate the optimization criteria (constraints and objective) in terms of
the new states and discrete dynamics.

5. Solve the new optimization problem using a spectral algorithm (e.g. [78]).

Gauss, Radau and Lobatto collocation points

Collocation points are the points in the time domain where the optimization con-
straints are enforced. There are three main methods of selecting these points:
Legendre-Gauss (LG), Legendre-Gauss-Radau (LGR) and Legendre-Gauss-Lobatto
(LGL). The performance of these schemes are discussed in detail in the works of
Garg et al. in [79]. The significant differences are that the LG, LGR and LGL collo-
cation points lie on the open interval τ = (−1, 1), the half-open interval τ = [−1, 1)
or τ = (−1, 1], and the closed interval τ = [−1, 1], respectively. This is illustrated
in figures 5.10 and 5.11. One of the conclusions in [79] is that the methods using
LG and LGR seemed to be more accurate than the method using LGL points.
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Figure 5.10: Difference between LG, LGR and LGL collocation points. From [79].
© 2009 D. Garg, M. A. Patterson, W. W. Hager, and A. V. Rao.

5.3.4 Optimization objective

The objective function (5.2a) decides in which respect the solution is optimized.
Several choices may be made, such as minimum time, minimum length, and min-
imum energy. The latter is very relevant to the motion control of ferries, and
interesting considering the main priorities from the introduction in this chapter.

In the different cases, the objective function has the following forms:

• Minimum time:

J(x,u, tf ) =

∫ tf

t0

1 dτ = tf − t0 (5.5)

• Minimum length (two-dimensional problem):

J(x,u, tf ) =

∫ tf

t0

√
ẋ2 + ẏ2 dτ (5.6)

• Minimum energy:

J(x,u, tf ) =

∫ tf

t0

(
|Xur|+|Y vr|+|Nr|

)
dτ (5.7)
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Figure 5.11: Difference between the Gauss, Radau and Lobatto PS methods. From
[79]. © 2009 D. Garg, M. A. Patterson, W. W. Hager, and A. V. Rao.

Here X, Y,N and ur, vr, r are the elements of the vectors τ and νr, respec-
tively.

In addition to selecting an appropriate objective function, the constraints of
the problem must be defined. The dynamic constraints are already described by
(5.2b), but there are additional constraints. These may be saturations on the
control vector u, static obstacles which have to be represented in the inequality
constraints (5.2c), and initial and end points on the path, Ps and Pf . The punc-
tuality condition from the start of this chapter also imply an inequality constraint
on the problem.

To summarize, the priority list from the start of the chapter may be connected
to constraints and the objective function:
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1. Safe — The inequality constraints from Definition 5.1 (5.2c) must be set to
prohibit trajectories that cross obstacles.

3. Punctual — To make the ferry reach the harbor in time, the inequality
constraints should also include some maximum end time.

4. Green — In order to make the trajectory energy optimized, some version of
(5.7) may be included in the objective function (5.2a).

5.3.5 Models used for optimization

The obvious choice for (5.2b) is the 3 DOF dynamical model (3.39), which is
repeated here for convenience:

η̇ = Rz(ψ)

ν︷ ︸︸ ︷
(νr + νc) (5.8a)

Mν̇r + C(νr)νr + D(νr)νr = τ + τwind + τwave (5.8b)

The model has order 6 with the state vector x = [x, y, ψ, ur, vr, r]
>. An issue with

using this model for optimization is the so-called curse of dimensionality, coined
by Bellman [80].

The curse of dimensionality is the issue which arises when the computational
complexity and memory requirements increases substantially with problem dimen-
sion. An alternative to the 6th order model is to use a model of order 5, where
the turning rate is considered a command, rather than the result of applied mo-
ments. One may also remove the sway velocity v, by assuming that it is negligible,
resulting in a 4th order model.

Reducing the model by removing sway and turning-rate dynamics decreases the
computational complexity, but comes at the cost of not being able to account for
energy used to compensate for currents and wind in these dimensions. Considering
the holistic nature of the optimization methods, it is preferable to include these
dynamics to exploit those advantages.

5.3.6 Data required for optimization

While it is relatively simple to formulate the models and constraints in an opti-
mization problem, identifying and obtaining the actual data needed to be able to
solve the problem is harder.

Firstly, obtaining an accurate ship model is difficult on its own. Finding ac-
curate mass, Coriolis-centripetal, and drag matrices requires experimentation or
advanced modeling. Approximations are commonly used in control design, and
often yield satisfactory results.
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Figure 5.12: EMODnet sensor locations. Most entries are sea level sensors.

Secondly, obtaining accurate translations from wind speed to forces is generally
hard. Several models are found in Fossen’s book [34, Chapter 8]. Models for waves
and their influence to external forces are also found there.

Thirdly, obtaining real-life up-to-date data on current velocity, and wave infor-
mation is not trivial.

EMODnet

European Marine Observation and Data Network (EMODnet) is a source of in-
formation on ocean currents, wind and waves that could be potentially useful for
real-time ferry operations [81]. It is a portal where data is collected from a large
number of observatories around Europe, and is visualized and available through
an application programming interface (API). Such data could be useful when ini-
tializing values of unknown parameters (such as current velocities of an area) to
speed up the convergence of estimators.

Data for the Norwegian coast is sparse, as seen in Figure 5.12. Using such a
portal with autonomous ferries will require new sensors to be connected to the
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Figure 5.13: Differentiable obstacle representations. From left to right, (5.9), (5.10)
and (5.11). The sizes in each direction are 1.

network.

Useful sensors which should be connected to the network for each ferry route
are high frequency (HF) ocean current radars and anemometers for current and
wind velocities, respectively.

5.3.7 Representation of static obstacles

According to Gong et al. in [75], using differentiable algebraic functions to rep-
resent obstacles is computationally effective when using optimization methods.
Variations of the p-norm may be used to represent ellipses and rectangles:

Ellipse:

(
x− xi
xs,i

)2

+

(
y − yi
ys,i

)2

− 1 ≥ 0 (5.9)

Skewed rectangle:

(
|x− xi|
xs,i

)
+

(
|y − yi|
ys,i

)
− 1 ≥ 0 (5.10)

Straight rectangle:

(x− xi
xs,i

)P

+

(
y − yi
ys,i

)P
 1

P

− 1 ≥ 0 (5.11)

Here P = 100 for a sufficiently square-edged rectangle, and the variables xi and yi
denote the center of obstacle i. The constants xs,i and ys,i indicate the size of each
obstacle. They represent minor and major radii for the ellipse, half a diagonal for
the skewed rectangle, and half a side for the straight rectangle. Figure 5.13 depicts
the shapes.



70 CHAPTER 5. PATH PLANNING AND HIGH-LEVEL CONTROL

(a) (b)

Figure 5.14: Map of Litla Bogøyna in Bergen. Shape (a) shows the island, which is
in itself not easy to represent using generic functions. A solution is to
draw an ellipse around it, shown in (b), which also serves as a safety
zone around the island.

Figure 5.14 shows how an ellipse may serve as a representation of an island. The
ellipse also serves as a safety zone around the obstacle. Including some navigable
water in the ellipse would not affect the path planning algorithm, as this is an area
the ferry would not enter anyway.

In addition to these shapes, Lewis and Ross cover methods to represent polygon
approximations as differentiable functions in [82].

5.4 Comparison of roadmap and optimization

methods

Roadmap and optimization methods are fundamentally different. While both re-
quire a representation of the static obstacles (a map) of the area, the way of
finding a trajectory from Ps to Pf differs. Figure 5.15 gives an overview of the
path planning methods.

In general the roadmap methods are computationally lighter than the optimiza-
tion methods. The roadmap methods are well established in computer science and
in robotics. Several well tested techniques of connecting points smoothly exist in
the literature. However, it is not straight-forward to connect ship dynamics or
energy consumption to most of these methods. The road map methods exploit
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Figure 5.15: Overview of path planning methods. The figure is made with help from
A. Lekkas and V. T. Wivestad.

a number of well thought out heuristics which produce a safe and feasible path
for a vehicle to follow. After refinement the output from these methods produce
straight lines connected with curves.

Optimization methods inherently include dynamics and saturation constraints.
It is holistic in the sense that priorities of energy consumption, punctuality, and
geographical constraints may be inserted into the problem statement intuitively.
In addition, environmental influences, such as wind and ocean currents, have their
natural place in the dynamic equations. The downside is that solving these dy-
namic optimization problems is computationally heavy, although pseudospectral
methods have reduced this complexity substantially. The output of optimization
methods is a “complete path,” in the form pd(θ) = [xd(θ), yd(θ)]>.

In conclusion, the optimization methods have significant advantages over the
roadmap methods when it comes to energy optimized path planning, once the
issues regarding computational complexity are overcome. Ever cheaper computing
power and improvements in solver algorithms point to optimization methods as
natural choices for path planning.
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5.5 Path following

Once a path has been generated, either by the means of a roadmap and waypoints,
or by solving an optimization problem, the next challenge is to follow the path with
an underactuated ship. Fossen introduces several concepts for path following in
Chapter 10 of [34]. The solutions are divided into path following for straight-line
paths and curved paths. The straight-line path-following solutions work well with
most roadmap methods, although they don’t require any smoothing operations
between the straight line segments. The algorithms used for straight-line path
following are usually only dependent on a sequence of waypoints which describes
the path.

Path following for curved paths requires some parametrization of the path from
Ps to Pf . Algorithms designed to follow such paths are useful when the path is
generated by an optimization scheme, as these methods output a path as a function
of some path parameter θ, e.g.

pd(θ) =

[
xd(θ)
yd(θ)

]
.

5.5.1 Straight-line path following

Path following for straight-line paths are mostly based on LOS steering laws, which
may be divided further into enclosure-based steering and lookahead-based steering.
Both of these approaches seek to drive the cross track error e to 0.

In the 2D inertial reference frame {n} a straight-line path is defined by the two
waypoints pk = [xk, yk]

> and pk+1 = [xk+1, yk+1]>. The constant αk is then the
path-tangential angle with respect to north, defined by

αk = atan2(yk+1 − yk, xk+1 − xk), (5.12)

and illustrated in Figure 5.16. The function atan2 is the four-quadrant arctan-
function. Geometrically it can be seen that the along-track distance and cross-
track errors are described by

s = (x(t)− xk) cosαk + (y(t)− yk) sinαk (5.13a)

e = −(x(t)− xk) sinαk + (y(t)− yk) cosαk (5.13b)

In addition to the algorithms mentioned in this section, some sources for
straight-line path following include an article by Breivik and Fossen [83], Breivik’s
PhD thesis [84], and a paper by Pettersen and Lefeber [85].
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Figure 5.16: LOS guidance parameters. From [34]. © 2011 John Wiley & Sons, Ltd.

Enclosure-based steering

Enclosure-based steering involves placing an imaginary circle around the vehicle’s
position with radius R, and pointing the desired course χd towards the intersection
between this circle and the line from pk to pk+1. The circle will intersect at two
points, and the point which is closest to pk+1 is chosen. The intersecting point is
denoted plos = [xlos, ylos]

>.

A steering law is introduced:

χd = atan2(ylos − y(t), xlos − x(t)) (5.14)

To calculate the unknown intersection point, the following equations must be
solved:

(xlos − x(t))2 + (ylos − y(t))2 = R2 (5.15)

tanαk =
yk+1 − yk
xk+1 − xk

=
ylos − yk
xlos − xk

(5.16)

A thorough derivation of the solution of these equations is found in Fossen’s
book [34, Section 10.3.2]. A notable disadvantage is that this approach requires
R ≥ |e|.
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Lookahead-based steering

The lookahead-based approach is motivated by missile guidance, and has several
advantages over the enclosure-based approach [34]. It is valid for all cross-track
errors, and it is less computationally expensive.

Lookahead-based steering separates the desired course in two parts:

χd = χp + χr(e) (5.17)

where
χp = αk. (5.18)

The velocity-path relative angle χr is set to

χr(e) = arctan

(
− e

∆

)
, (5.19)

where ∆ is the lookahead distance.
The steering law can be extended to include integral action to compensate for

ocean currents and other disturbances:

χr(e) = arctan

(
− e

∆
−Ki

∫ t

0

e(τ) dτ

)
(5.20)

Waypoint manager

Common to both straight-line path-following laws is the need of a waypoint man-
ager. The waypoint manager’s responsibility is to propagate the waypoints so that
the correct line-segment is followed. The basic task is to increment to the next
waypoint once the vessel is close enough to the previous waypoint in some sense.

A simple switching condition is introduced: Circle of acceptance. The circle of
acceptance switches to the next waypoint once the ship is within a circle of the
current goal waypoint: ∥∥pk+1 − p(t)

∥∥2

2
≤ R2 (5.21)

5.5.2 Path following for curved paths

With respect to optimization methods, path following for parametrized curved
paths are more interesting than straight-line methods. The reason is as stated
earlier that optimization methods don’t necessarily produce a sequence of way-
points, but two-dimensional function of a path parameter, namely

pd(θ) =

[
xd(θ)
yd(θ)

]
. (5.22)
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Figure 5.17: Geometric relationships in path-following controller from [86]. © 2004
IEEE.

A path-following controller for this situation motivated by LOS methods is
presented by Breivik and Fossen in [86]. It is summarized here:

The along-track and cross-track errors are[
s
e

]
=

[
cosχt sinχt
− sinχt cosχt

][
x− xd
y − yd

]
, (5.23a)

and the path-tangential angle is

χt(θ) = arctan
yd′(θ)

xd′(θ)
. (5.23b)

The control law is

χr(e) = arctan

(
− e

∆

)
, (5.23c)

and the desired course is

χd(θ, e) = χt(θ) + χr(e). (5.23d)



76 CHAPTER 5. PATH PLANNING AND HIGH-LEVEL CONTROL

The path parameter dynamics are

θ̇ =
U cos(χ(t)− χt(θ)) + γs√

xd′(θ)2 + yd′(θ)2
, (5.23e)

with the requirements

∆ > 0; γ > 0; U ≥ Umin > 0. (5.23f)

The design parameter ∆ is can be thought of as the lookahead-distance, as in the
straight-line path-following controller in Section 5.5.1. The other design parameter
γ controls the speed of the dynamics of a virtual target projected on to the path.
Figure 5.17 illustrates the geometric relationships of the course and track parame-
ters. The low-level controller from Section 3.3.1 takes desired heading ψd as input,
which requires the use of sideslip compensation. This is done by assigning

ψd = χd + β (5.24)

This path-following controller has the origin [s, e]> = 0 proven to be UGAS
and uniformly locally exponentially stable (ULES). From (5.23e) we also see that
the path parameter θ increases as long as the along-track error s is non-negative.
This implies both that a ship with course χd and speed U will follow the path
(5.22), and that θ will increase, so that the ship moves from Ps to Pf .

Micaelli and Samson introduce an alternative approach based on a unicycle-
like robot in [87]. Other resources for curved-path control include the works by
Samson [88], and an article by Lapierre et al. [89].



Chapter 6

Optimal Path Planning and
Control for a 3-DOF Ship Model
Using DIDO

Path planning using pseudospectral optimization algorithms is examined in Chap-
ter 5. The idea is to exploit a dynamical model to create a feasible path which
is optimal in some sense. This chapter documents experiments performed with
the optimal control software DIDO by Elissar Global. Additionally, results from
simulations where a guidance controller is implemented to follow the generated
paths are presented.

6.1 About DIDO

DIDO is optimal control software developed by I. Michael Ross and Elissar Global
[76]. It is a numerical optimization extension to Matlab, and is based on pseu-
dospectral methods. DIDO uses LGL collocation points with Legendre polyno-
mials to solve the optimal control problem [90]. After the problem is coded in
the DIDO format, the algorithm spends some time before outputting a solution
containing the control action, states and cost, along with information about the
dual problem. DIDO recognizes the solution as one of these four classifications:

Extremal: A feasible local minimum is found within the algorithm tolerance.

Good: A feasible solution close to or at a local minimum is found.

Suboptimal: A feasible solution is found which is not optimal.

Infeasible: DIDO couldn’t find a solution within the given constraints.

77
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6.2 Optimization setup

This section contains information about how the DIDO environment is set up.
The experiments are run on a desktop computer with a 3.20 GHz 4-core Intel i5
CPU with 16 GB RAM and no GPU. The operating system is Windows 7 64-bit.

6.2.1 Obstacle representation

In the experiments which contain obstacles, they are represented as inequality
constraints. Some examples are found in Section 5.3.7. DIDO supports these
constraints as path constraints. A function ci(x) ≥ 0 represents obstacle i, and is
constrained to an interval [0, Ci], where Ci > 0 is a large constant. DIDO does not
support infinite intervals, thus the large constant is needed.

6.2.2 Dynamic model

To apply dynamic constraints, the model in (3.39) is used, repeated here:

η̇ = R(ψ)

ν︷ ︸︸ ︷
(νr + νc) (6.1a)

Mν̇ + C(νr)νr + D(νr)νr = τ (6.1b)

Wind and wave forces are not taken into account, and current forces are contained
in the model by using relative velocities. The thruster model used is the transit
model (3.37) from Section 3.1.4:

τ (u) =

 F cos δ
F sin δ
−l1F sin δ

 (6.2)

Limits are placed such that F ∈ [0, 8 N] and δ ∈ [−30°, 30°]. This gives a maximum
surge speed of approximately 1.0 m/s. These low values are due to the small-scale
model being used, as noted in the next paragraphs.

The model is transformed to state-space form, by selecting x = [η>,ν>r ]> ∈
RNx where Nx = 6. The dynamic equations become

ẋ =

[
η̇
ν̇r

]
=

[
R(ψ) (νr + νc)

M−1
(
−C(νr)νr −D(νr)νr + τ

)] (6.3)
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Parameters and scaling

The model parameters used in the experiments are from the work of Sørensen et
al. in [38]. The parameters are found in Table A.1, and is from a small-scale model
ship called CyberShip II. CyberShip II has a length of 1.255 m and weighs 23.8 kg.
Appendix A contains the complete model and parameters, as well as a section on
how to perform upscaling of the parameters to a larger ship. The experiments use
the original small ship model.

6.2.3 Variable scaling and balancing

In DIDO’s user manual it is recommended that the magnitude of each state variable
is smaller than 10 and larger than 1 on average. For the state-space model (6.3)
this may not be feasible. E.g. the ship may travel hundreds or thousands of
meters during an experiment, and thus the state variables will grow significantly.
A way to mend this is to introduce designer units. The state x̄ = Sxx is used,

where Sx = diag
{

1
Ux
, 1
Uy
, 1
Uψ
, 1
Uu
, 1
Uv
, 1
Ur

}
. The positive constant Ui > 0 for state

i ∈ {x, y, ψ, u, v, r} is the designer unit for that state. It is used to scale the
expected value of state i up or down to the desired magnitude.

Scaling is also done for time, where the relationship t̄ = Stt, St = 1
Ut

is used
to scale the time to a reasonable magnitude (same as states). This creates a new
relationship for the derivative with respect to time:

˙̄x =
dx̄

dt̄
=

dSxx

dStt
=

Sx
St

dx

dt
=

Sx
St
ẋ (6.4)

In addition to scaling on states and time, scaling on the cost function J is also
performed, which has improved feasibility of the solutions. A new cost J̄ = SJJ
is introduced, where SJ = 1

UJ
.

In the process of solving the optimal control problem, DIDO generates as many
costates as there are variables. The costates λ ∈ RNx are a part of the dual problem,
and more information on the dual problem is found in Ross’ book [91]. For a fast
and accurate solution of the optimal control problem, it is important that the
states and costates are balanced. This means that each state xi and its costate λi
has approximately the same magnitude. After scaling the variables and cost using
designer units, λ̄ also changes according to the relationship

λ̄ = SJS
−1
x λ (6.5)

Thus a combination of scaling the states to a reasonable magnitude and scaling
the cost is performed, so that the costates are balanced.
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6.2.4 Using an initial guess

Some of the experiments result in infeasible solutions, although it would seem
that the problem is actually feasible. DIDO may struggle to satisfy the dynamic
constraints for complex state-space equations. Use of an initial guess is supported,
and results have shown that it increases the chance of a feasible solution for a
complex problem.

In the experiments where an initial guess is used, a Runge-Kutta (RK) simu-
lation of the dynamic system is performed, where the initial conditions represent
a stationary ship pointing in an arbitrary direction. Force in the surge direction is
applied from start, and the simulation is run for a set time. The states, time and
control action are recorded for use as an initial guess. The trajectory is sampled
as close as possible to the LGL collocation points, and scaled using the designer
units mentioned in Section 6.2.3, and fed to the DIDO algorithm before solving
the optimal control problem.

Using an initial guess introduces a bias to the solution. If a local minimum
exists close to the initial guess, it is likely that DIDO will find this solution. It
is therefore important to either use an initial guess which is in the proximity of
where it is believed an actual optimal solution lies, or to use several initial guesses
to compare the costs if the solutions differ.

6.2.5 Objective function

Three different cost functions are mentioned in Section 5.3.4. Of those, the follow-
ing two functions are used in the experiments:

Minimum time:
J = tf (6.6)

This function minimizes the end time tf , which when optimized, will provide
the fastest possible route to the end goal.

Minimum energy:

J =

∫ tf

0

(
|Xur|+|Y vr|+|Nr|

)
dτ (6.7)

Some criticism to this cost function is that it is not necessarily energy spent
to move the ship, but rather work done by the actuator, which will be a
lower value than energy spent. This function has a discontinuous derivative
when either of the included variables are 0, which sometimes give a good or
suboptimal solution, rather than optimal. Some information on the related
L1 optimal control problem, which includes absolute value operations in the
cost function, is available in [91].
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6.2.6 Testing feasibility

For each solution DIDO creates, the feasibility is tested by applying the generated
control signals to a RK simulation of the model. The trajectory from the optimal
control solution is compared to the simulated trajectory, and should overlap. None
of the experiments shown here have any significant deviation from the simulated
trajectories.

6.2.7 Result figures

The results include the following figures:

Path: Map with obstacle and path, including scaled ship polygons evenly spaced.
Current direction is indicated with an arrow.

Pose: Four time series, consisting of north and east position, heading and sideslip.

Absolute velocities: Four time series, consisting of ground speed, surge and
sway velocities, and yaw rate.

Relative velocities: Three time series, consisting of relative speed and relative
surge and sway velocities.

Controls: Thruster force and angle as time series.

For the obstacle-free experiments, the two cost functions minimum energy and
minimum time are shown superimposed on the path plot, and side by side on
the other plots. The maneuver times are different for the minimum-energy and
minimum-time runs, thus the time-axis is labeled accordingly. Minimum energy
uses a green color, and minimum time uses blue. The plots use spline interpolations
of the collocation points produced by DIDO.

6.3 Obstacle-free scenarios

These scenarios are run with two cost functions: Minimum time and minimum
energy. The initial absolute velocities are zero, and are run with and without
current. The scenario conditions are found in Table 6.1. The maximum final time
tf,max has to be set for each optimization run. For the time-optimal cost function,
this value is insignificant as long as it is high enough, as the objective is to reach
the end condition in minimum time. For the energy-optimal cost function however,
the algorithm will use as much of the available time as possible, thus the setting
of tf,max is significant. For the obstacle-free scenarios we have tf,max = 30 s. The
optimization algorithm is run with 30 nodes for every solution.
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Table 6.1: Obstacle-free scenario conditions.

Scenario Section Initial conditions Final conditions
(x0, y0, ψ0, u0, v0, r0) (xf , yf , ψf )

(m,m, °,m/s,m/s, °/s) (m,m, °)

Short diagonal 6.3.1 (−1,−1, 0, 0, 0, 0) (1, 1, 180)
Short U-turn 6.3.2 (0,−1, 0, 0, 0, 0) (0, 1, 180)
Long straight 6.3.3 (0,−10, 90, 0, 0, 0) (0, 10,∼)

6.3.1 Short diagonal

This scenario has the goal of moving in a 90 degree curve while turning 180 degrees
across a diagonal of 2

√
2 m.

No current

The results are found in Table 6.2 and in figures 6.1 through 6.5.

Table 6.2: Short diagonal, no current: Results.

Current velocity

Vx 0 m/s
Vy 0 m/s

Minimum-energy run

Cost 8.633 J
tf 30 s
Run time 38 s
Initial guess No
Classification Good

Minimum-time run

tf 6.738 s
Run time 16 s
Initial guess No
Classification Extremal
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Figure 6.4: Short diagonal, no current: Relative velocities.
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Figure 6.5: Short diagonal, no current: Control inputs.
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Northeastern current

The results are found in Table 6.3 and in figures 6.6 through 6.10.

Table 6.3: Short diagonal, northeastern current: Results.

Current velocity

Vx 0.15 m/s
Vy 0.15 m/s

Minimum-energy run

Cost 8.768 J
tf 10.64 s
Run time 28 s
Initial guess Yes
Classification Suboptimal

Minimum-time run

tf 6.609 s
Run time 25 s
Initial guess No
Classification Extremal



6.3. OBSTACLE-FREE SCENARIOS 89

-1 -0.5 0 0.5 1

y [m]

-1

-0.5

0

0.5

1

x
 [
m

]

Path

Energy

Time

Figure 6.6: Short diagonal, northeastern current: Path.
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Figure 6.7: Short diagonal, northeastern current: Pose.
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Figure 6.8: Short diagonal, northeastern current: Absolute velocities.
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Figure 6.9: Short diagonal, northeastern current: Relative velocities.
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Figure 6.10: Short diagonal, northeastern current: Control inputs.
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6.3.2 Short U-turn

This scenario has the goal of performing a U-turn with an offset of 2 m east.

No current

The results are found in Table 6.4 and in figures 6.11 through 6.15.

Table 6.4: Short U-turn, no current: Results.

Current velocity

Vx 0 m/s
Vy 0 m/s

Minimum-energy run

Cost 10.34 J
tf 20.5 s
Run time 17 s
Initial guess Yes
Classification Suboptimal

Minimum-time run

tf 7.778 s
Run time 21 s
Initial guess No
Classification Good
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Figure 6.11: Short U-turn, no current: Path.
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Figure 6.12: Short U-turn, no current: Pose.
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Figure 6.13: Short U-turn, no current: Absolute velocities.
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Figure 6.14: Short U-turn, no current: Relative velocities.
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Figure 6.15: Short U-turn, no current: Control inputs.
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Northern current

The results are found in Table 6.5 and in figures 6.16 through 6.20.

Table 6.5: Short U-turn, northern current: Results.

Current velocity

Vx 0.2 m/s
Vy 0 m/s

Minimum-energy run

Cost 9.296 J
tf 30 s
Run time 61 s
Initial guess Yes
Classification Suboptimal

Minimum-time run

tf 9.607 s
Run time 20 s
Initial guess No
Classification Good
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Figure 6.16: Short U-turn, northern current: Path.
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Figure 6.17: Short U-turn, northern current: Pose.
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Figure 6.18: Short U-turn, northern current: Absolute velocities.
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Figure 6.19: Short U-turn, northern current: Relative velocities.
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Figure 6.20: Short U-turn, northern current: Control inputs.
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6.3.3 Long straight

This scenario is a 20 m movement from west to east. No restrictions are put on
final heading, as opposed to the previous scenarios.

No current

The results are found in Table 6.6 and in figures 6.21 through 6.25.

Table 6.6: Long straight, no current: Results.

Current velocity

Vx 0 m/s
Vy 0 m/s

Minimum-energy run

Cost 64.56 J
tf 30 s
Run time 16 s
Initial guess Yes
Classification Extremal

Minimum-time run

tf 21.98 s
Run time 16 s
Initial guess Yes
Classification Extremal
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Figure 6.21: Long straight, no current: Path.
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Figure 6.22: Long straight, no current: Pose.
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Figure 6.23: Long straight, no current: Absolute velocities.
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Figure 6.24: Long straight, no current: Relative velocities.
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Figure 6.25: Long straight, no current: Control inputs.
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Southern current

The results are found in Table 6.7 and in figures 6.26 through 6.30.

Table 6.7: Long straight, southern current: Results.

Current velocity

Vx −0.5 m/s
Vy 0 m/s

Minimum-energy run

Cost 136.4 J
tf 30 s
Run time 20 s
Initial guess Yes
Classification Suboptimal

Minimum-time run

tf 25.30 s
Run time 26 s
Initial guess Yes
Classification Extremal
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Figure 6.26: Long straight, southern current: Path.
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Figure 6.27: Long straight, southern current: Pose.
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Figure 6.28: Long straight, southern current: Absolute velocities.
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Figure 6.29: Long straight, southern current: Relative velocities.
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Figure 6.30: Long straight, southern current: Control inputs.
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6.3.4 Discussion

From the results in this section it is pointed out that all scenarios produce feasible
paths, verified by the method described in Section 6.2.6. All of the experiments
with the minimum-time cost function are classified as either extremal or good,
while some of the minimum-energy experiments are suboptimal. The reason for
the minimum-energy experiments have suboptimal solutions may be due to the
absolute value operators in the cost function.

Other than the straight-line scenario, the routes for minimum-time and minimum-
energy experiments differ significantly. Minimum-time routes are characterized by
having sharper turns and shorter paths, while the minimum-energy routes use
longer time and less control action to complete.

Current affects the cost functions differently as well. In the U-turn scenario
with northern current (Figure 6.16) the minimum-energy ship spends more time
with the heading against the current than the minimum-time ship, to reduce drag.

In the U-turn scenarios, the minimum-energy ship seems to expend less energy
with northern current compared to the no-current experiment, which is unintuitive.
However, both the results are classified as suboptimal by DIDO, and no conclusion
may be drawn. In general the minimum-energy experiments have higher costs
when ocean currents are present.

6.4 Single-obstacle scenarios

These scenarios are run with only the minimum energy cost function. The initial
absolute velocities are ν0 = [0.2 m/s, 0 m/s, 0 °/s]>. The scenarios are run with and
without ocean current. The maximum final time tf,max is set to 120 s. The algo-
rithm is run with 30 nodes. Figure 6.31 shows the map including the obstacle. The
initial pose is η0 = [38 m, 6 m, 180°]>, and the final conditions are xf = yf = 44 m.
There are no restrictions on final heading. The obstacle is an ellipse represented
by

c1(x) =

(
x− 38 m

25 m

)2

+

(
y − 25 m

6 m

)2

− 1 ≥ 0 (6.8)

The results are collected in Table 6.8.
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Figure 6.31: Map with obstacle. The blue diamond represents the starting position,
and the red cross is the goal position.
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Table 6.8: Single obstacle: Results

Current (Vx, Vy) Cost tf Run time Initial guess Classification
(m/s,m/s) J s s

None (0, 0) 142.7 120 121 Yes Good
Eastern (0, 0.3) 112.3 120 31 Yes Good
Western (0,−0.3) 413.5 120 32 Yes Suboptimal
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6.4.1 No current
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Figure 6.32: Single obstacle, no current: Path.
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Figure 6.33: Single obstacle, no current: Pose.
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Figure 6.34: Single obstacle, no current: Absolute velocities.
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Figure 6.35: Single obstacle, no current: Relative velocities.
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Figure 6.36: Single obstacle, no current: Control inputs.
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6.4.2 Eastern current
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Figure 6.37: Single obstacle, eastern current: Path.
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Figure 6.38: Single obstacle, eastern current: Pose.
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Figure 6.39: Single obstacle, eastern current: Absolute velocities.
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Figure 6.40: Single obstacle, eastern current: Relative velocities.



128 CHAPTER 6. OPTIMAL PATH PLANNING AND CONTROL FOR . . .

0 20 40 60 80 100 120
-10

0

10

F
 [

N
]

u

0 20 40 60 80 100 120

t [s]

-50

0

50

 [
d

e
g

]

Figure 6.41: Single obstacle, eastern current: Control inputs.
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6.4.3 Western current
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Figure 6.42: Single obstacle, western current: Path.
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Figure 6.43: Single obstacle, western current: Pose.
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Figure 6.44: Single obstacle, western current: Absolute velocities.
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Figure 6.45: Single obstacle, western current: Relative velocities.
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Figure 6.46: Single obstacle, western current: Control inputs.

6.4.4 Discussion

The results in this section are verified to be feasible by the method described in
Section 6.2.6. For all experiments the path crosses the obstacle boundary on its
southern edge. This is due to the PS algorithm only enforces constraints at the
collocation points, thus interpolated solutions will not go clear of obstacles. This
may be mended by using more collocation points, at the expense of computational
time, or by using larger safety margins in the obstacle representations.

The different current conditions do not significantly alter the path, but heading
and energy costs are significantly affected. As expected, western currents have
significantly higher cost than both eastern currents and no currents. This is due
to the higher relative velocity through the maneuver, which is important to the
cost function. The ship uses approximately 190 % more energy traveling against
the current compared to with no currents. With eastern currents, the ship uses
approximately 20 % less energy. Observing the ship heading with eastern currents
(Figure 6.37), the ship travels mostly perpendicular to the current direction, to
exploit the drag effects. With western currents (Figure 6.42), the ship tries to
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Table 6.9: Controller parameters

Parameter Value

γ 100
∆ 3L
k1 10
k2,1 10
k2,2 1
k2,3 10
Γ I3×3

Parameter Value

ωn,ψ 2.0
ζψ 0.9
rdmax 0.9
ṙdmax 0.9
ωn,u 0.9
ζu 0.9

head parallel to the current most of the time. With the exception of the no-current
scenario, the algorithm spends around 30 seconds on completing the optimization.

6.5 Open-loop and closed-loop simulations

In this section open-loop and closed-loop simulations are performed of the results
in Section 6.4 — the single-obstacle scenarios. The open-loop simulations are
performed by performing a RK 45 simulation of (6.3) with the same initial con-
ditions used in the optimization. Spline-interpolated control signals u from the
optimization are fed to the ship model through the actuator model.

The closed-loop simulations are performed using the low-level controller from
Section 3.3.1 with dynamic α2 as shown in (3.46). The force vector produced
from the low-level controller is fed directly into the ship model, without using an
actuator model and control allocation. The guidance algorithm from Section 5.5.2
is employed, where the desired path pd(θ) and a desired surge speed ud(θ) are
taken from the optimization. The heading from the optimization is ignored, and
the guidance and control systems control the heading. The path parameter θ is
the optimization time variable. Table 6.9 contains the parameters used in the
simulations.

Each of the scenarios produce two figures, one for the path, and one for the
kinematic guidance errors s (along-track error) and e (cross-track error). The path
figures in this section contain the obstacle and four path legends:

NOM is the nominal path produced by the path planning algorithm.

ON is the open-loop simulation without disturbance.

OD is the open-loop simulation with disturbance.

CN is the open-loop simulation without disturbance.
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CD is the closed-loop simulation with disturbance.

The disturbance is an additional current of 0.15 m/s south added to the original
scenario. The results containing the energy cost for each simulation are found in
Table 6.10 for reference.

Table 6.10: Single obstacle simulation: Results

Current Nom-
inal
cost

Open-loop
no dist. cost

Open-
loop with
dist. cost

Closed-loop
no dist. cost

Closed-
loop with
dist. cost

J J J J J

None 142.7 142.8 140.0 171.4 252.9
Eastern 112.3 114.6 109.1 197.1 254.9
Western 413.5 414.0 411.1 432.6 550.6
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6.5.1 No current
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Figure 6.47: Open and closed loop, no current: Path.
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Figure 6.48: Open and closed loop, no current: Kinematic errors.
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6.5.2 Eastern current
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Figure 6.49: Open and closed loop, eastern current: Path.
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Figure 6.50: Open and closed loop, eastern current: Kinematic errors.
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6.5.3 Western current
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Figure 6.51: Open and closed loop, western current: Path.
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Figure 6.52: Open and closed loop, western current: Kinematic errors.
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6.5.4 Discussion

With small deviations, the open-loop simulations using the nominal control inputs
follow the nominal paths. As expected, the path is shifted south when the distur-
bance is added. This implies the need of a guidance and control system, which
is also presented in the results. By closing the loop, the ship follows the nominal
path closely. Some oscillations are seen, which may be caused by inadequately
tuned controllers, but the cross-track errors stay below 1 m for all ocean current
scenarios.

Table 6.10 shows the costs from the simulations. Closing the loop gives from
5 % to 80 % increase in energy cost compared to nominal in equal conditions.
Adding the disturbance increases the energy cost by an additional 30 % to 50 %.

The results show that the optimization algorithm creates feasible paths that
are possible to follow using guidance principles.



Chapter 7

Collision Avoidance

A crucial requirement for autonomous vessels are that they must be able to detect
and avoid any obstacle, be it a kayak, diver or another ship. This chapter will
introduce the different concepts encountered in collision avoidance, such as local
and global methods, as well as the concepts of reactive and deliberate methods.

Some relevant studies on collision avoidance for autonomous ships are presented
here: Statheros et al. introduce collision avoidance concepts for autonomous ships
in [92]. Tam et al. reviews studies on collision avoidance in [93].

After introducing the collision avoidance hierarchy, more attention will be paid
to the local methods, which focus on avoiding obstacles that are close to the ship.
The global methods are mainly path planning methods augmented with kinematic
information of obstacles, and are treated thoroughly in Chapter 5. Lastly, sensors
used for navigation and obstacle detection are considered, along with a short in-
troduction on sensor fusion. Figure 7.1 shows a motion control system relevant to
collision avoidance.

7.1 Preliminaries

To formalize the definition of collision avoidance, some notation will be introduced.
A ship exists in the workspace W = R2, which is the two-dimensional world. The
area of the ship can be seen as a subset of the workspace: A ⊂ W . Here A is a
function of the configuration vector η ∈ C:

A(η) = A : C → W (7.1)

As stated in Section 3.2, the configuration space consists of a point in W and a
heading angle: C =W × S.

143
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Figure 7.1: Block diagram of a motion control system. The highlighted blocks are
relevant to the discussion of collision avoidance.

We let O ⊂ W define the part of the workspace which is occupied with obsta-
cles. Then the obstructed configuration space becomes

Cobs = {η ∈ C|A(η) ∩ O 6= ∅}. (7.2)

The complement of the obstructed configuration space is the free configuration
space:

Cfree = C \ Cobs. (7.3)

The goal of collision avoidance is to stay outside of danger of entering Cobs.

7.2 Deliberate and reactive methods

Deliberate methods are based on the sense, plan, act paradigm. The sense part
consists of discovering information about the environment. The plan part involves
making decisions based on the sensed information, the known environment (a
map) and the goal. The act part is to perform the actions that were planned.
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(a) Deliberate concept. (b) Reactive concept.

Figure 7.2: Block diagrams of deliberate and reactive methods.

Should unforeseen circumstances occur, it is necessary to replan the actions while
considering the new information.

Reactive methods sense and act continuously, and react to new information as it
appears. A characteristic of reactive methods is that they do not involve planning,
but immediately react to sensed information. Reactive methods are generally
faster than deliberate methods. The differences of the methods are illustrated in
Figure 7.2.

An observation to make when studying collision avoidance methods are that
most local methods are reactive, and the global path planning methods are in-
herently deliberate. Notwithstanding this observation, one can construct a global
reactive system, as well as a local deliberate system. Local versus global is a mat-
ter of the scope of the information used, and reactive versus deliberate depends
on whether the system creates a plan.

7.3 Global methods

Global methods take into account all available information in the workspace. If
the paths of nearby vessels are known, path planning algorithms may include
their kinematic information to generate paths that stay clear of other ships. The
path planning algorithm then becomes a global collision avoidance method, as it
includes the map and kinematic information of other obstacles.

Two concepts of global collision avoidance methods are listed here, and they
are given a thorough review in Chapter 5.

Roadmap methods: An approach based on generating waypoints which when
connected form a feasible path from A to B.

Optimization methods: An approach based on generating a complete path from
A to B, optimized to some objective, subject to dynamic constraints.
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Figure 7.3: Illustration of a local convergence issue.

7.4 Local methods

Local methods are often reactive in nature, as they only focus on avoiding local
obstacles, and do not include planning. These methods are local, because they
don’t include the “full picture,” such as the entire map. The local methods only
react to the environment around the vessel. Because of this, a local method is not
guaranteed to converge to the goal. Figure 7.3 illustrates this issue. On the other
hand, the local methods are orders of magnitude faster than global methods in
general.

While global information may be surveyed beforehand or gathered from a map,
local information, such as position and velocity of surrounding obstacles, is harder
to obtain. Because of the strict requirement of being able to sense and avoid all
obstacles, equally strict requirements are placed on the sensors and algorithms that
are responsible for detecting such obstacles. In addition, when multiple sensors are
used for this purpose, the idea of sensor fusion is useful and necessary to combine
the measurements. Among feasible sensors are: Radar, LIDAR and cameras.
These sensors are discussed in detail in Section 7.7.3.

A selection of local collision avoidance methods are listed here, and a more
thorough introduction is provided later in this chapter:

• Dynamic window

• Velocity obstacles

• Artificial potential field
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Figure 7.4: Layered hybrid collision avoidance scheme.

7.5 Hybrid approaches

From the previous two sections it is clearly seen that either a global or a local
method alone is not enough for a ship to operate on its own. The global methods
lack the ability to react quickly to changes in the surroundings, while the local
methods lack guaranteed convergence. Hybrid approaches are attempts to combine
the complementing local and global methods.

Loe suggests a method where a combination of cell decomposition with A*
search and the RRT algorithm provides the global path, and the dynamic win-
dow algorithm provides local collision avoidance [32]. By tuning cost functions of
both the RRT algorithm and the dynamic window, the system is able to handle
COLREGS situations well.

Casalino et al. suggest a three-layered architecture for obstacle avoidance in
[59]. The first layer is a global planner which only takes into account static obsta-
cles, and the visibility graph method is used to generate a path. The second layer
takes care of kinematic data of moving obstacles, assuming constant velocities of
the tracked obstacles. A bounding box of a tracked obstacle is extrapolated assum-
ing constant velocity, to where an intercept would take place. A visibility-graph
like approach is employed to create a path around the projected track. The third
layer is not discussed in the paper, but is a last-resort option, where the sole focus
is to avoid imminent collision.

Loe’s method of combining a global and a local algorithm involves feeding a
desired course from the global path tracker, to the local dynamic window algo-
rithm. The dynamic window algorithm selects headings and speeds that are as
close to the global commands as possible, while making sure collisions are avoided.
An illustration is provided in Figure 7.4.
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Figure 7.5: Allowable trajectories generated by the dynamic window algorithm.
From [32]. © 2008 Øivind A. G. Loe.

Rather than planning the global path once, and trying to return to that path
after every reactive encounter, it is possible to replan regularly, or when triggered
by such an event. This may ensure optimality even after moving away from the
nominal path. In addition, new kinematic information about surrounding objects
may be included in the global algorithm, which will adapt to the new situation.

7.6 A selection of local collision avoidance

methods

A selection of local collision avoidance methods are introduced in this section. In
addition to this, two recent resources on COLREGS-compliant collision avoidance
are provided: Woerner presents a multi-objective optimization concept for COL-
REGS-compliant collision avoidance in [94]. Additionally, Benjamin introduces a
COLREGS-compliant method for collision avoidance, involving selecting behavior
modes according to the COLREGS in [95].
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7.6.1 Dynamic window

The goal of the dynamic window algorithm is to provide a set of desired velocity
pairs which are “safe” for avoiding collision. The velocity pair is a surge speed u
and a yaw rate r. Loe uses this algorithm to generate feasible surge speeds and
yaw rates in [32].

The dynamic window algorithm was first proposed by Fox et al. as a motion
planning algorithm for a car-like robot [96]. As the name suggests, the algorithm
works with the set of velocity pairs (u, r) which are reachable within the dynamic
window from the ship’s current state. The dynamic window is the time interval
T , and the reachable velocities are

Vd ={(u, r) ∈ R× R |
u ∈ [u∗ + u̇minT, u

∗ + u̇maxT ] ∧ r ∈ [r∗ − ṙmaxT, r
∗ + ṙmax]}.

(7.4)

Here u̇min, u̇max and ṙmax are the maximum accelerations and decelerations of surge
speed and yaw rate, respectively. Additionally, the algorithm works with the set
limited by the upper and lower bounds on the velocities u and r, Vs. Finally, the
set Va contains the velocities which guarantee that the ship does not collide with
an obstacle:

Va =
{

(u, r) ∈ R× R |u ≤
√
−2 · dist(u, r) · u̇min

∧ |r| ≤
√

2 · dist(u, r) · ṙmax

} (7.5)

The search in the feasible space is defined here:

Definition 7.1 (Dynamic window search).

Maximize

G(u, r) = σ(α · heading(u, r) + β · dist(u, r) + γ · velocity(u, r)) (7.6a)

s.t.

(u, r) ∈ Vr (7.6b)

σ denotes a low pass filter which reduces noise. α, β and γ are tuning parameters
which place weights on the different cost functions. The functions heading(u, r)
and velocity(u, r) make the search prefer yaw rates and surge speeds that are as
close to the global desired values as possible. The function dist(u, r) makes the
search prefer the surge speeds and yaw rates that make the ship travel as far as
possible. In addition we have Vr = Vd ∩ Vs ∩ Va.
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Figure 7.6: Illustration of velocity obstacles. From [100]. © 2016 Bjørn-Olav H.
Eriksen.

COLREGS may be accounted for by including a cost function which penalizes
situations described by the regulations. This may be based on the angle of ap-
proach between the two vessels. Such an implementation is done with success in
[32].

Other variations of the algorithm include a method called global dynamic win-
dow approach, where global information is included in the objective function. This
variation was introduced by Brock and Khatib in [97]. Eriksen provides an alter-
native trajectory prediction and search space for the dynamic window algorithm
in [98].

7.6.2 Velocity obstacles

Velocity obstacles is a way of avoiding collisions by determining obstacles in the
velocity space. Kinematic information is included by assuming linear velocities,
and safe velocities are determined by projecting the areas of both the ship and
the targets ahead in time. Myre uses velocity obstacles for COLREGS collision
avoidance in [30]. That work is based on the work of Kuwata et al. in [99].

The velocity obstacle becomes a cone in the velocity space. For the ship A
with shape A trying to avoid the obstacle B with shape B, the velocity obstacle is
described by the following equation:

V OA
B(vB) = {vA | λ(pA,vA − vB) ∩ (B ⊕−A 6= ∅)} (7.7)
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Here, λ is a ray described by

λ(pi,vi) = {pi + tvi | t ≥ 0}, (7.8)

and pi and vi are the position and velocity of ship i, respectively. In addition, we
have the following operations:

Minowski sum: A⊕ B = {a+ b | a ∈ A, b ∈ B} (7.9)

Reflection: −A = {−a | a ∈ A} (7.10)

The concept is illustrated in Figure 7.6, where the gray cone is the velocity obstacle.
The velocity space is discretized, and a cost function based on time to collision

and deviation from global reference is applied to find the optimal velocity vector.
COLREGS compliance is implemented by creating new constraints based on the
angle of approach between the vessels.

7.6.3 Artificial potential field

Khatib introduced the artificial potential field method in 1985 [101]. The basis of
the method is a potential field defined by the goal position xd and obstacles O:

Uart = Uxd(x) + UO(x) (7.11)

Here x is the current position of the robot, Uxd is the attractive field of the goal,
and UO is the repulsive field from the obstacles. With this field defined, the method
imposes a desired force on the robot trying to reach the goal, based on the gradient
of Uart:

F = −∇Uart(x) (7.12)

Heuristics may be applied to achieve asymptotic convergence, such as dissipation
on the attractive field.

The artificial potential field method has major drawbacks, which include local
minima where repulsive forces cancel the attractive forces, prohibiting convergence
to the goal. Oscillatory motion is often encountered near multiple obstacles or
narrow corridors. The method assumes a fully actuated robot, applying forces
in all directions — this is not feasible for an underactuated ship. There is no
straight-forward way of implementing the COLREGS in this algorithm.

7.6.4 Comparison of local collision avoidance algorithms

Both the dynamic window and velocity obstacle algorithms consider the feasible
directions and speeds which avoid collision. As opposed to the dynamic window
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algorithm, velocity obstacles considers the obstacle’s velocity to project its loca-
tion ahead in time. Both algorithms use an optimization search to find the best
velocity based on some cost on deviation from a global velocity reference, and other
measurements. COLREGS are admissible in both algorithms, either in the opti-
mization search or in the rules which decide the feasible velocities. The dynamic
window algorithm considers the ship dynamics, while velocity obstacles does not.
The dynamic window algorithm does not account for movement of the obstacles,
but treats them as static objects.

The artificial potential field algorithm is simple and intuitive to understand
and implement, but suffers from several drawbacks as mentioned in Section 7.6.3.
Among them are local minima, oscillatory behavior, and no straight-forward way
of implementing the COLREGS.

7.7 Sensors used for navigation and obstacle

detection

Any algorithm used for collision avoidance requires information about the positions
and possibly the velocities of nearby obstacles. As safety is the first priority of any
ferry operation, it is imperative that the ship is able to detect and track dynamic
obstacles. In addition to obstacle detection, navigation sensors are also required for
most collision avoidance algorithms, as well as guidance algorithms. This section
introduces a range of navigation and obstacle detection sensors.

7.7.1 Equipment for position measurement

Sensors available for position measurement may be divided into local and global
techniques. Global sensors measure a receiver’s position relative to the earth-
centered, earth-fixed (ECEF) reference frame. The prime examples are GNSS and
their augmented versions DGPS and real-time kinematic (RTK), which improve
accuracy. Local sensors are based on local stations with known positions, and
some kind of transponder mounted on the vessel. These systems measure position
relative to a local frame. The most relevant local techniques are acoustics such as
ultra-short baseline (USBL), short baseline (SBL), and long baseline (LBL). Other
systems include radar-based (Artemis, RADius), and laser-based (SpotTrack, Fan-
beam, and CyScan). Information on these systems may be found in the following
references: [102, 103, 104, 105].

Both the global and local position sensors are commonly augmented or fused
with INS. This gives a faster update to the position estimate, and improves accu-
racy.
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Figure 7.7: Illustration of USBL with a ship and an AUV. In the case of ferry nav-
igation, the transponder mounted on the AUV would be mounted on
the seabed instead. From [110]. © 1998 MTS Dynamic Positioning
Committee.

Satellite systems (GNSS)

GNSS on its own may not be accurate enough for navigation, with Global Posi-
tioning System (GPS) having accuracy of less than 7.8 m [106].

• DGPS uses stations with exact known positions, and transmits the measured
position error data to local receivers using radio communication. This in-
formation is then used to improve accuracy, and is correct to 0.5 m to 1 m
plus approximately 0.2 m for each 100 km distance from the reference sta-
tion [107]. This gives substantial increase in usefulness for navigation and
docking operations.

• RTK works by considering the phase of the satellite’s carrier signal, in addi-
tion to the information contained within the signal. A base station, whose
position is known exactly, measures the carrier signal’s phase and transmits
this data to the vessel. The vessel in turn compares this data to its own
phase measurement, and calculates the relative position of the station and
itself with centimeter precision [108, 109].

Acoustic systems

There are several methods that are suitable for determining relative position using
acoustic methods. Useful information regarding acoustic methods is found in [110]
and [111].
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Figure 7.8: Illustration of SBL with a drilling platform and an AUV. In the case of
ship navigation, the transceivers would be mounted on the ferry, and
the transponder mounted on the AUV would be mounted on the seabed
instead. From [110]. © 1998 MTS Dynamic Positioning Committee.

• USBL (also known as super-short baseline (SSBL)) uses a single transceiver
mounted under the ship to measure range and angle to a fixed transponder,
mounted at a known location on the seabed. Figure 7.7 illustrates this. The
transceiver sends a sonic signal which is returned by the seabed transponder,
and the run time is proportional to the distance. The transceiver consists
of an array of transducers, whose phase shift of the return signal is trans-
lated to target angle. Combining the angle and range gives a 2D position
measurement. Due to the nature of the position calculation, an error in an-
gle measurement makes the position error increase with distance from the
transponder. Accuracy of 0.1° in angle and 0.1 % (0.5 m at 500 m) is observed
in the works of Watson et al. [112]. Inverted ultra-short baseline (iUSBL)
is a form of USBL where the transceiver is mounted on the seabed and the
transponder on the ship.

• SBL uses three or more baseline transceivers mounted on the ship, and a sin-
gle transponder mounted on the seabed. This is illustrated in Figure 7.8. One
of the transceivers sends a sonic signal which is received by the transponder.
The transponder then returns the signal which is received by the transceivers
on board the ship. The distance from each of the transceivers to the seabed
transponder is proportionate to the echo delay, and a position is calculated
by trilateration. Accuracies of 1 % of water depth are mentioned in the book
of Milne [111] about Sintra-Alcatel Acoustic Measuring System, but this ref-
erence is from 1983, and information about SBL accuracy is sparse in the
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Figure 7.9: Illustration of LBL with a ship. From [110]. © 1998 MTS Dynamic
Positioning Committee.

literature. Large spacing between the on-board transceivers will increase
accuracy.

• LBL works by having multiple transponders mounted on the seabed, which
respond to a sonic signal transmitted by a transceiver mounted on a ship.
This is seen in Figure 7.9. The range from each sensor is determined by
echo delay, and the position is determined by trilateration. Accuracy of LBL
systems are independent of water depth, but dependent on frequency and
spacing of the seabed transponders. Typical accuracy goes from 2 m to 5 m
with low frequency (LF) (8 kHz to 16 kHz) to less than 0.01 m with very high
frequency (VHF) (200 kHz to 300 kHz). Increased accuracy comes at a cost;
while LF reaches tens of kilometers, VHF may stop before 100 meters [110].

Radar and laser systems

Radar and laser local positioning systems work with the same principle, although
they have differing technology. They consist of a rotating transmitter and scanner
on board the ship, which transmits a pulse signal in the horizontal plane. A
stationary reflector placed on land or on a platform reflects this signal, which is
read by the on-board scanner. The echo delay is proportionate to the distance
from the reflector, and the angle is read out from an encoder. The equipment
mentioned in this section is most commonly used in DP operations.

• Artemis MK V is a radar system which works in ranges up to 5 km [102]. It
has a mobile station mounted on a ship, which communicates with a fixed
station through radar microwaves. The rotating mobile radar station aligns
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to the fixed station and measures the range. The angle is read out from an
encoder. This equipment has an accuracy of 1 m distance, and 0.02° angle.
Radar range measurements are resistant to bad weather conditions, such as
snow, heavy rain and fog.

• Fanbeam is a laser system which uses a laser with a 20° beam as the mobile
transmitter [105]. The laser rotates and aligns to a fixed reflective station,
most commonly a retroreflector prism. The range and angle measurements
also work by echo delay and encoder, respectively. The laser pulses with a
frequency of 7.5 kHz. The Fanbeam has a recommended range of less than
500 m for DP operations, and maximum 2 km in good weather conditions.
The performance is degraded in bad weather conditions. The accuracy is
±20 cm and ±0.02° for range and angle, respectively.

• CyScan is another laser system that works much in the same way as Fanbeam
[105]. The major difference is that it rotates at a constant speed of 360 ° s−1

and emits laser pulses at 30 kHz. Range and angle is measured by echo delay
and encoder, respectively. The range is more than 1000 m using a prism
reflector as the target, 400 m with an aluminum plate, and 200 m with a
cylindrical target. The accuracy is 10 cm at 200 m range, and degrades with
increasing range. It is possible to use multiple targets to enhance accuracy
and provide redundancy.

7.7.2 Equipment for heading measurement

Measuring only position is not sufficient to avoid obstacles. The position measure-
ment is only an indication of where a certain point on the ship’s body is located.
The heading of the ship must also be measured.

The ship takes up an area in the workspace W = R2. The map

A(η) = A : C → W (7.13)

describes the subset of W taken up by the ship, defined by the pose η = [x, y, ψ]>

and the vessel shape.

Position measurement instruments determine x and y, while the most common
sensor to determine ψ is a gyrocompass. The gyrocompass is a non-magnetic
compass which is based on gyroscopic precession to determine heading. It finds true
north as opposed to magnetic north, and is not affected by magnetic disturbances,
as opposed to a magnetic compass.
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(a) Ship radar. CC© BY:© Wikime-
dia user High Contrast.
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Figure 7.10: Radar.

7.7.3 Equipment for obstacle detection

Knowing the pose of the ferry is not enough to avoid all obstacles. Comparing the
position with precisely drawn map is only sufficient to avoid static obstacles, such
as land and reefs. Nearby traffic must also be detected and avoided. A ship’s crew
can easily detect and avoid obstacles using only vision. Detecting such obstacles
autonomously is quite challenging. Sensors suitable for detection include cameras,
radar, light detection and ranging (LIDAR), laser range, ultrasound above water,
and sonar sensors for detecting obstacles under water. These sensors have their
own strengths and weaknesses, and are often used to complement each other.

Long range sensors

The sensors in this section may be used to detect obstacles at a long range (from
a few meters to kilometers), and are useful for detecting obstacles during transit.

• Stereo cameras are used to generate a depth map which may in turn be used
to identify obstacles [114, 115]. Care must be taken to correctly calibrate
the cameras, in order to have an accurate depth map. This type of sensor
works well for detecting obstacles close to the ship, but suffer from reflection
in water and noise in bad weather conditions.

• Radar equipment detects obstacles by emitting microwaves which reflect off
solid surfaces. The reflection is measured by the radar equipment, and the
time of flight is proportionate to the distance to the target. As the radar
is rotating, the angle to the target can also be measured. This creates a
map with reflections, and may be used for obstacle detection. Radar based
detection is described in the paper of Almeida et al. [116]. Fused radar and
vision based detection for road obstacles is described in the works of Bertozzi
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(a) Velodyne HDL-64E LIDAR
sensor. © Velodyne.

(b) LIDAR scan of kayakers.
From [113]. © 2010 SPIE.

Figure 7.11: LIDAR.

et al. [117] and the article of Kato et al. [118]. Figure 7.10 shows a radar
screen and a photo of a radar. A radar works with long ranges (kilometers),
but are often blind the first hundred meters [114].

• LIDAR is a technology quite similar to radar, the main difference being
that it uses waves from the near-infrared, visible and ultraviolet parts of the
spectrum. This is done to generate a point cloud, which in turn is used to
detect obstacles. Detection of boats, kayaks, buoys, and other obstacles using
LIDAR is treated in Halterman and Bruch’s paper [113]. LIDAR may detect
obstacles at a shorter range than radar, and with greater depth resolution
than vision. Ranges down to 8 m is observed in the paper of Elkins et al.
[114]. Figure 7.11 shows a LIDAR sensor and scan result.

• An active sonar is used for obstacle detection in a single forward-pointing
beam under water in Heidarsson and Sukhatme’s work [119]. As surface ob-
stacles always have an underwater part, this sensor may be used for detecting
obstacles. The experiment was successful with low pitch and roll angles, but
as the sonar is detecting objects close to the surface, large attitude angles
will cause the beam to point out of the water, which is a source of noise.

Automatic identification system (AIS)

AIS is an automatic tracking system for ships. A ship equipped with AIS trans-
mits its position, heading and speed over VHF. This information is available to
ships in the proximity, and is used for collision avoidance. The following data is
transmitted:
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• Maritime Mobile Service Identity (MMSI), a nine-digit unique ship identifier;

• navigation status, such as “at anchor” or “under way using engine”;

• rate of turn;

• speed over ground;

• position;

• course over ground;

• true heading;

• true bearing; and

• timestamp.

Using AIS in object detection and tracking is not recommended as the sole
source of information. The three main reasons for this are that not all ships
carry AIS equipment, they may turn the equipment off, and the AIS data is not
always reliable. As mentioned in the paper of Wilthil et al. [120], some of the
issues with data reliability include out-of-order message arrival, and sampling time
quantization errors.

Out-of-order message arrival is when the coordinated universal time (UTC)
timestamps are not monotonously increasing for sequential incoming AIS mes-
sages. The proposed solution in [120] is to discard “old” messages. This solution
introduces a reduction of sampling rate proportionate to the number of discarded
messages, which is adequate if the resulting sampling time is small enough to
capture significant target dynamics.

Sampling time quantization errors introduce significant measurement errors
when the actual AIS sampling time is not an integer multiple of the UTC seconds.
This error is introduced as a Gaussian error source to the position measurement,
and for speeds over approximately 2 m s−1 it becomes the dominating position error
for AIS.

In [120] the filtered AIS information is used for cross-validation and estimation
of process noise. For further information on the reliability of AIS information,
Harati-Mokhtari et al. provide a thorough analysis of the error sources and some
suggestions of improvement in [121].

Proximity sensors

The sensors mentioned in this section is used for detection of obstacles in the
immediate proximity of the ship.

Using multiple above-water ultrasound acoustic sensors for obstacle detection
is treated in Spange’s thesis [122]. Here the sensors are used for mapping the area
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Table 7.1: Comparison of position measurement sensors. Accuracy and price level
are given in orders of magnitude of meters and USD, respectively.

System type Accuracy Price level

GNSS 101 102

DGPS1 100 103–4

RTK GNSS 10−2 103

USBL 100 105

LBL2 100 105

Radar 100 105

Laser 10−2 105

around a ship to create a map of obstacles not detected by an on-board LIDAR
sensor. A laser range sensor may be used for the same purpose.

7.7.4 Recommendation of sensor package for navigation
and obstacle avoidance

As seen in tables 7.1 and 7.2, both price and accuracy vary greatly between the
available sensors. The goal is to have a sensor package which is able to detect
items as small as divers and kayaks with an acceptable accuracy, at a reasonable
cost.

For navigation it is suggested to use DGPS or RTK to determine an accurate
position. Combined with a gyrocompass, the pose estimation is assumed to be
sufficiently accurate.

For obstacle detection, a combination of radar, LIDAR and stereo camera is
suggested, together with AIS for cross validation. This combination complements
each other range-wise. Radar has the farthest range, LIDAR covers the mid-
range and cameras are necessary to use up close. This selection may be further
complemented with proximity sensors to avoid immediate threats.

1DGPS solutions fused with IMU data for commercial purposes may have centimeter (10−2)
accuracy, and prices in the 104 USD range.

2LBL is available as an option to Kongsberg’s HiPAP system, which mainly uses USBL for
determining position.

3A camera does not provide depth information on its own, thus only angular accuracy is
provided. Fusing two cameras for stereo vision will provide depth information, given correct
calibration and their ability to connect points from different images. This is a complex en-
deavor and is not explored in this thesis.

4Significantly shorter range for small obstacles.
5The speed of sound in water is relatively slow, so a sonar used for long range detection will

have a long sampling time.
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Table 7.2: Comparison of obstacle detection sensors. Range and range accuracy are
given in orders of magnitude of meters, angle accuracy is given in order
of magnitude of degrees, and price level is given in order of magnitude of
USD.

System type Range Range accuracy Angle accuracy Price level

Stereo camera3 - - 10−2 104

Radar4 104 100 100 103

LIDAR 102 10−1 10−1 104

Active sonar5 104 100 100 103

7.8 Sensor fusion and target tracking

Several sensors used for obstacle detection are mentioned in Section 7.7.3. While
they give information regarding obstacles on their own, the raw data has very
high bandwidth, and it is not straight-forward to combine the sensor information.
Sensor fusion is a concept used to combine the data from multiple sensors to give
basic output, such as a position and velocity of an obstacle for target tracking.
The process is complex, as the sensor data usually is noisy, and may reflect waves,
land and weather-phenomena.

A common way of performing sensor fusion for target tracking is to generate a
list of tracks to keep. This list is populated by initialization and termination logic,
which adds or removes tracks based on if there are several subsequent measure-
ments in a region. Each object in the list has a predicted position and velocity
vector associated with it. An important task is to associate measured data points
with a list entry. This is called data association. A method for probabilistic data
association is treated in [120]. Here the normalized innovation squared (NIS)6 is
used to associate a measurement with a track, shown by

NIS = (zik − ẑk)>Sk(z
i
k − ẑk) < γG, (7.14)

where zik is a measured point, ẑk is the priori estimate, and Sk is the covariance
of the predicted measurement. The positive constant γG is a threshold used to
determine if the measurement should be validated.

Filtering and prediction of target movement is commonly done using Bayesian
filtering, such as the much-used Kalman filter. The posteriori estimate is generated
by a weighted sum of the priori estimate and measurements. Other topics relevant
to sensor fusion and tracking include

6 Innovation is the difference between the predicted measurement and the actual measurement.
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Figure 7.12: An instance of a sensor fusion pipeline concept, where the goal is to
track targets using multiple sensors.

Multiple hypothesis tests (MHT) Measurement history is included, and mul-
tiple hypotheses of target movement are compared to give the best estimate.

Multiple motion models Multiple models for motion are compared. Useful if
the targets have highly varying degrees of dynamics (such as a speed boat
versus an ocean liner).

An overview of a possible sensor fusion pipeline is seen in Figure 7.12. This
set-up is similar to the one seen in [120]. Point data is projected on an earth-fixed
reference frame before points over known land are removed through land masking.
The remaining points are then used in both track initialization/termination logic,
and in data association and filtering.

Sensor fusion is also treated briefly in [114], where a software pack developed
by Daniel H. Wagner Associates [123] is used to combine measurements. This
software uses multiple of the mentioned techniques to fuse sensor data into a
tactical picture.



Chapter 8

Possible Solutions for Automatic
Docking

Docking is a challenging task for the ferry crew due to the many different layouts
of harbors, some of which make the docking process difficult. Ferries crashing into
harbors occur disturbingly often. The following news articles are a small selection
of accidents: [124, 125, 126, 127, 128]. These incidents may be attributed to
demanding harbor layouts, and the wind and current conditions.

The skills of operating a ferry during docking lies entirely within the ship crew.
Considering what a demanding task this is implies that much can be gained in
terms of safety from developing automatic docking solutions.

A description of the docking process is to move the ship with low speed from
pose A in the proximity of the harbor, to pose B lying right next to it, while simul-
taneously avoiding all static and dynamic obstacles.

8.1 Current state of docking and mooring

During the final stages of transit, the ship’s crew aligns the ferry so that the
harbor is reachable with the least amount of maneuvering. The captain takes
manual control of the thrusters, approaching the harbor slowly while keeping close
attention to all parts of the ship and obstacles. After making a controlled low-
speed collision with the harbor, some thrust is applied towards it, such that the
ferry is safely connected during loading and offloading [45]. This reduces the need
for personnel, as well as the load time, and is common with small ferries and
short stops, where traditional mooring is not needed. For a battery-powered ferry,
this solution may be infeasible, as it requires some power to keep the ship steady.
Additionally, depending on the charging method and schedule, the ferry may need
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to be connected to a precise point on the dock during the loading and offloading
period.

8.2 Algorithms used for automatic docking

As there are stationary objects very close to the ferry, automatic docking requires
high accuracy of both position measurements and motion control algorithms. In
addition, it is imperative that the system is aware of all obstacles, static or dy-
namic. Although few examples of automatic harbor docking have been found in
the literature, significant research has been conducted on related fields, such as
docking autonomous underwater vehicles (AUVs) to underwater stations, or to
moving surface vehicles.

An excerpt of algorithms relevant to automatic docking is presented here. To
classify the algorithms, each is described with a section below, and are listed
in Table 8.1 (page 170) with the properties vehicle type, scenario, method, and
sensors.

8.2.1 Recursive fuzzy procedure by Rae and Smith (1992)

A fuzzy docking procedure is treated in Rae and Smith’s paper [129], which allows
an AUV to dock with a stationary underwater vehicle. This procedure is defined
recursively and is developed by investigating how human operators dock the vehicle
through remote operation or in simulators. The recursive method is illustrated in
Figure 8.1. The results from this method are gathered from a simulation, thus no
navigation sensors were discussed.

Algorithm properties

Vehicle type: AUV; Scenario: Docking to moving underwater platform; Method:
Recursive fuzzy path planning; Sensors: No sensors, simulation only.

8.2.2 Discretized fuzzy vector field maps by Teo et al.
(2015)

Another scheme based on discretized fuzzy vector field maps for desired heading
is presented in the works of Teo et al. [130]. This method is developed for use
with AUVs docking to a station with fixed position and orientation under water.
Figure 8.2 shows how an area around the docking station is discretized into cells,
which contain a desired heading vector leading the AUV to the docking station.
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Figure 8.1: Flowchart of the fuzzy docking solution presented in [129]. The described
“fuzzy waypoint” is determined by a heuristic map dependent on the
vehicle’s position relative to the docking base.

An iUSBL system is used as the main homing sensor, fused with an INS system
for navigation.

Algorithm properties

Vehicle type: AUV; Scenario: Docking to fixed underwater platform; Method:
Discretized fuzzy vector field maps; Sensors: iUSBL fused with INS.

8.2.3 A* path planning using LIDAR and proximity
sensors by Spange (2016)

Object detection and path planning using LIDAR, ultrasound equipment, and the
A* path planning algorithm has been attempted in Spange’s thesis [122]. Docking
experiments were done on a test ship mimicking a leisure boat in ideal environ-
ments, with varying results. Several actuator configuration modes were used,
varying between redundant, fully actuated and underactuated. The fully actuated
and redundant modes were satisfactory, but the author had trouble getting the un-
deractuated modes to work. There were also some issues where the ship stopped
too early or bumped into obstacles.

Algorithm properties

Vehicle type: Both fully and underactuated surface ship; Scenario: Docking to
harbor; Method: Object detection with LIDAR and proximity sensors, with A*
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Figure 8.2: Discretized heading vector field, as presented in [130]. © 2015 IEEE.

Figure 8.3: Illustration of docking stages presented in [131].

path planning; Sensors: LIDAR, ultrasonic rangefinder.

8.2.4 Repeated path planning and vision based docking
by Hong et al. (2003)

A combination of repeated path planning and vision based docking is presented in
the works of Hong et al. [131]. When the AUV is within a set distance (10 m in the
paper) of a docking station, the first docking stage is entered. Here a docking path
is generated and updated at set intervals, from the AUV to a predicted position of
the docking station (which is moving slightly). When a stable position prediction
is met, the second docking stage is entered. In this stage, the AUV uses real time
vision tracking of the docking station to approach it safely. Figure 8.3 illustrates
the docking stages.
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Algorithm properties

Vehicle type: AUV; Scenario: Docking to moving underwater dock; Method: Re-
peated path planning and vision tracking; Sensors: LBL, USBL and camera.

8.2.5 Path following with PID control and DGPS by
Andersen (1998)

Docking of a fully actuated surface ship to a harbor is described in Andersen’s
thesis [132]. A predefined path is followed using a model-based PID controller.
The ship is equipped with a DGPS receiver for precise position measurement. In
addition a method for docking the ship to a floating dock is developed, using a
transponder for positioning.

Algorithm properties

Vehicle type: Fully actuated surface ship; Scenario: Docking to fixed and mov-
ing surface harbor; Method: Predefined path following and PID control; Sensors:
DGPS.

8.2.6 Docking to moving ship using target tracking by
Loberg (2010)

Docking of AUVs to unmanned surface vehicles (USVs) and USVs to manned ships
is treated in Loberg’s thesis [133]. The scenarios presented in [133] are without
static or dynamic obstacles, and with moving targets, which limits their usefulness
for ferries docking to a harbor. The author employs a two-stage docking procedure
for AUV to USV; a homing stage, and a more precise docking stage. The homing
stage involves moving the USV in the proximity of the AUV, using a pure pursuit
guidance scheme. The docking stage starts by assigning a target point for the USV
to track and continues by letting the USV move in a straight line, while the AUV
tracks a new target point described relative to the USV. A conference article on
this algorithm is published by Breivik and Loberg in [134].

Algorithm properties

Vehicle type: Underactuated USV and AUV; Scenario: Docking to moving surface
ship; Method: Target tracking; Sensors: No sensors, simulation only.
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(a) (b)

Figure 8.4: Illustration of docking methods with velocity vector fields in (a) and ar-
tificial potential fields in (b). From [135] and [136], respectively. © 2016
International Society of Offshore and Polar Engineers, and Korean Soci-
ety of Ocean Engineers.

8.2.7 Docking to harbor using vector fields and artificial
potential fields by Woo and Kim (2016)

Recent research by Woo and Kim introduces two methods of performing docking
of an underactuated ship to a static harbor. They present a vector field method
in [135], where the desired velocity vector is determined by the ship’s position.
The vector field is composed by fields that give circular and linear paths. See
Figure 8.4a for an illustration.

A similar approach where the gradients of repulsive and attractive potential
fields are used to determine the desired heading. Gaussian and sigmoid functions
are used to compose the potential field. The resulting field is illustrated in Fig-
ure 8.4b.

Algorithm properties

Vehicle type: Underactuated USV; Scenario: Docking to static harbor; Method:
Vector field and artificial potential field; Sensors: No sensors, simulation only.

8.2.8 Algorithm deficiencies

The algorithms mentioned thus far are designed to work in a static environment
with no dynamic obstacles. An algorithm used for docking a ferry in a harbor
will need to consider these issues. Development and implementation of a suitable
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docking algorithm must therefore be completed to achieve the goal of autonomous
ferries.
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Table 8.1: Comparison of selected docking algorithms.

Sec-
tion

Vehicle
type

Scenario Method Sensors

8.2.1 AUV Docking to moving un-
derwater platform

Recursive fuzzy path planning No sensors, simu-
lation only

8.2.2 AUV Docking to fixed under-
water platform

Discretized fuzzy vector field maps iUSBL fused with
INS

8.2.3 USV Docking to harbor Object detection with LIDAR and proximity
sensors, with A* path planning

LIDAR, ultrasonic
rangefinder

8.2.4 AUV Docking to moving un-
derwater dock

Repeated path planning and vision tracking LBL, USBL and
camera

8.2.5 USV
and
AUV

Docking to moving sur-
face ship

Target tracking No sensors, simu-
lation only

8.2.7 USV Docking to static har-
bor

Vector field and artificial potential field No sensors, simu-
lation only



Chapter 9

Automation Potential in Ferry
Operations

Today’s ferries are mostly dependent on human control for holding course, speed
and docking. In the case of a takeover, crossing, or a head-on situation, the ship’s
personnel makes sure COLREGS are followed. The docking and mooring processes
are also carried out by the personnel. In addition, ticketing and guiding of vehicles
is performed manually. As mentioned in the introduction, several universities and
companies are focusing on autonomy in ferries and other shipping operations.
Rolls-Royce with their auto-crossing system and Kongsberg’s Yara Birkeland are
two examples of that [5, 6, 137].

This chapter is a discussion on the challenges which stand between today’s
situation and autonomous ferries. A characterization of autonomous ferries is
given, and some reflection on the challenges that need to be solved is provided.
The definition of autonomous ferries may vary depending on the level of autonomy
that is considered. In this thesis, the characterizations are divided into those that
relate to motion control, and those that do not.

9.1 Motion control characteristics

Related to motion control, the following criteria are considered:

• Automatic docking and undocking

• Automatic path planning

• Automatic path following

• Automatic collision avoidance
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Challenges associated with automatic docking are treated in Chapter 8. The
algorithms treated there are far from ready to use directly in a docking operation
on a normal quay. They are mostly used in static environments with no dynamic
obstacles. Two possibilities are recognized for improving this situation. One is
to “dumb down” the docking environment, by creating docking quays customized
for autonomous operation. This could involve closing the area off for unwanted
traffic, and creating a system which guides or moves the ferry to the quay. The
other possibility is to further develop docking algorithms such that they are safe
to use in a “normal” docking environment. Extensive development and testing is
needed to ensure that the operation does not endanger people or material.

Path planning is treated in Chapter 5. Algorithms providing a feasible path are
quite mature. Roadmap methods from robotics are able to quickly generate a path
between two points while avoiding obstacles. Optimization-based path planning
shows promising results. These methods are not as extensively used, but are able
to provide paths that are optimal in regards to energy, time or distance, and
inherently include system dynamics which gives feasible paths. The drawback of
optimization-based methods is computational time, and the need for quite accurate
mathematical models. Currently roadmap methods are orders of magnitude faster
than optimization-based methods. Developments in pseudospectral optimization
theory as well as faster computers may change that in the future.

Guidance algorithms for path following are also covered in Chapter 5. Systems
implementing these types of algorithms are common and commercially available.

Chapter 6 covers the use of a PS optimal control algorithm for path planning.
Feasible time-optimized and energy-optimized paths are generated for a nonlin-
ear 3-DOF ship model. Additionally, by implementing a guidance controller, it is
shown that the path-planning algorithm produces feasible paths. With few excep-
tions, the optimization algorithm produces a path in less than 30 seconds. This
provides validation for the concept.

Collision avoidance has seen significant development in recent years. Au-
tonomous ships and self-driving cars have been the main drivers behind this re-
search. Chapter 7 considers local collision avoidance algorithms for ships. Some
of those may be modified to include the COLREGS. This is necessary when the
autonomous ship is operating in an open area, where the crews of other ships have
expectations on the behavior of nearby vessels. To be able to avoid collisions it is
necessary to detect obstacles. Sensors feeding information to collision avoidance
algorithms must be able to detect large obstacles like tankers and other ferries,
smaller obstacles like leisure boats, and even smaller obstacles like kayakers or
swimmers. This is done by the means of combining complementary and redun-
dant sensors in sensor fusion algorithms. Elkins et al. have demonstrated sensor
fusion and collision avoidance for a military boat [114], but these kinds of systems
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Figure 9.1: Picture of AutoPASS solution. From [139]. © 2015 Kjell Arne Steinsvik,
Møre-Nytt.

are not widespread.

9.2 Other characteristics

Apart from motion control, the following criteria are considered:

• Automatic ticketing

• Automatic guiding of vehicles

• Automatic mooring and unmooring

• Automatic charging

Ferry tickets are mostly sold by operators on board the ferry. A few connections
have automatic ticketing systems, where the vehicle is registered automatically
through a ticketing system, and an invoice is sent to the vehicle owner. The
automatic system is a part of AutoPASS1, which many vehicles already have. This
system is illustrated in Figure 9.1. From 2017, domestic ferry connections will start
moving to the AutoPASS system [138]. The AutoPASS system has been tested on
the Flakk–Rørvik connection and is a promising solution for use in autonomous
ferries.

1 AutoPASS is a system for automatic toll road registrations using an electronic tag. More
information may be found at http://www.autopass.no.

http://www.autopass.no
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Figure 9.2: Cavotec automated mooring system. © 2017 Cavotec.

Part of the ferry personnel’s job is to guide vehicles into the ferry and signal
them to drive out. This is in order to use the space efficiently and to balance the
weight evenly. To the best of the author’s knowledge, no system for doing this
automatically exists.

Currently, mooring is done without ropes, but with thrusters applying force
towards the quay. This may be infeasible for battery-powered ferries, as it re-
quires some power to keep the ship steady. An alternative is to use an automatic
mooring system. Automatic mooring systems have been developed by Cavotec
[140] and Mampaey [141], which use vacuum to secure ships to the dock. A photo
of Cavotec’s system is found in Figure 9.2. These systems may allow for free heave
movement, as well as some rolling and pitching. The Port of Helsinki has started
using the system from Cavotec on its West Harbor [142]. Combined with auto-
matic docking, this type of system has potential for being used as a fast and safe
automatic mooring solution.

In addition to automated mooring systems, Cavotec produces an automatic
plug-in system for charging of ships. Figure 9.3 shows a photo of the system,
consisting of a plug that is lowered from a tower into a specially designed com-
partment on the ship. Wärtsilä and Cavotec are also cooperating to develop a
combined mooring and wireless charging system based on inductive power [143].
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Figure 9.3: Cavotec automated charging system. © 2017 Cavotec.
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Chapter 10

Conclusion and Further Work

This thesis brings together many topics related to autonomous shipping, and more
specifically autonomous ferries. Technical and formal challenges related to auton-
omy in shipping are presented, and relevant solutions are discussed. Numerous
resources on the central topics of path planning, collision avoidance and automatic
docking are provided.

An introduction to commercial and industrial motion control equipment is
provided. This includes architecture of autopilot and DP systems, as well as an
overview of actuator configurations and maneuverability categories.

On the topic of path planning, a distinction has been made between roadmap
methods and parametrized path generation. Among roadmap methods, both com-
binatorial methods and sampling-based methods have been looked into. These
methods usually lead to the final refined paths after using a number of heuristics.
Of parametrized path-generation methods, algorithms based on optimal control
such as the semi-Lagrangian method and the pseudospectral method have been
explored.

Further research on path planning using the pseudospectral method is per-
formed. The optimal-control software DIDO is used to generate paths using a
nonlinear 3-DOF ship model. The DIDO setup is able to provide a feasible tra-
jectory for an energy-based cost function in 30 seconds. A guidance algorithm for
curved paths is used to follow the generated path in simulations with unknown
disturbances. This shows that the generated paths are feasible from a practical
point of view.

A review of local collision-avoidance algorithms is given. Some of these are
COLREGS-compliant, which is a necessity for autonomous ferries operating in
trafficked areas. In addition to collision-avoidance algorithms, a range of sensors
used for obstacle detection is presented, along with accuracy and price estimates
for these. A brief introduction to tracking and sensor fusion is also given.
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Several algorithms used for automatic docking of ships and underwater vehicles
are reviewed. Common to these algorithms are that they have not been tested
with moving obstacles. Further research and development of automatic docking
algorithms for surface vessels must be completed.

Semi-autonomous ferries where transit is performed by automation are cur-
rently being tested and developed, e.g. by Rolls-Royce [6]. A higher level of auton-
omy, where collision avoidance and docking, is further ahead in time. Substantial
research and development on sensors, obstacle detection, collision avoidance algo-
rithms and docking algorithms is necessary to reach widespread full autonomy.

Emission-free propulsion for ferries is underway in the Norwegian fjords. Sev-
eral new ships are built with batteries as the sole source of energy. Limitations on
battery capacity constrain the number of ferry connections such ships may operate.
Prioritizing energy efficiency in all aspects of motion control allows emission-free
ferries to operate more connections. This is an area of focus for developers of
autonomous and semi-autonomous ships, and improvements are seen in e.g. Rolls-
Royce’s auto-crossing system.

To achieve the goal of energy-efficient autonomous ferries, several topics require
attention in further work:

• Compare the energy costs of paths generated by roadmap algorithms to paths
generated by optimization-based algorithms.

• Investigate the combination of a global optimization-based path planning
algorithm, e.g. PS, with a local COLREGS-compliant collision-avoidance
algorithm.

• Combine an ocean-current estimator with the PS path planning algorithm
in order to re-plan during transit.

• Implement the optimization-based path planning algorithm with guidance on
a physical model ship to validate the concept and to compare cost estimates
with real costs.

• Develop an automatic docking algorithm suitable for ferries. Such an algo-
rithm should take moving obstacles into account.



Appendix A

Ship Model, Parameters and
Scaling

The ship model used for simulation and control design in this thesis is acquired
from the work of Sørensen et al. in [38]. Some changes are made to adapt their
model to the problems reviewed in this thesis. The model of Sørensen et al. does
not include relative velocities in the system equations. In addition, the CRB matrix
is changed to a representation independent of linear velocities. These changes are
made before presenting the outcome in this chapter.

The model is in 3 DOF, and has the form

η̇ = R(ψ)ν (A.1a)

Mν̇r + C(νr)νr + D(νr)νr = τ , (A.1b)

where M ∈ R3×3, C(νr) ∈ R3×3, D(νr) ∈ R3×3 and τ ∈ R3. The kinematic
transformation matrix R ∈ SO(3) is given by

R =

cosψ − sinψ 0
sinψ cosψ 0

0 0 1

 . (A.2)

The inertia matrix is composed by M = MRB + MA, where

MRB =

m 0 0
0 m mxg
0 mxg Iz

 and (A.3)

MA =

−Xu̇ 0 0
0 −Yv̇ −Yṙ
0 −Nv̇ −Nṙ

 . (A.4)
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The Coriolis and centripetal matrix is composed by C(νr) = CRB(νr)+CA(νr),
where

CRB =

 0 −mr −mxgr
mr 0 0
mxgr 0 0

 and (A.5)

CA(νr) =

 0 0 −cA,13(νr)
0 0 cA,23(νr)

cA,13(νr) −cA,23(νr) 0

 . (A.6)

The added mass elements of CA are

cA,13(νr) = −Yv̇vr −
1

2
(Nv̇ + Yṙ)r and (A.7a)

cA,23(νr) = −Xu̇ur. (A.7b)

The damping matrix is composed by D(νr) = DL + DNL(νr), where

DL =

−Xu 0 0
0 −Yv −Yr
0 −Nv −Nr

 and (A.8)

DNL(νr) =

dNL,11(νr) 0 0
0 dNL,22(νr) dNL,23(νr)
0 dNL,32(νr) dNL,33(νr)

 . (A.9)

The elements of the nonlinear damping matrix are

dNL,11(νr) = −X|u|u|ur| −Xu3u
2
r, (A.10a)

dNL,22(νr) = −Y|v|v|vr| − Y|r|v|r|, (A.10b)

dNL,23(νr) = −Y|v|r|vr| − Y|r|r|r| − Yurur, (A.10c)

dNL,32(νr) = −N|v|v|vr| −N|r|v|r| −Nuvur and (A.10d)

dNL,33(νr) = −N|v|r|vr| −N|r|r|r| −Nurur, (A.10e)

with

Yur = Xu̇ (A.11a)

Nuv = −(Yv̇ −Xu̇) and (A.11b)

Nur = Yṙ. (A.11c)

All required parameters are found in Table A.1.
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Table A.1: Ship model parameter values of CyberShip II. From [38].

Parameter Value Units

L 1.255 m
m 23.8 kg
xg 0.046 m
Iz 1.760 kg m2

Xu̇ −2.0 kg
Yv̇ −10.0 kg
Yṙ 0 kg m
Nv̇ 0 kg m
Nṙ −1.0 kg m2

Xu −0.72253 kg/s
X|u|u −1.32742 kg/m
Xu3 −5.86643 kg s/m2

Parameter Value Units

Yv −0.88965 kg/s
Y|v|v −36.47287 kg/m
Nv 0.03130 kg m/s
N|v|v 3.95645 kg
Y|r|v −0.805 kg
Yr

1 0.1052 kg m/s
Y|v|r −0.845 kg
Y|r|r −3.450 kg m
N|v|r 0.080 kg m
N|r|v 0.130 kg m
Nr −1.900 kg m2/s
N|r|r −0.750 kg m2

A.1 Upscaling of the CyberShip II model using

the bis system

The parameters in Table A.1 are from a 1:70 scale replica of a supply ship, with
a length of 1.255 m and mass m = 23.8 kg. See Figure A.1. The bis system for
parameter normalization by Norrbin [146] is used to scale the parameters up to a
ship of size L = 100 m and m = 2 000 000 kg, which is a typical size for a ferry.
More information on the bis system is found in [34].

Table A.2 shows the normalization variables used in the bis system. The ex-
pression µ = m

ρ∇ is the density ratio, which is 1 for floating ships. This comes
from m = ρ∇, which simplifies the entries in Table A.2, and gives the rightmost
column.

Being equivalent for this use, the subscript (·)r is dropped from the velocity
variables in the transformations. The notation (·)1 is used for the parameters
belonging to CyberShip II, and (·)2 is used to denote the parameters belonging to
the ferry-sized ship. The normalization variables from Table A.2 are used to find

1The value of Yr from [38] is −7.250. With this magnitude and negative sign, the damping
effects from yaw rate has destabilizing effects on guidance. A clockwise turn (positive r) made
to correct the course will cause negative sway forces, which again gives a counter-clockwise
course change, thus causing positive feedback in the guidance loop. The values from [38] are
collected from [144], where the parameters are generated by performing adaptive maneuvering
experiments. The value for Yr used here is taken from [40].
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Figure A.1: CyberShip II. From [145]. © 2005 Elsevier Ltd.

the transformation from ν̇1 to ν̇2, ν1 to ν2, and from τ1 to τ2:

ν̇2 = Tν̇ ν̇1 → ν̇1 = T−1
ν̇ ν̇2 (A.12a)

ν2 = Tνν1 → ν1 = T−1
ν ν2 (A.12b)

τ2 = Tττ1 → τ1 = T−1
τ τ2 (A.12c)

where

Tν̇ = diag{1, 1, λ−1} → T−1
ν̇ = diag{1, 1, λ} (A.13a)

Tν = diag{
√
λ,
√
λ, λ−

1
2} → T−1

ν = diag{λ−
1
2 , λ−

1
2 ,
√
λ} (A.13b)

Tτ = diag{σ, σ, σλ} → T−1
τ = diag{σ−1, σ−1, σ−1λ−1} (A.13c)

and

λ =
L2

L1

(A.14a)

σ =
m2

m1

. (A.14b)

The main assumptions are that the dimensionless accelerations, velocities and
forces are equal for the model ship and a larger ship with the same characteristics.
For a linear acceleration, velocity and force, u̇, u and X, respectively, that gives
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Table A.2: Bis system normalization variables. From [34].

Unit Normalization variable Simplified

Length L L
Mass µρ∇ m
Inertia moment µρ∇L2 mL2

Time
√

L
g

√
L
g

Reference area µ2∇
L

2∇
L

Position L L
Angle 1 1
Linear velocity

√
Lg

√
Lg

Angular velocity
√

g
L

√
g
L

Linear acceleration g g
Angular acceleration g

L
g
L

Force µρg∇ mg
Moment µρg∇L mgL

us the following relationships:

u̇′′ =
1

g
u̇1 =

1

g
u̇2 → u̇1 = u̇2 (A.15)

u′′ =
1

L1g
u1 =

1

L2g
u2 → u1 =

L1

L2

u2 (A.16)

X ′′ =
1

m1g
X1 =

1

m2g
X2 → X1 =

m2

m1

X2, (A.17)

where g is the acceleration due to gravity, and the double prime symbol ()′′ is used
to denote the dimensionless states. For angular acceleration, velocity and moment,
ṙ, r, N , respectively, we have these relationships:

ṙ′′ =
L1

g
ṙ1 =

L2

g
ṙ2 → ṙ1 =

L2

L1

ṙ2 (A.18)

r′′ =

√
L1

g
r1 =

√
L2

g
r2 → r1 =

√
L2

L1

r2 (A.19)

N ′′ =
1

m1gL1

N1 =
1

m2gL2

N2 → N1 =
m2L2

m1L1

N2 (A.20)

Using the notation Ni(ν) = Ci(ν) + Di(ν), we can use the following model to
find M2, C2 and D2:

M1ν̇1 + N(ν1)ν1 = τ1 (A.21)
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Substituting the acceleration, velocity and torque vectors using (A.12), we get
the following relationships:

M1T
−1
ν̇ ν̇2 + N1(T−1

ν ν2)T−1
ν ν2 = T−1

τ τ2

TτM1T
−1
ν̇︸ ︷︷ ︸

M2

ν̇2 + TτN1(T−1
ν ν2)T−1

ν︸ ︷︷ ︸
N2(ν2)

ν2 = τ2 (A.22)

This gives the new system matrices

MRB,2 = TτMRB,1T
−1
ν̇

=

m2 0 0
0 m2 m2λxg,1
0 m2λxg,1 λ2σIz,1

, (A.23)

CRB,2(ν2) = TτCRB,2(T−1
ν ν2)T−1

ν

=

 0 0 −m2(λxg,1r2 + v2)
0 0 m2u2

m2(λxg,1r2 + v2) −m2u2 0

, (A.24)

MA,2 = TτMA,1T
−1
ν̇

=

−σXu̇,1 0 0
0 −σYv̇,1 −λσYṙ,1
0 −λσNv̇,1 −λ2σNṙ,1

, (A.25)

CA,2(ν2) = TτCA,2(T−1
ν ν2)T−1

ν

=

 0 0 −cA,13,2

0 0 cA,23,2

cA,13,2 −cA,23,2 0

 (A.26)

with

cA,13,2(ν2) = −σYv̇,1v2 −
1

2
(σλNv̇,1 + σλYṙ,1)r2 (A.27a)

cA,23,2(ν2) = −σXu̇,1u2, (A.27b)

DL,2 = TτDL,2T
−1
ν

=

−
σ√
λ
Xu,1 0 0

0 − σ√
λ
Yv,1 −σ

√
λYr,1

0 −σ
√
λNv,1 −σλ

3
2Nr,1

, (A.28)
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and

DNL,2(ν2) = TτDNL,2(T−1
ν ν2)T−1

ν

=

dNL,11,2(ν2) 0 0
0 dNL,22,2(ν2) dNL,23,2(ν2)
0 dNL,32,2(ν2) dNL,33,2(ν2)

 (A.29)

with

dNL,11,2(ν2) = −σ
λ
X|u|u,1|u2| − σλ−

3
2Xu3,1u

2
2 (A.30a)

dNL,22,2(ν2) = −σ
λ
Y|v|v,1|v2| − σY|r|v,1|r2| (A.30b)

dNL,23,2(ν2) = −σY|v|r,1|v2| − σλY|r|r,1|r2| − σYur,1u2 (A.30c)

dNL,32,2(ν2) = −σN|v|v,1|v2| − σλN|r|v,1|r2| − σNuv,1u2 (A.30d)

dNL,33,2(ν2) = −σλN|v|r,1|v2| − σλ2N|r|r,1|r2| − σλNur,1u2. (A.30e)

A.2 Parameters for the upscaled CyberShip II

model

The upscaled model may be put into the same form as the CyberShip II system,
(A.3) through (A.11), by comparing the expressions from (A.23) through (A.30)
with new parameters with subscript 2. Table A.3 shows the upscaled parameters,
where the length and mass of the new ship is taken from Korsfjord2, which ferries
the Flakk–Rørvik connection in Trondheim, whose size is typical among ferries. In
the rest of the thesis subscripts 1 and 2 will be dropped from both the parameters
and the model variables.

2 Lightship weight of Korsfjord is reported to be 1866 metric tons by the ship operators.
However, including fluids and a typical load the weight is closer to 2000 tons, which is the
number used in Table A.3.
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Table A.3: Ship model parameter values for upscaled model. The units are the same
as in Table A.1, and are here omitted for brevity.

Param. Expression Value

L2 L2 120
m2 m2 2.00× 106

xg,2 λxg,1 4.39
Iz,2 λ2σIz,1 1.35× 109

Xu̇,2 σXu̇,1 −1.68× 105

Yv̇,2 σYv̇,1 −8.40× 105

Yṙ,2 λσYṙ,1 0
Nv̇,2 λσNv̇,1 0
Nṙ,2 λ2σNṙ,1 −7.68× 108

Xu,2
σ√
λ
Xu,1 −6.21× 103

X|u|u,2
σ
λ
X|u|u,1 −1.67× 103

Xu3,2 σλ−
3
2Xu3,1 −527

Param. Expression Value

Yv,2
σ√
λ
Yv,1 −7.65× 103

Y|v|v,2
σ
λ
Y|v|v,1 −3.21× 104

Nv,2 σ
√
λNv,1 2.57× 104

N|v|v,2 σN|v|v,1 3.32× 105

Y|r|v,2 σY|r|v,1 −6.76× 104

Yr,2 σ
√
λYr,1 8.64× 104

Y|v|r,2 σY|v|r,1 −7.10× 104

Y|r|r,2 σλY|r|r,1 −2.77× 107

N|v|r,2 σλN|v|r,1 6.43× 105

N|r|v,2 σN|r|v,1 1.09× 104

Nr,2 σλ
3
2Nr,1 −1.49× 108

N|r|r,2 σλ2N|r|r,1 −5.76× 108
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