
Master of Science in Physics and Mathematics
June 2011
Randi Holmestad, IFY
Turid Reenaas, IFY
Per Erik Vullum, SINTEF

Submission date:
Supervisor:
Co-supervisor: 

Norwegian University of Science and Technology
Department of Physics

Quantitative (S)TEM analysis of
intermediate band solar cell materials

Magnus Kristofer Nord





Preface

The work on this thesis was performed between January and July 2011 as the
conclusion of my studies to the degree Master in technology at the Norwegian
University of Science and Technology (NTNU). The work was carried out at the
TEM group at the Department of Physics.

I would like to thank my supervisor Randi Holmestad, and my co-supervisors
Per-Erik Vullum and Turid Worren Reenaas for guidance and encouragement.

Particular thanks to Chris Boothroyd at the Technical University of Denmark
for skillful operation of the electron microscopes used in this thesis. Finally I
would like to thank Ruben Bjørge and Hanne Kauko for valuable information about
multislice simulations.

i



ii



Abstract

In this thesis the strain properties of two InAs/GaAs quantum dot
intermediate band solar cell materials have been explored. Both sam-
ples were thin films grown on a (100) GaAs substrate. The quantum
dot material was InAs, and the bulk material was GaAs. One sample
had AlAs-cap, while the other had GaAs-cap. Geometrical phase anal-
ysis was used to study the strain. A higher degree of strain was found
in the AlAs-capped sample. Negative strain was observed in directly
above and below the quantum dots in both samples. A stacking fault
in a quantum dot in the AlAs-capped sample was found to relax all the
strain.

Analysis of the chemical composition of the AlAs-capped sample was
performed using HAADF-STEM and multislice analysis. This analysis
found an average indium concentration inside the quantum dots of 25%
± 10%, with peaks up to 50%.
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Chapter 1

Introduction

Demand for energy is increasing every year[1]. The primary cause for this rapidly
increasing demand is two-fold: a growing world population and increasing living
standards. Production of energy must increase to keep up with this demand. Fossil
fuels are the most readily available energy source: coal, oil and gas. About 80%
of world wide energy production is based on these fossil fuels. All fossil fuels
release greenhouse gases like CO2 when consumed, and these gases are one of the
leading sources of anthropogenic global climate change. Limiting the release of
climate gases is thus instrumental in avoiding radical climate changes, however the
increasing energy demands must somehow be met. Another aspect is the finite
nature of these fuel sources: in a long-term perspective they will simply run out.

Another factor fueling the development of alternative energy sources is energy
independency. A nation’s ability to supply energy to its industry and population
is vital. Thus having a secure and predictable energy source is vital for national
security. Currently the majority of nations rely on imported fossil fuels. This makes
them dependent on the will of the nations supplying the fossil fuels. Not having
this dependency is vital[2]. Alternative energy sources allow states to produce their
energy within their own borders, making the supply much more secure.

Issues with fossil fuel sources has lead to an increased interest in environmentally
sustainable energy sources: so-called alternative energy. This increased interest
has lead to rapid development of technologies related to different clean renewable
energy sources.

One of these energy sources is solar power. Calculating the potential for solar
power is fairly straightforward: every second 162000 terajoule (TJ) of sunlight hit
the Earth, of which about 5000 TJ is reflected back into space[3]. Human civiliza-
tion consumes on average 16.6 TJ energy every second[1]. Collecting about 0.33%
of the reflected sunlight would cover the whole world’s energy needs, therefore the
potential for solar energy is enormous.
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2 Chapter 1. Introduction

1.1 Motivation
The efficiency η of a solar cell is a measure of how much of the incident photon
energy it can convert to electricity and is given by,

η = Eelectricity

Eincident light
, (1.1)

where Eelectricity is the electrical output from the solar cell and Eincident light is the
energy of the light hitting the solar cell. Given two solar cells where one of them
has twice the efficiency of the other, the more efficient solar cell would only require
half the area while still producing the same amount of energy. Using less area is
highly beneficial, since it is usually both costly and limited.

Figure 1.1: Efficiency and cost projections for first, second and third generation solar
cells. Figure from Green[4].

The most common type of solar cell is based on silicon wafers, so-called first
generation solar cells. These silicon based solar cells have a theoretical maximum
efficiency of about 30%[5], but most commercial solar cells of this type have an
efficiency of about 15%. As production methods have matured the price of these
devices has fallen greatly, making most of price tied to the material costs[6]. This
has prompted the development of thin film based solar cells, so-called second gen-
eration solar cells. Such cells use substantially less materials and have the potential
to be much cheaper. One downside for both first and second generation solar cells
is the low efficiency limit of about 30%. Many new types of solar cell designs,
often called third generation solar cells, are being developed to beat this 30% limit.
Cost and efficiency projections for the different solar cell generations can be seen
in fig. 1.1.
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The intermediate band solar cell studied in this thesis is a third generation solar
cell design, and is theoretically able to beat the 30% limit by utilizing more of the
sunlight.

1.2 Thesis structure
This thesis is organized in the following fashion:

Chapter 2, Theory. First the theoretical background of the solar cell will be
discussed. This include how a solar cell works, how the energy production of a solar
cell is limited by efficiency lossesand different ways to overcome this limit. This is
followed by a introduction to the intermediate band (IB) solar cell: IB as a solution
to the efficiency limit and how to make an IB work. Then an overview of the dif-
ferent material components in the solar cell material will be given, and the method
used to make the material: Molecular Beam Epitaxy using the Stranski-Krastanov
growth mode. Next several different subjects related to the Transmission Electron
Microscope (TEM) are discussed: the basics of eletron-matter interactions, the ba-
sics on how a TEM works, Scanning Transmission Electron Microscopy (STEM)
and High-Resolution Transmission Electron Microscopy (HRTEM). Last two ana-
lytical methods for analysing the experimental results are explained: Geometrical
Phase Analysis (GPA) and multislice simulation.

Chapter 3, Method and experiment. This chapter gives an overview of the
parameters used in the production of the solar cell samples and information about
the experimental equipment which was used. In addition the sample preparation
techniques and the different parameters used in the GPA and multislice simulations
will be discussed.

Chapter 4, Results. First an overview of the two samples is given, which is
followed by a presentation of the results from the GPA and from the multislice
simulations.

Chapter 5, Discussion. Different features obtained from the GPA will be
discussed, including the differences between the two samples. In addition the mul-
tislice results for the AlAs-capped sample will be discussed..

Some notes about the thesis itself: A basic knowledge about solid-state physics
is assumed: diffraction, band theory, Fermi levels, some basic quantum mechanics,
stacking faults and zone axes.

1.3 Notation and abbreviations
As noted in the list of abbrevations, TEM can mean either Transmission Electron
Microscopy, which is the technique or method, or Transmission Electron Micro-
scope, which is the device or instrument. Sometimes “TEM images” will refer to
images that can be taken on a Transmission Electron Microscope, which includes
both “regular” TEM and STEM. In other cases TEM will specifically refer to “reg-
ular” TEM. It should be clear from context which one is being referred to.

Standard TEM notation will be used for denoting different vectors.
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• Specific zone axes will be denoted by [·], e.g. [100].

• {·} will denote a specific Bragg reflection, e.g. {111}.

• <·> will denote a general direction, e.g. 〈220〉.



Chapter 2

Theory

This chapter discusses the various techniques and concepts needed to understand
the experiment and results in this thesis. The chapter will cover four major subject
areas. Solar cells in general and the intermediate band solar cell. The materials
used to create the intermediate band solar cell materials and the molecular beam
epitaxy which was used to manufacture them. The basics of Transmission Electron
Microscopy will be discussed, including STEM and HRTEM modes. An overview
of the analysis methods: geometrical phase analysis and multislice simulations. If
the reader has prior knowledge about these subjects, this chapter can be safely
skipped.

2.1 Solar cells

2.1.1 Basics
A solar cell is a material which has the ability to convert photons directly to
electricity. This conversion is achieved by using the photovoltaic effect: a photon
excites an electron from one band to another, for example from the valence band
(VB) to the conduction band (CB) as shown in fig. 2.1c. The process from photon
to electric current can be seen in fig. 2.1a. An electron is placed in the conduction
band, while an electron-hole is created in the valence band. The electron-hole (often
simply called a hole) has similar properties as the electron, and can be viewed as
a particle in the context of solar cells. An electron and a hole is simple called an
electron-hole pair. This electron-hole pair is then extracted from the solar cell,
and an electric current is created. The voltage produced by the solar cell will be a
function of the energy difference between the VB and CB, which will be referred to
as the bandgap. Photons with energy less than the bandgap will be refered to as
below-bandgap photons. Photons with energy more or equal to the bandgap will
be refered to as above-bandgap photons.

The device presented in the previous paragraph is a single band solar cell, which
has a maximal theoretical efficiency of about 30%. Ideally this number should be

5
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Figure 2.1: (a) Schematic of a single band silicon solar cell. The arrows show two possible
paths for a photon: transmission into the solar cell and reflection away from the solar
cell. The antireflection layer serves two functions: maximizing the amount of photons
transmitted into the solar cell and reduce the amount of electron-hole recombinations at
the surface. An electron-hole pair is created when a photon impacts somewhere in the
doped silicon area. Then the potential profile of the solar cell shown in (b) leads the
electron to the n-doped silicon while the hole is lead to the p-doped silicon. Lastly the
electron is extracted by the gray silver contacts and the hole is extracted by the bottom
aluminum contact. Image from Wiki Commons[7]. (b) Shows the potential profile of the
solar cell depicted in (a). (c) Bandgap in a single band solar cell like the one shown in
(a): the blue arrow represents a photon which excites an electron from the valence band
to the conduction band (green arrow), creating an electron-hole pair.
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100%, but there are several processes which lead to energy being lost:

• Photons with energy lower than the bandgap will not be absorbed, thus not
creating any electron-hole pairs in the solar cell.

• Photons with energy higher than the bandgap will create an electron-hole
pair. The electron-hole pair will relax down to the bandgap energy by releas-
ing energy through phonons.

• Electron-hole pairs can recombine over the bandgap, creating a photon with
energy equal to the bandgap.

• Electron-hole pairs can recombine over the bandgap, without creating a pho-
ton. This is caused by some electronic state in the bandgap which is often
supplied by a dislocation or impurity in the solar cell material.

All these processes are shown in fig. 2.2.

VB

CB

Figure 2.2: Different processes which lead to efficiency losses. Blue arrow: photon
with energy greater than the bandgap of the solar cell. The electron-hole pair created
by the photon will relax down to the bandgap through phonons. Red arrow: photon
with energy less than the bandgap will not excite any electron-hole pairs, thus they will
not contribute to production of an electrical current. Orange arrows: electron-hole pair
recombining through some electronic state in the bandgap. Brown arrow: electron-hole
pair recombining over the bandgap, releasing a photon in the process.

Radiative recombinations will usually not lead to a large efficiency loss, since the
photons created in this process can be absorbed later. Non-radiative recombina-
tions are most commonly caused by impurities inside the solar cell, an issue which
can be alleviated through higher quality materials or better production methods.

There are two additional sources of efficiency loss: the below- and above-
bandgap photons. They can not be easily fixed because they are an intrinsic part
of the single band solar cell. By assuming the efficiency losses from raditative and
non-radiative losses can be completly removed, it is possible to calculate the max-
imum possible efficiency of a single band solar cell. By using the solar spectrum
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which passes through the atmosphere as a basis, it is possible to calculate the ef-
ficiency for different bandgap sizes. This calculation gives a theoretical maximum
efficiency for a single band solar cell of about 30%[8]. This theoretical maximal
efficiency is centered on a bandgap of 1.1 eV, which is the bandgap of silicon. One
important factor is the amount of light which is incident on the solar cell. By using
lenses or mirrors it is possible to greatly increase the energy production. Assuming
similar conditions as earlier and maximal concentration of light, the efficiency in-
creases to 40.7%. To go beyond this efficiency limit, something must be done with
either the below- or above-bandgap photons. Solar cell designs which attempt this
are usually referred to as third generation solar cells.

One possibilty is combining several single band cells with different bandgaps.
Placing the solar cell with the largest bandgap on top allows the high energy
photons to be absorbed, while the remaining lower-energy photons will pass through
it. These lower energy photons will then be absorbed by a solar cell with lower
bandgap further down. Thus a greater amount of the light will be utilized. This
design is called a multi-junction cell, and is currently the most successful third
generation solar cell. There are two ways of achieving this arrangement: growing
(see section 2.3 for growing thin films) solar cell material on top of each other, or
growing them separately and connecting them afterwards. The former is potentially
the cheapest method, however large lattice mismatching causes dislocations to form.
The latter avoids this problem, but is highly expensive since each solar cell piece
requires its own circuitry[6]. The high cost has kept it out of commercial use, except
in the space industry where the high efficiency has made it especially popular for
use in spacecrafts.

Another design is the multiple excitation generation (MEG) solar cell. An
electron-hole pair with more energy than the bandgap, will usually relax down
to the bandgap. If the energy of the electron-hole pair is greater than twice the
bandgap, it can create additional electron-hole pairs[9]. This process is very rare in
regular solar cells and does not contribute much to the efficiency, but if the phonon
assisted relaxations could be suppressed the probability of MEG increases[10]. A
single band solar cell with MEG can reach a theoretical efficiency of 44.4%[11].

2.1.2 The intermediate band
Another interesting concept is the intermediate band solar cell, which is the focus
of this thesis. An intermediate band (IB) is introduced between the CB and the
VB. This new band allows two additional electron-hole excitations: from the VB
to the IB and from the IB to the CB, both shown in fig. 2.3. Utilization of the
below-bandgap photons is thus possible, which allows the optimal values for VB-CB
bandgap to be increased. This increase in the VB-CB bandgap allows utilization
of a larger part of the above-bandgap photons. By using the same assumptions
as earlier, ignoring non-radiative and radiative efficiency losses, an efficiency value
of 63.2% is calculated. This value assumes maximal light concentration, and the
following values for the different bandgaps: VB to IB 1.24 eV; IB to CB 0.71 eV;
1.95 eV between the CB and VB[12].

One way of creating an IB is by introducing a narrow density of states some-
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Figure 2.3: Different ways electron-hole pairs can be created in an IB solar cell (IBSC).
Below-bandgap photons (red and orange) can excite electrons from the VB to the IB, or
from the IB to the CB. Above-bandgap photons (green and blue) will excite electrons from
the VB to the CB. Both these processes will run in parallel. Figure from Conibeer[13].

where between the CB and the VB. This can be achieved by using quantum dots
(QDs)[14].

QDs1 are semiconductors where the electrons are confined in all three spatial
dimensions[15]. This enables the QD’s electron states to have clearly defined energy
levels, caused by quantum confinement. “Tailor-making” of the energy-levels in
the QD is thus possible, by varying the size of the QDs[16]. If the QDs are placed
sufficiently close to each other, the energy levels will overlap. These overlapping
energy levels will create mini-bands which act as an IB. The mini-bands create 3
quasi-Fermi levels: EFI , EFC and EFV [17] at the IB, CB and VB respectively.
This is shown in fig. 2.4a.

If the IB is going to contribute to the electric current of an IBSC, then electrons
must be able to pass all the way from the CB to the VB via the IB. Exitation from
the VB to the IB will occur frequently, but the IB to CB transition is a bit more
tricky: the IB must be half-filled with electrons. The IB is half-filled by growing
the QDs in an undoped material, then sandwiching it in between a p- and n-doped
material. This arrangement is show in fig. 2.5. The sandwiching will create a
flatband potential over the QDs, which will allow the IB to be half-filled as shown
in fig. 2.4b.

Introduction of electronic states in the middle of the bandgap can lead to non-
radiative recombinations. The QDs should therefore reduce the amount of electron-
holes extracted from the solar cell[18]. However this behavior is suppressed if the
the energy levels of the QDs are overlapping. Creating an IB which increases the
efficiency of a solar cell will therefore requires both evenly spaced and similarly
sized QDs[19].

Fulfilling both requirements of evenly spaced and similarly sized QDs creates a
solar cell generating electron-hole pairs from the CB to VB bandgap, and a parallel

1Sometimes referred to as nanocrystals
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(a) (b)

Figure 2.4: (a) Shows three different features: the quasi-Fermi levels EF I , EF C and
EF V ; the flatband potential in the area of the IB material; the energy levels between the
different bands. (b) Similar to figure (a), but showing how the electron states of the QDs
is filled in the flatband potential. Both figures from Martí et al. [12]

Figure 2.5: Real space representation of quantum dots (QDs) placed periodically in
a semiconductor, creating an intermediate band. The semiconductor with the QDs is
sandwiched between a p- and n-doped semiconductor material. Figure from Cuadra et
al.[20].
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Table 2.1: Overview of the lattice parameter and bandgap for the compounds relevant
to this project

Compound Lattice parameter [Å] Bandgap [eV]
GaAs 5.6533[24] 1.424[25]
AlAs 5.6605[24] 2.12[26]
InAs 6.0583[22] 0.354[27]

process generating electron-hole pairs via the IB. Individual QDs do not absorb a
lot of light, necessitating a large number of them[21] to achieve a large increase in
efficiency. The method of producing the IBSC materials can lead to the formation
of dislocations and stacking faults which lower the efficiency: more layers of QDs
cause more structural damage, which results in lower efficiency. Thus more layers
of QDs have been correlated with lower efficiency: a solar cell with 10 QD layers
achieved higher efficiency than one with 20 QD layers[22]. A different production
method which does not introduce defects is needed. For more information about
the IB, see Martí and Luque[23].

2.2 Materials

There are three key materials in this project: gallium arsenide (GaAs) a compound
consisting of gallium and arsenic; aluminum arsenide (AlAs) a compound consisting
of aluminum and arsenic; indium arsenide (InAs) a compound consisting of indium
and arsenic.

GaAs has a crystal structure consisting of two face-centered cubic sublattices,
with the second cube shifted by 1/4 of a cube’s diagonal with respect to the
first cube. One of the FCC lattices consist of gallium, while the other consist
of arsenic[24]. InAs is similar: the FCC with Ga is replaced by a FCC with In.
AlAs is also similar to GaAs but Al replace Ga.

Indium, gallium and aluminum all have three electrons in their outer energy
levels, which makes them a part of the III group in the periodic table. Therefore
they share many chemical properties, including the ability to bond to arsenic.
Arsenic has five electrons in its outer energy level, making it a part of the V group
in the periodic table. The compound of a group III and V element, which also is a
semiconductor, is commonly called a III/V semiconductor. The similar properties
of GaAs, InAs and AlAs cause them to have the same zincblende structure which
can be seen in fig. 2.6.

The important lattice parameter and bandgaps for the materials discussed can
be seen in table 2.1.

There is a 7% difference in the size of the InAs and the GaAs unit cell. The
difference between the size of the unit cell of AlAs og GaAs is about 0.1%. The
latter difference will be negligible, while the former is quite large and will introduce
strain in an epitaxial crystal system.
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Figure 2.6: The zincblende structure. For GaAs: one FCC lattice of Ga, one FCC
lattice shifted by (1/4,1/4,1/4) times the lattice parameter of the first FCC consisting of
As. For AlAs: Al replaces the Ga at in the first FCC structure. InAs: In replace Ga in
the first FCC lattice.

2.2.1 Strain in lattice mismatched epitaxy
Strain is a rather broad subject and can take many forms. This section will briefly
discuss what happens when one gets lattice mismatch in an epitaxial system.

Figure 2.7 shows the effects of a layer with larger unit cells being grown on
a smaller bulk. The unit cells will expand in the growth direction (y-direction in
fig. 2.7), and compress in the x-direction. The unit cells in the new layer will match
the bulk unit cells in the x-direction. The amount of expansion in the y-direction
is estimated by the formula[28, p. 227],

εxx = aS
aL
− 1 (2.1)

εyy = εxx
σ

(2.2)

εxxis the amount of compression for the new layer’s unit cells in the x-direction.
εyy is the same, but for the y-direction. aS is the lattice constant for the bulk
substrate. aL is the lattice constant for the new layer. σ is the Poisson ratio,
which is a material constant. εyy for InAs grown on a GaAs substrate is 0.19,
by using eqs. (2.1) and (2.2). These formulas are only valid within certain limits.
At a certain point the system will create stacking faults or dislocations, instead of
expanding in one direction and compressing in another. This only occured once in
the samples examined in this thesis.

The difference in unit cell size between GaAs and AlAs is negligible, thus no
seperate calculations were done for AlAs.
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Figure 2.7: The effect of growing a layer which has a larger unit cell size compared to
the bulk. The unit cells in the new layer will compress to match the bulk lattice in the
x-direction, and expand in the y-direction. Image from [28].

2.3 Molecular Beam Epitaxy
Molecular Beam Epitaxy (MBE) is a technique for growing thin films on substrates.
The thin films are grown by having the substrate in high vacuum, and subjecting
it to a stream of atoms of the materials which the film should consist of. The
substrate is kept at a high temperature (480 ◦C for GaAs), which causes the de-
posited material to diffuse on the surface. Several different structures can form
on the surface of the substrate: a 2-dimensional (2D) layer, a 3-dimensional (3D)
structures (“islands”) or a mix of both. The latter is called the Stranski-Krastanov
growth mode and can be used in the production of QD materials.

The S-K growth mode works by depositing two materials with a lattice mis-
match, e.g. depositing InAs on GaAs. InAs has an approximatly 7% larger unit cell
compared to GaAs, which will introduce strain in the system. Firstly the InAs will
form a 2D layer, and the strain will accumulate as the layer becomes thicker. At a
certain level of accumulated strain the InAs will self-assemble into a 3D structure,
which is more energetically optimal for the system. This will create two different
features: a 2D layer of InAs often called a wetting layer, and 3D structures called
quantum dots[29, Chapter 6]. This structure is shown in fig. 2.8.

QDWetting layer

Figure 2.8: Schematic of the Stranski-Krastanov growth mode. The QDs are 3D struc-
tures which self-assemble when the strain in the layer accumulates above a certain value.
The wetting layer is a 2D structure which “supplies” the material to the QDs.

The IBSC materials examined in this thesis were grown in a MBE, where the
S-K growth mode was used for creating the QDs. Thomassen et al.[30] discovered
an issue when when growing QDs in a similar fashion as described above. The QD
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density and size was not homogeneous over the wafer. A likely culprit being the
temperature variation over the wafer, caused by the position of the sample holders.
Thus different parts of the wafer will have different growth conditions, which may
cause different structures to be created. This is important to keep in mind, an
analysis of one part of a wafer might give different results than another part of the
sample.

For more information about MBE, see the book by Herman & Sitter[31]. For a
thorough review of self-assembly QDs see the book Self-assembled InGaAs/GaAs
quantum dots[32].

2.4 Transmission Electron Microscopy
This chapter will explain the different concepts related to transmission electron
microscopy (TEM): the underlying physical phenomenon; some basic facts about
TEM and how the optics in a TEM works; the differences between TEM and STEM
mode; a discussion about the different sources of contrast which are vital in this
thesis; a brief discussion on aberrations and how to correct them.

2.4.1 Electron interactions
There are numerous ways in which an electron can interact with a material. Know-
ing how these interactions work is essential in interpreting the different features
observed in a TEM image. Only the interactions which are relevant for this thesis
will be discussed. For a more thorough discussion of all the different interactions
which can occur in a TEM, see the book Transmission Electron Microscopy by
Williams and Carter[33].

In this chapter “the electron” or “electrons” will refer to a beam of electrons
moving at a very high speed, not electrons which are bound to atoms.

When an electron moves through a material several things can happen:

1. It can go straight through the material without interacting with anything.

2. It can interact elastically

3. It can interact inelastically

Figure 2.9 show a schematic overview of the interactions. All these interactions
will be discussed, as they are necessary for explaining the (S)TEM techniques used
later.

The first interaction is commonly refered to as the direct beam, and is usually
the strongest signal in a TEM. The direct beam is very dependant on the sample
thickness. In thick samples all the electrons will interact, while in very thin samples
almost all the electrons will go straight through the sample. To get good data from
a TEM the sample must be sufficiently thin. The method for achieving this for the
solar cell samples in this project is discussed in section 3.2.

The second interaction is based on an elastic interaction between an atom in
the material and the electron. It is common to split the elastic interactions in
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Sample

Incident beam

Direct beam
Elastically
scattered
electrons

Inelastically
scattered
electrons

Figure 2.9: Some of the interactions which can happen when an electron interacts with
a sufficiently thin sample. Note that the angles are highly exaggerated.

two different categories: coherent and incoherent scattering. The latter interaction
is dominant at high scattering angles, and is primarily dependant on the atomic
number of the scattering atom. These properties are heavily used in certain types
of STEM, which will be discussed in section 2.4.6. Coherent scattering is the me-
chanicsm which forms diffraction patterns and is a major part of most TEM work.
The coherency and wave nature of electrons leads to destructive and constructive
interference. This is formalized in Bragg’s law,

nλ = 2d sin θb, (2.3)

where λ is the wavelength of the beam, d is the distance between the atom planes,
n in an integer and θb is the angle of the incident and the scattered beam. See
fig. 2.10 for an overview of the geometrical variables.

A powerful formalism has been developed for explaining diffraction in crystal
structures, however this is tangential to this project and has been omitted. More in-
formation about the phenomena can be found in Introduction to Solid State Physics
by Charles Kittel[34](or any solid state physics book). The electron beams scat-
tered in this fashion are usually much weaker than the direct beam.

2.4.2 The Transmission Electron Microscope
The human eye has a lateral resolution of about 200 µm. If we want to examine
structures which are smaller, we need to use some kind of magnification. A familiar
tool is the regular microscope which will be referred to as a visible light microscope
(VLM). Using a VLM one can achieve a lateral resolution of about 200 nm. The
limiting factor being the wavelength of light. The relationship between wavelength
and lateral resolution R can be seen in Equation (2.4). The wavelength of the
radiation is denoted by λ and NA is the numerical aperture:

R = 0.61λ
NA

. (2.4)

In an ideal situation using blue light one gets 200 nm as mentioned earlier. An
atom has a size of about an ångstrom making VLM unsuited for imaging structures
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θbθb

θbθb

d

Figure 2.10: Description of Bragg’s law. d is the distance from an atom plane to another.
θ is the angle of the incident and scattered beam. λ is the wavelength of the plane wave.

consisting of less than a few thousand atoms. Thus for characterizing structures
smaller than 200 nm one needs to use something other than visible light. There
are many possibilities: e.g. neutrons, high energy photons or electrons. All these
can be used to examine structures on the nanometer-scale and all have pros and
cons, however electrons have some very attractive properties which make them
well-suited for the problem at hand: the ease of handling electrons make imaging
an easy task.

The relativistic equation for calculating an electron’s de Broglie wavelength can
be seen in eq. (2.5), where h is the Planck constant, me is the mass of the electron,
K is the kinetic energy of the electron and c is the speed of light.

λ = h

2meK
(

1 + K
2mec2

) . (2.5)

For an electron accelerated by a 200 kV potential, which is a fairly common acceler-
ation voltage, the wavelength becomes 0.002 51 nm. This is much smaller than an
atom, thus it is, at least theoretically, possible to resolve individual atoms using a
TEM. As we’ll see there are other factors which severely limit the resolution, such
as the lenses.

2.4.3 Electron optics
A VLM uses glass lenses or mirrors to focus the beam, while a TEM uses electro-
magnet lenses to achieve this. The quality of the electromagnetic lenses are much
poorer compared to the lenses used in VLMs2. The poor quality of the lenses
greatly limit the possible resolution in a TEM, making it very hard to achieve
atomic resolution. Fairly recent developments have enabled the production of lenses

2Sometimes compared to using the bottom of a soda-can as a lens.
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Figure 2.11: Schematic of the optical components of a basic TEM. Figure from Wiki
Commons[7]
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which correct for different aberrations. Reducing these aberrations have enabled
the imaging of even smaller features, down to ångstrom sizes[35]. The electron
microscopes used in this thesis were equipped with such aberration correctors, and
will be discussed section 2.4.7.

A layout of the optical components of a basic TEM can be seen in fig. 2.11. Even
though TEMs and VLMs work by different mechanisms (electrons vs. photons),
it is possible to use the same formalism developed for VLMs to explain how the
electrons will behave in a TEM. A simple ray diagram is shown in fig. 2.12. The
image plane is where the magnified image of the object will be formed. The back
focal plane is where the parallel beams from the object plane will intersect, which
leads to the diffraction pattern being formed here.

Object plane

Image plane

Lens

Back focal plane

Figure 2.12: Showing how rays from two points of the object define the important
optical planes: object, back focal, lens and image plane.

By changing the strength of the lenses it is possible to image the diffraction
pattern, which can be used to orient the material in the right direction. For example
a zone axis, which is shown in fig. 2.13.

2.4.4 Image contrast
Contrast is the difference in intensity between two areas in proximity to each other,
the higher the contrast the easier it is to distinguish them from each other. This is
central in all forms of imaging, and knowing the different effects which create them
is an essential skill.
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Figure 2.13: Diffraction image of GaAs. Image taken with the electron beam parallel
to the [110] zone axis. The numbers show some Bragg reflections.

Many different processes scatter electrons, and all of these contribute to con-
trast in a TEM. One of them is the mass-thickness contrast which is caused by
incoherent inelastic scattering, and is highly dependent on the atomic number3

and the thickness of the sample. Thus elements with higher atomic number will
scatter more compared to elements with lower atomic number. The more material
the electron has to travel through, the more likely it is to be scattered.

Another source of contrast is diffraction. When the electron beam is parallel
to a zone axis scattering due to diffraction will occur. This effect is strongest in
crystalline samples and will scatter electrons as described by Bragg’s law.

There are several other processes which produce contrast, but the ones covered
here should suffice for this thesis.

2.4.5 High-Resolution Transmission Electron Microscopy

High-resolution Transmission Electron Microscopy (HRTEM) is an imaging tech-
nique which uses phase changes to yield information. This type of imaging is often
called phase-contrast imaging. This imaging technique was not used extensively in
this thesis, and can be read about in Williams and Carter[33].

Phase-contrast makes HRTEM images notoriously hard to interpret, necessi-
tating the use of simulations (section 2.6).

3Often called Z-contrast
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2.4.6 Scanning Transmission Electron Microscopy
STEM is an imaging mode avaliable in many TEMs. Usually the sample is aligned
to a zone axis by using diffraction in regular TEM mode, and then the device
is switched to STEM mode. This kind of device is called a TEM-STEM, which
uses high energy electrons. Another type is a SEM-STEM, which uses low energy
electrons. A TEM-STEM was used in this thesis, so from now on STEM will refer
to a TEM-STEM.

The basic difference between Scanning and “regular” TEM mode is how the
electron beam is used: in STEM the electron beam is focused to a narrow spot,
which is scanned in a raster pattern over the area being imaged. The inner workings
of a STEM and an example of a raster scan pattern is shown in fig. 2.14. The beam

Electron
source

First
condenser lens

Sample

Third
condenser lens

Optical axis

Pivot point in
front focal plane

Aperture
Second
condenser 
lens

Double
deflection
scan coils

(a)

x0, y3

x0, y2

x0, y1

x0, y0

x1, y3

x1, y2

x1, y1

x1, y0

x2, y3

x2, y2

x2, y1

x2, y0

x3, y3

x3, y2

x3, y1

x3, y0

(b)

Figure 2.14: (a) Schematic of the inner workings of a STEM. The scan coils scan the
beam in a raster pattern shown in (b). Having two scan coils ensure the beam is kept
parallel to the optical axis. Figure courtesy Martin Ervik. (b) Showing a raster scan
pattern in the sample plane. The beam starts at (x0, y0), then goes to (x1, y0). This
continues until it reaches xmax, then it jumps back and down to (x0, y1), shown with a
red arrow. These two processes repeat themselves until the probe reaches (xmax, ymax)
which is (x3, y3) in this example.

must be kept parallel to the optical axis to ensure the beam intercepts the sample
at the same angle. After the beam has interacted with the sample, the electron
signal is collected in several different detectors. This will be discussed later. This
method avoids the need for a lense to form the image, which is required in TEM
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mode. Thus removing one source of aberrations, reducing the amount of noise
in a STEM image. One large advantage of STEM is its relative straight forward
interpretation: HRTEM images are based on phase-contrast which can vary greatly
and be caused by many different effects; STEM images are based on the electron
count from one small part of the sample. This cause the final image to be less
dependant on sample thickness and TEM focus setting.

One issue with STEM is imaging instability. Imaging instability refers to unin-
tended movement of the sample while inside the STEM. One source of instabilty
is thermal expansion. The cause of thermal expansion is a temperature gradient
in the sample holder. Thermal expansion is usually a small effect, however, at
very large magnifcation this becomes a serious issue. The issue is solved by let-
ting the temperature in the sample holder reach equilibrium. Another source of
instability is vibrations. This can be caused by many different objects e.g. motor
vehicles, machinery, trains. An easy, albeit costly, solution is placing the STEM
in a vibration damped structure. The issue of imaging stability is not unique to
the STEM. It also occurs in HRTEM and regular TEM, but imaging in STEM
ususally takes longer time. The longer the imaging time, the larger these instabil-
ity issues become. There are primarily two types of detectors which can be used in

Sample

Incident beam

LAADFLAADF
HAADFHAADF

Camera
length

(a)

LAADF

HAADF

Optical axis

(b)

Figure 2.15: (a) Schematic of incident electron beam hitting the sample and electrons
scattering into the LAADF or HAADF detectors, shown from the side. Also shown is the
the camera length, which is the distance from the sample to the detector. (b) Schematic
of the detectors in (a), from a topside viewpoint. The HAADF detector is much larger
than the LAADF detector.

a STEM: bright field and annular dark field (ADF). ADF is commonly divided into
two subcategories: high-angle annular dark field and low-angle annular dark-field .
LAADF is often simple referred to as ADF, however in this thesis ADF will refer
to the supergroup consisting of LAADF and HAADF. Only ADF detectors were
used in this thesis, so the discussion will focus on this detector type. For a brief
overview of the different detectortypes, see Willians and Carter[33, p. 159].
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Annular Dark-Field

The ADF is a common detector to use in a STEM, and is shaped like an annulus
with the optical axis as the center. This arrangement is shown in fig. 2.15b. This
geometrical form causes the detector to collect all electrons which are scattered
between the detector’s inner and outer radius, as shown in fig. 2.15a. The scattering
angle of these electrons is the important parameter, and is easily calculated from the
inner and outer radius and the camera length. This calculation gives two values:
the inner and outer detector angle. These two angles are extremely important
since different electron scattering events have different angular distributions. This
angular distribution enables collection of electrons scattered by specific processes,
and is easily accomplished by changing the camera length. The camera length is
varied by raising or lowering the detector.

Image contrast in STEM

There are several interactions which lead to contrast in STEM: diffraction, strain
and Z-contrast. The diffraction contrast was discussed in section 2.4.1 and is a
low-angle scattering event, below 50 mrad[33, p. 379]. Strain contrast is also a low-
angle effect. The Z-contrast arise mostly from thermal diffuse scattering, and is
highly dependent on the atomic number and the thickness of the sample. Elements
with higher atomic number will scatter more, compared to elements with lower
atomic number. The Z-contrast is usually the dominant scattering event at angles
higher than 50 mrad. By collecting the high-angle scattered electrons, it is possible
to infer the atomic number from a STEM image.

(a) (b)

Figure 2.16: (a) HAADF-STEM image of two stacking faults originating in a QD, and
a wetting layer. (b) LAADF-STEM image of the same area as in (a). The arrows mark
the location of the stacking faults.

Figure 2.16 shows HAADF and LAADF images of the same area. The biggest
difference is the visibility of the stacking faults. In fig. 2.16a they are barely visible,



2.4. Transmission Electron Microscopy 13

while they’re clearly visible in fig. 2.16b. Another difference is the contrast at the
wetting layer which is better in fig. 2.16a.

Even though electrons scattered due to strain are too low-angle to impact a
HAADF detector, they will still effect contrast when using a HAADF. One of
these effects is the reduction of channeling. Channeling can be described in a simple
fashion: an electron beam aligned parallel to an atom column be “channeled” along
the atom column. If the electron beam is channeled close to the atom column, the
amount of electrons scattered at high angles will increase. However if parts of the
atom column is strained, this channeling effect will be reduced[36]. Therefore strain
will alter the intensity in HAADF images. Channeling is a complicated subject,
and will not be discussed in any further detail. For some more information about
channeling see[36].

High-Angle ADF

The HAADF detector is a subset of the ADF detector, which collects electrons
which are scattered more than 50 mrad. The detector is usually covering a large
angle: from 50 to 300 mrad. The electrons scattered due to diffraction or strain have
too low angle to hit the detector. The only major effect left is the Z-contrast, which
allows the HAADF detector to give information about the chemical composition
of a sample.

2.4.7 Aberration correction
One limiting factor in imaging very small features are aberrations. There are two
primary aberrations in TEM: spherical and chromatic. Chromatic aberrations oc-
cur when electrons with different energies pass through a lens: the electrons will
be bent differently depending on their energy. Spherical aberrations are caused
by electrons which are not on the optical axis, called off-axis electrons. Off-axis
electrons are bent more strongly than electrons closer to the optical axis. Spheri-
cal aberrations are usually the dominant aberration, and were corrected for in the
TEMs used in this thesis. A spherical aberration corrector works by creating a con-
cave lens which re-converges the off-axis electron beams. This is achieved by using
quadru-, hexa- and/or octopole electronmagnet lenses. This is done differently in
HRTEM and STEM:

The largest distortion in a HRTEM originates in the objective lens: the lenses
following the objective lens will magnify these distortions. The corrector for a
HRTEM must therefore be placed after the sample, to correct for these distortions.
Such correctors are often called image CS correctors. A STEM does not require the
same aberration correction as a HRTEM, since it does not require imaging lenses.
The issue in a STEM is having as small a probe as possible, while still having
enough electrons to get a strong signal. This is achieved by placing a corrector
between the second condensor lens and the deflection scan coils. This is often
called probe CS corrector.

The inner workings of these aberration correctors are highly complicated, and
are outside the scope of this thesis. Simply put: having properly calibrated correc-
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tors allows imaging of sub-ångstrom features in both STEM and HRTEM. For a
thorough introduction to aberration-correction in TEMs see Aberration-Corrected
Imaging in Transmission Electron Microscopy by Rolf Erni[37].

2.4.8 Electron Energy Loss Spectroscopy
Electron Energy Loss Spectroscopy (EELS) is a method which utilizes the inelas-
tically forward scattered electrons in a TEM. This signal can serve many different
analytical purposes: obtaining chemical composition, information about the elec-
tron bonds or determining the thickness of the sample. Only thickness determina-
tion was used in this thesis, so the discussion will focus on that topic. Calculating
the thickness t is done by using

t = λp ln
(
IT
I0

)
(2.6)

where λp is the mean free path of the plasmons, It is the total integrated intensity
and I0 is the intensity of the zero-loss peak[38, p. 361]. The intensities It and I0
are retrieved from an EELS spectrum, while the λp is a bit more tricky. The ideal
way of getting a value for λp would be from experimental calculations. However
the value was not found for our specific experimental parameters, thus a different
approach was used where λp is calculated from the constituent atoms[39, p. 305]:

λp = 106FE0

Em ln
(

2βE0
Em

) (2.7)

F =
1 + E0

1022

1 +
(
E0
511
)2 (2.8)

Em = 7.6
(∑

i fiZ
1.3
i∑

i fiZ
0.3
i

)0.36

(2.9)

where F is a relativistic factor, E0 is the energy of an unscattered electron in
keV, β is the semiangle of collection in mrad, Em is the average energy loss in the
sample, fi is the atomic fraction of the element i and lastly Zi the atomic number
of element i. Combining Equations (2.7) to (2.9) yields an equation for finding λp
if the material composition, collection semiangle and unscattered electron energy
is known. The two last ones are instrumental parameters which are always known,
in contrast with the first one which depends on the sample. Luckily the material
composition in certain parts of the sample was known to a high certainty.

2.5 Geometrical phase analysis
Geometrical phase analysis is a method for quantitativly measuring the displace-
ment and strain field in HRTEM and STEM images.
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In an image where the atom columns are visible it is possible to get information
about the spatial frequencies in the image. This is achieved by Fourier transform-
ing the image to the frequency domain, which results in something similar to a
diffraction image as shown in fig. 2.17.

(a) (b)

Figure 2.17: (a) A HRTEM image of a quantum dot. Outline showing the wetting layer
and the quantum dot. (b) Fourier-transform of (a). Inset: larger version of the {002}
Bragg reflection. (1) A large mask. (2) A small mask.

The Bragg reflections infer the mean lattice distances in the HRTEM image.
Analysing the signal around the Bragg peak in the inset in fig. 2.17b can yield
information about the local lattice structure by using the following method.

1. Filter (mask) away everything expect one Bragg reflection, and its surround-
ing area.

2. Inverse Fourier transform the filtered image.

3. Map the phase of the inverse Fourier transform.

4. Choose an area to serve as a reference.

The result of this process is seen in fig. 2.18a: a filter has been used to exclude
everything in fig. 2.17b except the {002} Bragg reflection; the image has been
inverse Fourier transformed and the phase has been mapped. The size of the mask
in step 1 is an important parameter: having a large mask will give larger spatial
resolution, but may also include more noise. Having a smaller mask will give lower
spatial resolution, but may include less noise. An example of large and small mask
is shown in fig. 2.17b.

By using phase images it is possible to generate a strain image. This is achieved
by making another phase image from a non-colinear Bragg peak in fig. 2.17b. With
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(a) (b)

Figure 2.18: (a) Phase map of the inverse Fourier tranform of fig. 2.17b, using the {002}
reflection. (1) Showing the phase shift from red to yellow. (2) Showing a large phase shift,
causing a discontinuity in the phase value. The black outline shows the reference lattice.
(b) HAADF image of the same quantum dot (1) as in fig. 2.17a for comparison. (2) shows
the wetting layer.

these two phase images it is possible to calculate the 2-dimensional strain tensor,
which is shown in fig. 2.18. This strain tensor can be interpreted as the percent
amount the local lattice deviaties from a reference lattice. It is possible to infer
correlations between the features in figs. 2.18a and 4.6c: the phase at (1) correspond
to the wetting layer; (2) correspond to the QD.

(a) (b)

Figure 2.19: 2-dimensional strain tensor using {111} and {111}. x-direction is defined
as horizontal, y-direction vertical. (a) εxx. (b) εyy.

Even though HRTEM images have been used for as an example it is possible to
use high-resolution STEM images as well. In fact STEM images are far superior
under certain conditions, as shown in chapter 3.4
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2.6 Multislice simulations

2.6.1 Some background on simulations
There aremany effects which contribute to the contrast in TEM and STEM images.
Interpreting these images can be very complicated. One way to solve this issue is
by simulating how the electron microscope will image the sample.

There are generally two different ways of performing such simulations: solving
the Schrödinger equation for the system analytically or numerically. The analytical
way can yield insight into the scattering processes, but if the system becomes too
large the equation may become impossible to solve. The system examined in this
thesis was considered too large for analytical methods, so a numerical technique
was used: the multislice method.

2.6.2 The multislice method
As noted in section 2.4.1, electrons interact heavily with most materials. This can
cause electrons to be scattered multiple times if the sample is sufficiently thick.
Let’s first look at a sample which is sufficiently thin i.e. where the weak phase
object approximation is valid. For derivation and more information about the weak
phase object approximation see Williams and Carter[33, p. 486] or Kirkland[40, p.
78]. In this approximation the majority of the electrons pass straight through the
sample. This makes the probability of an electron experiencing several scattering
events negligible. Under such conditions the first order Born approximation is
valid[41, p. 616],

fB = 1
4π

∫
exp (i (k1 − k2) · r)U (r) d3r. (2.10)

where k1 is the wave vector for the incoming electron and k2 is the wave vector
for the scattered electron. U (r) is the potential at position r. fB is the scattering
amplitude, where the superscript B refers to the first order Born approximation.
The scattering amplitude basically describes how many electrons are scattered in
each certain direction. By inserting values for electron scattering and reordering
some a little bit,

fB = 1
2πea0

∫
exp (i2πq · r)U (r) d3r. (2.11)

Which is the 3D Fourier transform of the atomic potential [40, p. 86]. This is
very advantageous because there exists highly optimized numerical methods for
calculating the Fourier transform. In addition Fourier transforms are very easy to
implement in a parallel fashion, meaning one can utilize several CPUs or GPUs for
decreased computation time.

Unfortunately eq. (2.11) does not correctly calculate the phase of the scattering
amplitude. A different (but similar) formula is used for the scattering events,
where the Fourier transform can still be utilized. This enables a high degree of
parallelization.
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The formalism above works for thin samples, where the electrons experience
maximally one scattering event. However multiple scattering events per electron is
common, thus this formalism is not good enough. The issue is solved by splitting
the thick sample into multiple thin slices, hence the term multislice. By making
each of the slices sufficiently thin, one can make the weak phase object approxima-
tion valid for the slices. This makes it possible to utilize the method explained in
the previous paragraph. The slicing of the sample is shown in fig. 2.20.

Thick Sample

Incoming electrons

z

(a)
Slices

Incoming electrons

(b)

Figure 2.20: (a) A 3-dimensional atomic potential representing a thick sample. (b) The
thick sample split into several “slices”. z-axis parallel to the incoming electrons.

The process for regular TEM can be summarized as follows:

1. Dividing the full atomic potential into smaller parts in the z-direction. The
smaller parts are then each projected onto a 2-dimensional plane making
them “slices”.

2. The incoming electrons are modelled by a plane wave, which is transmitted
and propagated through the first slice. This is done by using the Fourier
transform formalism explained earlier.

3. Take the the exit wave from the first slice, and propagate it through the
second slice. This is repeated for the remaining slices.

4. Apply the transfer function for the objective lens.

5. Some post-processing yields the image.

The multislice process for STEM is similar to that of the TEM one:

1. Dividing the full atomic potential into smaller parts in the z-direction. Then
the smaller parts are each projected onto a 2-dimensional plane making them
“slices”.

2. Calculate the probe wave function at the first scan position (see section 2.4.6).
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3. Transmit and propagate the wave function through all the slices.

4. Integrate the intensity incident on the detector. This becomes one pixel on
the final image.

5. Some post-processing yields the image.

One large difference between the TEM and STEM simulations is the amount
of simulations needed: in STEM every pixel requires its own simulation. This will
be discussed further in section 3.5.4.

2.6.3 Frozen-phonon method
An important parameter is the thermal motion of the atoms. This motion cause
the atoms to become “blurred” in the images, creating a less clearly defined image
of the atom columns. The thermal motion not only varies between the different
atoms, but the neighboring atoms as well: the As atoms in GaAs will have different
thermal motion compared to As in InAs. This is taken into account by using a
method called the frozen-phonon method:

An atomic structure is generated where the atoms are displaced randomly, ac-
cording to a root-mean-square displacement distribution. This atomic structure is
called a phonon-configuration. Then a multislice simulation is performed on the
atomic structure. Generating several such phonon-configurations and running sim-
ulations on them yield the final image: an image which is the average of all the
phonon-configurations.
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Chapter 3

Method and experiment

3.1 Samples

QDLayer

Substrate

Figure 3.1: Schematic of the growth of a QD sample using Stranski-Krastanow (S-K)
growth mode. Spacer material grown in between the layers containing QDs. In this
project the QDs consisted of InAs. One of the samples had GaAs as spacer material, the
other sample had AlGaAs as spacer material.

Two different samples were examined in this thesis. The primary difference
between these two samples was the “capping”. Capping refers to the material
grown directly after an InAs layer. This is seen in tables 3.1 and 3.2 where the
former has a 3 monolayer thick layer of AlAs. This sample will be referred to as the
AlAs-capped sample, while the other sample will be referred to as the GaAs-capped
sample.

Both samples examined in this project were made at NTNU by Sedsel Fretheim
Thomassen with an MBE.

Figure 3.1 show the following process: spacer material grown on the substrate,
with S-K “islands” grown afterwards, then spacer material and lastly another “is-
land” layer.

The motivation for having a layer of AlAs after the InAs is the aluminum’s
shorter diffusion length compared to In and Ga. This should cause indium to
diffuse less[42], retaining a greater amount of indium inside the quantom dots.

21



22 Chapter 3. Method and experiment

Table 3.1: Growth parameters for the AlAs-capped sample. Grown on a n-doped
GaAs(100) substrate.

Material Thickness Growth temp., ◦C Growth rate, ML/s
GaAs (buffer) 100 nm about 590 1

InAs 2.8 ML 500 0.1, cyclic
AlAs 3 ML 500 1
GaAs 10 nm 500 1
GaAs 70 nm 590 1
InAs 2.8 ML 500 0.1, cyclic
AlAs 3 ML 500 1
GaAs 10 nm 500 1
GaAs 40 nm 590 1
InAs 2.8 ML 500 0.1, cyclic

Table 3.2: Growth parameters for the GaAs-capped sample. Grown on a n-doped
GaAs(100) substrate.

Material Thickness Growth temp., ◦C Growth rate, ML/s
GaAs (buffer) 100 nm about 590 1

InAs 2.3 ML 512 0.1, cyclic
GaAs 10 nm 512 1
GaAs 40 nm 590 1
InAs 2.3 ML 512 0.1, cyclic
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Figure 3.2a shows a unit cell of the zinkblende structure tilted so that the [011]
zone axis points into the paper. Figure 3.2b shows a HAADF-STEM image tilted
in the same way, where the electron beam was parallel to the [010] zone axis.
“Dumbbells” are highlighted with red boxes in both figures. Dumbbells appear
when a zinkblende structure is tilted in certain directions and projected onto a
plane, e.g. a TEM image. The dumbbells in the inline in fig. 3.2b consists of a Ga
and an As atom, but the Ga can be substituted by either Al and In in this sample.
Important zone axes shown in figs. 3.2a and 3.2b include the [100] and the [110]
zone axis. The [100] zone axis is parallel to the growth direction, which is parallel
to the εyy strain direction and is parallel to the vertical axis on all TEM images in
this thesis. The [011] zone axis is parallel to the growth plane, which is parallel to
the wetting layer and parallel to the horizontal axis on all the TEM images in this
thesis. All TEM images in this thesis were taken with the electron beam parallel
to the [011] zone axis.

(a) (b)

Figure 3.2: (a) Illustration of the zinkblende unit cell tilted so that the [011] zone axis
goes into the paper. The red box shows a “dumbbell”. (b) HAADF-STEM image tilted
similarly as (a). The [100] zone axis, which is parallel to the growth direction, is shown
on the image. The electron beam was orthogonal to both the [100] and [011] zone axes,
making it parallel to the [011] zone axis. The inline figure shows a magnified part of the
HAADF image, with the red box showing a dumbbell.

3.2 Sample preparation
TEM samples have to be electron transparent. To achieve electron transparency
the thickness the samples must be below about 100 nm in the areas one wants to
examine. The process of making samples varies greatly in complexity and time
depending on the material’s properties.

The samples of interest in this project were grown as thin films on a substrate



24 Chapter 3. Method and experiment

and the goal was to analyze the cross section of the thin film. There are basically
two steps: making the sample fit inside a 3 mm diameter sample holder, then
making the sample sufficiently thin. To achieve this the so-called sandwich method
was used, where the process is as follows:

Sample substrate

Silicon

Sample substrate

Silicon
(a)

80 µm

z
y

x

(b)

Sample holder

Sample holderSample

Argon beam

Argon beam
(c)

Figure 3.3: Illustrations of different steps in the sample preparation process. Note that
the figures are not to scale. (a) Schematic of the sandwich method. With the thin films
(red) facing each other. (b) Shows the dimpling process, with the sample being rotated
about the z-axis. The dimpler disk is represented by the circle. (c) Shows the ion milling
process, where argon atoms are shot at an angle of 4◦ towards the middle of the specimen.

1. The sample was received as a piece of a wafer. First a piece of is heated to
about 140 ◦C, then wax is applied to it. The wax will then melt, and the
wafer is placed on the melted wax. Next the glass piece is cooled, which
causes the wax to solidify thus fastening the wafer.

2. With the glass piece as support, two rectangular pieces with dimensions 3 mm
times approximately 1 cm are cut from the wafer, using a 150 µm Allied High
Tech diamond saw. In addition two similar pieces are cut from a silicon
wafer. Next the pieces are glued together with EpoxyBond 110 from Allied
High Tech in the following order (see fig. 3.3a): silicon piece, sample piece
with thin film upwards, sample piece with thin film downwards, silicon piece.
The glue layer was very thin, due to the pressure applied to the “sandwich”.
The glue is hardened by heating it.

3. The “sandwich” is polished to make it fit into a brass cylinder with an outer
diameter of 3 mm. When the “sandwich” has the correct dimensions the
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Figure 3.4: A TEM specimen, after all sample preparation steps. Arrows marking the
possible areas for TEM imaging of the quantum dots.

cylinder tube is filled with the same type of glue as used earlier, and the
“sandwich” is placed inside the cylinder. Then the glue is hardened by heating
it.

4. The cylinder is cut into slices of about 0.8 mm along its rotational axis with
the same diamond saw as used earlier.

5. Through visual inspection the slice with the least amount of defects is se-
lected, which will be referred to as the specimen.

6. The specimen is then polished down to a thickness of about 80 µm by us-
ing grinding paper, starting with paper with a grain density 2500 cm−2 and
finishing with grinding paper with grain density 4000 cm−2. During the pol-
ishing process water is continuously applied to the grinding paper to achieve
a smooth surface on the specimen. The height of the specimen is checked
with a VLM.

7. A dimple is made in the specimen by using an EAF Instruments Model 2000
dimpler, see fig. 3.3b, where 1 µm Allied High Tech diamond paste is used.
The thinnest piece of the specimen was about 30 µm.

8. The last step is ion milling using a Precision Ion Polishing System Model 691
from Gatan, cooled with liquid nitrogen. The goal is to make a small piece of
the thin film electron transparent, this is achieved by milling a small hole in
the border between the thin films. Argon atoms are accelerated by voltage of
3.5 keV shot at the specimen, see fig. 3.3c. The specimen is ion milled until
it is possible to see an extended hole in the sample, as shown in fig. 3.4.

The end result should be a specimen with four possible locations for analysis with
a TEM. These areas are shown in fig. 3.4, marked by the arrows.
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One effect of thinning the sample might be the relaxation of structures created
by strain, causing the strain imaged in the TEM to not necessarily be the same as
the strain in the sample before the preparation. This process is often refered to as
surface relaxation.

3.3 Experimental equipment

Three different electron microscopes were used in this thesis: a Jeol 2010F, a FEI
Titan 80-300 with probe CS corrector, and a FEI Titan 80-300 with image CS
corrector. The Jeol was used for checking the quality of the samples, and provided
overview images (fig. 4.1). It was operated at a acceleration voltage of 200 kV.

The two Titans were located in the Center for Electron Nanoscopy (CEN) at
Technical University of Denmark (DTU) and were operated by Chris Boothroyd.
The Titan with probe-correction was used to obtain STEM images. The Titan
with image-correction was used to obtain HRTEM images and EELS spectra. Both
microscopes were operated at a acceleration voltage of 300 kV. Both microscopes
had a field emission gun (FEG). For full specifications on the Titan microscopes
see the CEN webpages: probe-corrected Titan[43] and image-corrected Titan[44].

3.4 Geometrical Phase Analysis

All GPA were done using the plugin “GPA for Digital Micrograph v3.0” from
HREM Research Inc.

GPA on some HRTEM images were found to introduce artifacts, which greatly
reduced their informational value. The cause of these artifacts seems to be the
thickness of the imaged area[45], since images from the thinnest area contained
much fewer artifacts. An example of these artifacts is shown in fig. 3.5a

GPA on STEM images were also found to introduce artifacts. The cause of
these artifacts is a “flyback”-error[46], caused by the raster scan pattern shown
in fig. 2.14b. The jumps indicated by the red arrows is a relatively large beam
displacement. The large beam displacement is not as accurate as the jumps indi-
cated by the black arrows, which means the artifacts will occur in the y-direction
in fig. 2.14b. Aligning the x-scan direction such that it lies parallel to the strain-
direction of interest, solves this issue. The strain was predicted to be parallel to the
growth direction. The scan direction was therefore aligned parallel to the growth
direction in all the STEM images. This is unfortunately not an optimal solution.

The spatial resolution of the GPA is a function of the mask size (discussed in
section 2.5), and will be given at each GPA image. Figure 3.6 shows GPA of the
same image, but with two different masks. Figure 3.6a seems to have a larger
degree of details. It also seems to contain a larger degree of noise, which is seen in
the bottom-right corner with the red peaks.
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(a) (b)

Figure 3.5: (a) GPA of a HRTEM image, of a thick area. Strain direction εyy. (b) GPA
of a HAADF-STEM image. Same area as (a). Strain direction εxx which is parallel to
the y-direction shown in fig. 2.14b.

(a) (b)

Figure 3.6: GPA of the same HRTEM image. (a) Large mask. Spatial resolution of
0.658 nm. (b) Small mask. Spatial resolution of 1.32 nm.
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3.5 The multislice simulations
All simulations were done using the STEMCuda program made by Christian Dwyer.

Comparing the simulated and experimental data is achieved by normalizing the
experimental data. The normalization is performed with regards to the incoming
electron beam, using the formula

Inormalized = Iraw − Iblackcurrent

Idetector
(3.1)

Idetector = Iexp.mean

Isim.mean
(3.2)

Iraw is a mean intensity measured in the reference area directly from the STEM
data. Iblackcurrent is the intensity measured in an area with complete vacuum.
This intensity stems from brightness/contrast settings on the instrument itself.
The brightness/contrast settings were not altered during the TEM session, so the
Iblackcurrent taken for one image should be valid for all (during the same session).
Iexp.mean is the mean intensity of the reference area in the experimental image.
Isim.mean is the mean intensity of a simulated image with identical thickness and
composition as the reference area. Combining all these factors in eq. (3.1), yields
the normalized intensity Inormalized.

The thickness is found by using EELS, and the composition in the reference
is assumed to be GaAs. The composition assumption should be valid as long the
reference area is far away from the areas with indium or aluminum.

3.5.1 Root-mean-square displacement
The root-mean-square displacement is calculated from the Debye-Waller factor,
which is basically a measure of the thermal motion of an atom. Calculating this
factor can be very tedious but luckily this has already been done by Schowalter
et al[47]. The results of their calculations were a parametrized version of Debye-
Waller factor for different semiconductor-materials. The mean-square (

〈
u2(T )

〉
) is

calculated by using the parametrized data and the formula

〈
u2(T )

〉
= h̄

2M
coth

(
h̄
(
Ae−T2

σ2 +B
)
/2kBT

)
Ae−T2

σ2 +B
(3.3)

where A, B and σ are parameters from the paramatrization, M is the atomic mass,
T is the temperature, kB is the Boltzmann constant and h̄ is the reduced Planck
constant. Using the parameters from Schowalter et al[47] we get the mean-square
displacement for a temperature of 300 K in table 3.3.

Figure 3.7 shows two different simulations: one with thermal motion, and one
without.

3.5.2 Simulation input parameters
There are two kinds of parameters: instrumental parameters and simulation pa-
rameters. The instrumental parameters are given by the settings on the TEM and
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(a) (b)

Figure 3.7: Multislice simulations showing the effect of the debye-waller constant. (a)
Debye-waller constant set to 0. (b) Debye-waller constant set to the values for GaAs in
table 3.3.

Table 3.3: Calculated mean-square and root-mean-square displacement for GaAs, InAs
and AlAs. Calculated by using eq. (3.3) with a temperature 300 K. Parameterization
data taken from [47, Table 4].

Element
〈
u2〉 [Å2]

√
〈u2〉 [Å]

Ga (GaAs) 0.008827 0.09395
As (GaAs) 0.007588 0.08711
In (InAs) 0.012970 0.11388
As (InAs) 0.011065 0.10519
Al (AlAs) 0.008792 0.09377
As (AlAs) 0.007716 0.08784
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Table 3.4: The different instrumental parameters used in the multislice simulations.

Name Acc. voltage Conv. angle Defocus Aber. Det. ang.
Parameter 300 kV 26.5 mrad 0 0 57 to 363 mrad

Table 3.5: The different simulation parameters used in the multislice simulations. Unit
cell size (x,y,z) refers to the size of the GaAs unit cell in the 〈110〉 direction. unit cells
(x,y) refers to the number of repetitions of the unit cell defined earlier. Pixels is how
many pixels the potential is divided into. Slices pr. unit cell defines how thick each slice
should be.

Name Unit cell size (x,y,z) [Å] Unit cells
(x,y)

Pixels (x,y) Slices pr.
unit cell

Parameter 3.995, 5.65, 1.998 5, 5 1024, 1024 2

are usually well-known. The simulation parameters need to be chosen to ensure an
optimal result, which can be tricky to choose.

Instrumental

The instrumental parameters include acceleration voltage, convergence angle, aber-
rations and detector angles. These are shown in table 3.4.

Some comments about the aberration values: the numerical values supplied by
the calibration software varied greatly, and was deemed too unreliable to be used in
the simulations. This situation was not optimal. The error is minimized by using
relative intensities when calculating the chemical composition.

Simulation

The simulation parameters are shown in table 3.5.

3.5.3 Element mixing
Ga, In and Al substitute each other in the zinkblende structure. When doing simu-
lations with a mixed element composition (for example 50% InAs and 50% GaAs),
several effects must be taken into account: the Debye-Waller factor in As varies de-
pending on the adjacent elements; the position of the different elements will greatly
influence the intensity. The former issue is solved by adding the atoms as pairs.
Placing both Ga and As with Debye-waller factor corresponding to GaAs. The lat-
ter can be seen in fig. 3.8 where systems with 50% InAs and 50% GaAs have been
simulated; (a) has the InAs at the top of the sample; (b) has all the InAs at the bot-
tom of the sample. This issue is solved by randomizing the atomic positions which
is called an atomic configuration. The InAs/GaAs/AlAs pairs are kept together
during this randomization process. The result of such a randomization process is
shown in fig. 3.8c. Then simulations are done for several atomic configurations and
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the final image is created by taking the average of them. Both phonon and atomic
configurations are varied in each simulation to save computational time.

(a) (b) (c)

Figure 3.8: Multislice simulations with 50% GaAs and 50% InAs, where the position
of the InAs and GaAs has been varied. Simulated with 20 phonon configurations and
30.4 nm thickness. (a) InAs on top, GaAs at the bottom. (b) InAs at the bottom, GaAs
on top. (c) Random position for GaAs and InAs.

3.5.4 Probe scanning position
Doing TEM and STEM simulations using the multislice method is fairly similar,
but with one important difference: all the pixels in the simulated TEM image are
calculated from one run through the atomic structure; in the simulated STEM
image every pixel in the final image requires its own run through the whole atomic
structure. Thus STEM simulations are much more time consuming. The run-
time scales linearly as a function of the area, thus limiting the simulated area is
advantageous. The different elemements were placed randomly, as explained in
section 3.5.3, and averaged over multiple atomic configurations. If the averaging
is performed over a large amount of atomic configuration, every dumbbell should
be essentially identical. Averaging over 32 atomic configurations were found to
fulfill the requirement. This meant that simulating over one dumbbell was found
to yield the required information, and all simulations were done for one dumbbell.
Runtimes for different areas can be seen in fig. 3.9.



32 Chapter 3. Method and experiment

(a) (b) (c)

Figure 3.9: Final images of STEM multislice simulations, where different areas have
been simulated. 4 phonon configuration. 152 unit cells in the z-direction. 5 unit cells in
the x- and y-direction. All images are of GaAs in the 〈110〉 direction. (a) Four dumbbells
in the horizontal and four dumbbells in the vertical directions. Runtime: 114 minutes (b)
One unit cell. Runtime: 11 min. (c) One dumbbell. Runtime: 2.7 min.
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Results

Two different types of imaging techniques were used: Scanning TEM (STEM) and
High-Resolution TEM (HRTEM), which were discussed in sections 2.4.5 and 2.4.6.
Figure 4.1 show overviews of the two samples. Figures 4.1a and 4.1c shows the
AlAs-capped sample. Figure 4.1b and 4.1c shows the GaAs-capped sample. Quan-
tum dots in fig. 4.1c are numbered for easier referencing. Of special interest are
the dislocations in fig. 4.1c. These dislocations originate in QD 5, and seem to end
at QD 1 and QD 3.

QD 1: 71 unitcells reference.

4.1 Strain mapping
The strain mapping was performed in two different ways: GPA and analysis of the
HRTEM images in reciprocal space. The former is the primary investigative tool,
while the latter corroborates the features observed using GPA.

Strain mapping was performed on both the HRTEM and the STEM images,
but most of the HRTEM images did not yield any additional information. This
was primarily caused by artifacts, as noted in section 3.4. Strain mapping of the
HRTEM images were still used for looking at the strain parallel to the wetting
layer.

4.1.1 Strain direction
Figure 4.2 shows a representative GPA of a QD in the AlAs-capped sample. The
QD is clearly visible in fig. 2.19b, where the strain which is mapped is parallel to
the growth direction. Figure 4.2b has negligible amounts of strain. This pattern
repeats itself for other QDs in both the GaAs- and AlAs-sample.

4.1.2 Sample comparison
One of the goals of this work is to compare the strain in the two samples. This is
divided into two parts. A small section about the wetting layer and a larger section

33
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(a) (b)

(c) (d)

Figure 4.1: Low magnification overview HRTEM images, taken on Jeol 2010F at 200 keV.
(a) and (c) shows the AlAs-capped sample at different magnifications. Quantum dots in
(c) are numbered for easier reference. Note: (a) and (c) are not from the same area. (b)
and (d) show the GaAs-capped sample at different magnifications.
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(a)

(b)

(c)

Figure 4.2: (a) HRTEM of QD 2 in the AlGa-capped sample. (b) Shows GPA of (a) in
the εxx direction. (c) Shows GPA of (a) in the εyy direction. Both GPA with a spatial
resolution of 0.988 nm
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about the QD themselves.

Strain at the wetting layer

Figure 4.3 shows HAADF-STEM images of the wetting layer on both samples, and
strain mapping of the wetting layer. The wetting layer in the AlAs-capped sample
seems to have more strain than the GaAs-capped sample. This is confirmed in the
line plots in fig. 4.4, which is the vertical average of the strain maps in fig. 4.3.

Two interesting features is marked in fig. 4.4 with arrows. (1) indicates negative
strain right before the wetting layer, and (2) indicates a negative strain right after
the wetting layer.

(a) (b) (c) (d)

Figure 4.3: HAADF-STEM images of the wetting layer and εyy strain map of those
images. Spatial resolution: 0.978 nm. (a) AlAs-capped sample. (b) GPA of (a). (c)
GaAs-capped sample. (d) GPA of (c).

Strain at the QDs

These differences are shown in fig. 4.6. Figure 4.6b shows the strain map of a
representative QD from the GaAs-capped sample. Figure 4.6d shows the strain
map of a representative QD from the AlAs-capped sample. The biggest difference
seems to be the magnitude of the strain. This is confirmed in fig. 4.7, which shows
the strain in the AlAs-capped sample, where strain has a larger magnitude and is
covering a larger area compared to the GaAs-capped sample.

4.1.3 Stacking faults
The quantum dot with stacking faults in the AlAs-capped sample has a very in-
teresting feature: the strain from the QD itself has completly disappeared. This
is shown in fig. 4.8. Figure 4.9 shows the averaged line plot over the dashed box
in fig. 4.8b, and the averaged line plot of a wetting layer in same sample for com-
parison. Lastly fig. 4.10 show an LAADF-STEM image of the same QD, with
extrapolation of the stacking faults to localize their origin.
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Figure 4.4: Averaged vertical line plots over the strain maps in fig. 4.3. The line
plot is averaged over the whole map. AlAs-capped is from fig. 4.3b. GaAs-capped is
from fig. 4.3d. (1) indicates negative strain right before the wetting layer. (2) indicates
negative strain right after the wetting layer.
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(a) (b)

Figure 4.5: Composite of the images in fig. 4.3 showing the location of the strain. (a)
Composite of the HAADF-STEM image fig. 4.3a and εyy strain map of the HAADF-
STEM image fig. 4.3b. (b) Similar to (a) but composite of figs. 4.3c and 4.3d. Spatial
resolution: 0.978 nm.

(a) (b) (c) (d)

Figure 4.6: HAADF-STEM images and εyy strain maps of those images. Spatial resolu-
tion: 0.978 nm on all strain images. The dashed boxes in (b) and (d) show the area used
for line plots in fig. 4.7. (a) HAADF-STEM image of the GaAs-capped sample. (b) Strain
map of (a) in the εyy direction. (c) HAADF-STEM image of QD 2 in the AlAs-capped
sample. (d) Strain map of (c) in the εyy direction.
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Figure 4.7: Averaged vertical line plots over strain maps in fig. 4.6. The dashed boxes
shows the averaged area in each strain map. AlAs-capped is from fig. 4.6d. GaAs-capped
is from fig. 4.6b.

(a) (b)

Figure 4.8: (a) HAADF-STEM image of QD 5, the one with stacking faults. (b) εyy

strain map of (a). Spatial resolution: 0.978 nm. The dashed box shows the area used for
line the plot in fig. 4.9.
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Figure 4.9: Averaged vertical line plot over the QD shown in fig. 4.8b. The dashed box
in fig. 4.8b shows the averaged area. The line plot of the wetting layer is included for
comparison.

Figure 4.10: LAADF-STEM image showing stacking faults originating from the QD in
fig. 4.8a. The black lines show an extrapolation of the stacking faults into the QD.
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4.1.4 Reciprocal-space analysis

Another way of quantitatively analysing the strain is by looking at the power spec-
trumof the HRTEM images. The Bragg reflections parallel to the strain should
be split or elongated. This is clearly the case in fig. 4.11c and 4.11d. The Bragg
reflections are elongated towards the 〈220〉 axis, parallel to the growth direction.
There does not appear to be any significant elongation parallel to the 〈220〉 direc-
tion. This implies little or no strain perpendicular to the growth direction. This
corroborates the data from section 4.1.1.

(a) (b)

(c) (d)

Figure 4.11: (a) HRTEM of QD in the AlGa-capped sample. The solid line shows the
wetting layer, dashed line showing the top of the QD. (b) Similar to (a) but from the
GaAs-capped sample. (c) Power spectrum of the HRTEM image in (a). The dashed box
is showing location of line plot used in fig. 4.12. (d) Similar to (c), but for the HRTEM
image in (b).
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Figure 4.12: Averaged line plot of over the dashed boxes in fig. 4.11c (red) and fig. 4.11d
(green) showing the elongation of the {004} and {006} Bragg reflections.

4.2 Multislice simulations

In this section and section 5.2 indium concentration, InAs-concentration and In-
concentration will refer to the same thing. The results of the multislice simulations
consists of intensity distributions of dumbbells as shown in fig. 4.13a where the sim-
ulated material was varied from 100% GaAs/0% InAs to 0% GaAs/100% InAs. An-
other variable was the thickness (z-direction) which varied from 0.1998 nm to 26 nm,
with a step size of one unit cell in the z-direction (0.1998 nm). In addition every
simulated dumbbell was averaged over 32 atomic/phonon configuration. All pos-
sible permutations of these two variables, thickness and In-concentration, were
simulated. Then the average value for each dumbbell was calculated, and plot-
ted in fig. 4.13b. This figure shows two expected features: the averaged intensity
increases with thickness and indium concentration.

EELS data was used to calculate thickness an area of the sample with known
composition. These reference areas were about 3 nm below the QDs, and are shown
by black box in fig. 4.14a. Using eq. (3.1) the normalized intensity is calculated.
The value Iexp.mean was calculated by taking the mean intensity over the areas
measured with EELS. The size of these areas were five dumbbells in both the x-
and y-direction. The Iexp.mean value was found using fig. 4.13b. The “blackcurrent”
value Iblackcurrent was retrived from a part of the sample where all the material had
been sputtered away. Such an area is shown in fig. 3.4, between the arrows. By
knowing the thickness and composition of the reference areas one could easily find
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(a) (b)

Figure 4.13: (a) One simulated dumbbell where the simulated material was 100% GaAs,
20 nm and averaged over 32 atomic configurations. Similar dumbbells as shown in (a) was
simulated for all InAs concentrations between 0 and 100% and for all thickness between
0.1998 nm to 26 nm. This result is shown in (b), where the simulated dumbbells have
been averaged to one value and plotted as a function of the thickness and the indium
concentration.
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(a) (b) (c)

Figure 4.14: (a) HAADF-STEM image of QD 2 in the AlAs-capped sample. The
black box shows the position where the EELS measurements were performed. (b) A
pixelated version of (a), where areas consisting of 16 by 16 pixels have been merged. (c)
The blue line shows the averaged line plot over (b). The red line shows an eight order
polynomial fit over the blue line, except for the area from 6 to 19 nm. The left y-axis
shows the normalized intensity calculated from eq. (3.1), while the right y-axis shows the
corresponding thickness for 100% GaAs.

the corresponding simulated intensity. This enables the calculation of the thickness
for the whole image.

After the normalization, the image is pixelated by combining 16 times 16 areas
of pixels. This is done because of time constraints. Ideally one would analyze
each atom-column, however that is a very time-consuming process. Calculating
the chemical composition is a much faster process easier if the atom columns are
averaged, as shown in fig. 4.14b.

Next the thickness plot is calculated from the pixelated image. The thickness
was assumed to be approximately constant in the horizontal direction. Therefore
the thickness in the vertical direction was calculated with a vertically averaged line
plot over fig. 4.14b. This line plot is shown with the blue line in fig. 4.14c. The area
between 0 nm to 6 nm and 19 nm to 31 nm in fig. 4.14c were assumed to be 100%
GaAs. The area between 6 to 19 nm had an unknown chemical composition. A
thickness estimation was calculated by removing this area, and doing an eight order
polynomial fit on the remaining data (which consisted of GaAs). This polynomial
fit is shown with the red line in fig. 4.14c.

Last the thickness distribution in fig. 4.14c, the thickness-composition plot in
fig. 4.13b, and the pixelated image in fig. 4.14b is combined to get the indium
distribution. This is most conviently explained with an example: the top-left pixel
in fig. 4.14b has a thickness of about 10.5 nm (from the red plot in fig. 4.14c). The
thickness gives one of the axes in the thickness-composition plot, and the intensity
value of that pixel gives the other. The end result is the indium composition for
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that pixel. This process is then repeated for all the pixels in the image. The indium
composition for three different QDs calculated in this fashion is shown in fig. 4.15.

A line plot over the whole of figs. 4.15b to 4.15b is shown in fig. 4.16.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.15: (a) HAADF-STEM image of the AlAs-capped sample. The thickness right
below the QD was measured to be 14.5 nm. (b) Mapping of the Indium content in (a).
(c) Similar as (a) except a measured thickness of 14.35 nm. (d) Mapping of the Indium
content in (c).(e) Similar as (a) except a measured thickness of 23.10 nm. (f) Mapping of
the Indium content in (e).
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Figure 4.16: Averaged vertical line plots over the indium concentration maps shown in
fig. 4.15.
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Chapter 5

Discussion

The discussion is divided into three parts. First I discuss the strain analysis, where
the results from the GPA and reciprocal-space analysis will be discussed. Then the
multislice simulation part, where the comparison between the experimental STEM
and multislice simulations will be discussed.

5.1 Strain analysis
5.1.1 Strain direction
The data in sections 4.1.1 and 4.1.4 indicate negligible strain in the εxx direction.
This is a result of how the sample was grown, as explained in section 2.2.1. The
material was grown slowly, layer by layer. Both GaAs and InAs have the zinkblende
structure, and the most energitically favorable situation is to retain this structure.
When InAs is deposited on GaAs it wants to retain the size of its unit cell, which
is larger than that of GaAs’s. The InAs wants to expand somewhere to minimize
the compression of its unit cell. The only free direction is the growth direction
which is parallel to εyy. Expanding in the εxx direction would require shifting the
underlying lattice. This would be less energetically favorable.

A few STEM images with the scan direction parallel to the εxx could have
yielded more information on the strain in this direction. Unfortunately such images
were not taken during the TEM session in Denmark..

5.1.2 GaAs-capped vs. AlAs-capped
Starting with the wetting layers in figs. 4.3 and 4.4, one notices several interesting
features. The most prominent feature is the difference in strain magnitude. This is
clearly shown in the plot in fig. 4.4. The wetting layer in the AlAs-capped sample
peaks at about 7% strain. The wetting layer in the GaAs-capped sample peaks
at about 4% strain. The calculations in section 2.2.1 gave a strain of 19% in the
y-direction with pure InAs on a GaAs substrate. This indicate no monolayers being
100% InAs. That means there is a mix of InAs, GaAs and AlAs instead of pure
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InAs. One important thing to keep in mind, is the different amounts of InAs in the
two samples. The AlAs-capped sample was grown with 2.8 monolayers of InAs.
The GaAs-capped sample was grown with 2.3 monolayers of InAs. This will reduce
the amount of strain in the GaAs-capped sample.

Figure 4.4 indicates that the indium is distributed differently in the two sam-
ples. The wetting layer in the AlAs-capped sample has a higher and narrower
peak than the wetting layer in the GaAs-capped sample. One factor could be the
higher growth temperature (500 vs. 512 ◦C), but the major factor is probably the
AlAs-capping. The AlAs-capping is thought to reduce the diffusion length of the
indium[42]. This effect would reduce the amount of indium diffusing into the layer
above.

The position of the InAs can be inferred in fig. 4.5. For the AlAs-capped
sample the strain is concentrated right on the border of the darker region. This
leads credence to the hypothesis of the AlAs-capping preventing the diffusion of
the indium. The opposite is seen in fig. 4.5b, where the strain is spread over a
larger area. This imples the indium has diffused into the GaAs-capping, at least
to a larger degree than in the AlAs-capped sample.

The quantum dots in fig. 4.6 show similar patterns as the layers examined
earlier: QDs in the GaAs-capped sample have less amount of strain, than the QDs
in the AlAs-capped sample. Figure 4.7 show the strain in the QD in the AlAs-
capped sample peak at about 6% strain. The strain in the GaAs-capped QD peak
at about 4%. One difference is the apparent size of the strained area. The area with
positive strain is larger in the AlAs-capped sample. Arrows (1) and (2) in fig. 4.7
show an additional feature: an area with negative strain, both above and below
the AlAs-capped QD. The feature is also present above the GaAs-capped QD, but
seem to be smaller in magnitude. This effect is probably caused by compression
of GaAs, and is explained by looking at a larger part of the system. Most of the
sample volum between the wetting layers is GaAs. The QDs expand the lattice
locally, however the lattice should return back to GaAs’s lattice parameters. This
process is often called strain relaxation. In fig. 4.6d the system is returned to GaAs
bulk parameters by compressing the lattice in the growth direction both above and
below the QD.

Figure 4.12 confirm the findings of less amount of strain in the GaAs-capped
sample. The AlAs-capped peaks (red) are split to a larger degree than the GaAs-
capped peaks (green). This implies greater amounts of straining in the AlAs-capped
sample.

5.1.3 Strain relaxation through stacking fault
The most interesting result is found in the quantum dot with stacking faults in the
AlAs-capped sample. The strain map in fig. 4.8b is almost identical to that strain
map of the wetting layer in fig. 4.3b. This implies all the strain in the QD has been
relaxed through the stacking faults. The occurance of stacking faults imply a large
degree of strain inside the QD. A large degree of strain implies a large amount of
InAs, implying this is a larger QD than the others[48]. Finding the exact origin of
the stacking fault inside the QD would be valuable. This information could give an
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indication on where the most InAs is located. Figure 4.10 show an extrapolation
of the stacking faults. The stacking faults seem to originate from the top-half of
the QD, indicating the location of the most InAs. Gerthsen et al.[49] investigated
a similar system, and found the largest concentration of InAs towards the top of
QD.

5.2 Multislice simulations
A value for the error can be derived from fig. A.1. The areas far away from the QD
should consist of pure GaAs and these areas should show an indium content of 0%
on fig. A.1b. The largest error seems to be to the left part on the map, marked by
the arrows 1 and 2. These deviations are probably caused by horizontal thickness
variations. The thickness was assumed to be constant in the horizontal direction
because of time constraints. However this assumption will introduce errors as seen
in fig. A.1b. Luckily the thickness gradient was mostly in the vertical direction for
the analysed QDs. This problem is solved by creating a two-dimensional thickness
map, instead of the one-dimensional thickness-curve used here. Based on fig. A.1b
this errorbars are estimated to be about ± 10%.

Another source of error is strain. As explained in section 2.4.6, strain will
effect the intensity in HAADF images. This will probably be strongest at the QDs,
because of their non-uniform strain field. However even the fairly uniform strain
at the wetting layers will be effected by this, because of surface relaxations[36].
The surface relaxation effect will probably effect the QDs at the thinnest areas the
most, because they are more likely to have parts of their strained surface exposed
to the vacuum. These effects will probably lead to a decrease in the estimated
amount indium. It is possible to correct for the strain effects at QDs. One way
is the simulate the whole quantum dot. However this would be very complicated,
since the strain inside the QD would have to be calculated somehow as well. Parts
of this has been done by using GPA, but this will only yield a projection of the
three-dimensional strain field. The nature of the strain field along the surface of
the QD is unknown and would require some different technique.

The AlAs-capping also effects the estimation of the indium concentration. AlAs
will give less contrast than GaAs or InAs, because alumininum has a smaller atomic
number. This effect is clearly seen at the wetting layer in fig. 4.8. This effect will
be strongest in QDs at thick areas, because of less amount of the wetting layer
having been removed. The effect from the wetting layer is probably minimal in
QD 1 and 2, because the sample is about 14 nm thick at that area and the width
of QD 1 and 2 is about 15 nm. The shape of the QDs is close to being symmetrical
in the growth plane[50]. In addition the AlAs-cap will be laying on top the QDs
as shell, lowering the intensity from the QD.

Figure 4.15 shows indium concentration maps from three different QDs in the
AlAs-capped sample. The biggest qualitatitive difference is the lower indium con-
centration in QD 7 in fig. 4.15f. This is caused by the QD being in a thicker area,
reducing the relative amount of InAs in the area. The location of QD 1 and 2
is therefore more preferable for calculating the indium concentration. Figure 4.16
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shows the averaged indium content in QD 1, 2 and 7. This indicates an average
indium concentration in QD 1 from about 20-30%, with peaks up to 50%. The
indium in QD 2 seems to have a different form. This is probably caused by parts
of the QD being removed in the sample preparation process. This probably means
the less indium remains in the QD. QD 2 has an average indium concentration of
about 20%, and a peak at about 50% indium. Both these estimates are probably
too low, caused by the error sources described earlier.



Chapter 6

Conclusion

This thesis has explored the strain properties of two InAs/GaAs quantum dot in-
termediate band solar cell materials. One sample had an AlAs-cap, while the other
had a GaAs-cap. By using GPA the strain in the quantum dots and the wetting
layer was examined. Several differences were observed. Strain in the wetting layer
in the AlAs-capped sample had a larger magnitude compared to the GaAs-sample,
and was confined to a smaller area. The strain in the quantum dots in the AlAs-
capped sample had a larger magnitude compared to the GaAs-capped sample, and
covered a larger area. Features which were observed in both the samples, but
were larger in the AlAs-capped sample. Negative strain right below and above the
quantum dots and wetting layer. No strain perpendicular to the growth direction.

In addition the chemical composition of the quantum dots in the AlAs-capped
sample was estimated. This was done by using HAADF-STEM and multislice sim-
ulations. The experimental data was normalized by using a part of the sample
with known chemical composition. Then the data was compared to multislice sim-
ulations. The average indium concentration in the quantum dots were averaged to
20-30% ± 10%, with peaks up to 50%. These estimates were probably low estimates
because of two effects: dechanneling, and aluminum reducing the HAADF-STEM
signal.
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Chapter 7

Further work

There are several further courses of inquiry.
Further strain analysis on the existing data could yield more information about

the indium content inside the wetting layer.
Analysis of individual atom columns could yield higher accuracy with regards

to estimating the indium concentration. Calculating the exact amount of strain
which is relaxed due to the stacking fault in quantum dot 5. This could yield
information about the threshold for the formation of stacking faults.
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Appendix A

Indium concentration, error
estimate

Figure A.1b shows a large area where the indium composition has been calculated.
The areas at the top and bottom parts of the map should be 100% GaAs, and should
show 0% indium. This is used to estimate the error in the indium composition maps
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Figure A.1: (a) HAADF-STEM image of QD 1 in the AlAs-capped sample. (b) Map
showing the indium content in (a). Arrow 1 is showing an area with high indium concen-
tration above the QD. Arrow 2 showing the same, but below the QD.
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