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Abstract

A dynamic model for a heat exchanger with multicomponent phase change, part of

reliquefaction cycle of natural gas, is developed. The finite control volume method is

used to spatially discretize the heat exchange intro a series of lumps with constant vol-

ume. Vapor-liquid equilibrium is assumed in the vapor-liquid region of the phase en-

velope. The model is written in terms of differential and algebraic equations applied to

each lump (or cell).

Different algebraic equations are valid in each of the phase regions (e.g. vapor, liq-

uid, vapor-liquid), namely the vapor-liquid equilibrium condition is not satisfied in ei-

ther of the single phases. Therefore, each phase region has its own set of differential and

algebraic equations. The number required to describe the two-phase region is higher

compared to the single regions. Hence, dummy variables and equations (without a

physical meaning) are used in the single regions to in order to have the same num-

ber of equations in all phases such that the same model can be used for simulating all

phase regions. A logical conditions is implemented to select the corresponding set of

equations.

The model is written and implemented in Matlab®for simulation purposes. The

phase change detection is automatically handled by an event function inside the solver.

A few additional examples are given to investigate how the ode15s solver treats non-

smooth systems, or how the algebraic equations are solved.

The possibility of formulating the model as a mathematical problem with comple-

mentarity constraints is also investigated.
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Chapter 1

Introduction

Heat exchangers are a common equipment present in any industrial plant or in daily life

activities. A special research interest is directed towards cryogenic process, also known

as refrigeration cycles, where heat exchangers are the core components. The drive be-

hind this interest is to minimize the high energy consumption of refrigeration by pro-

cess optimization which would lead to a decrease in operation costs. An important step

towards optimal operation of refrigeration cycles is to develop a robust dynamic model

of the heat exchanger. This type of model can either be used to simulate the cryogenic

process, or it can be further used in an equation oriented approach (i.e. all model equa-

tions are solved simultaneously by the optimizer solver). The latter is a considerable

more powerful tool compared to sequential modular approach (i.e. numerical results

from simulating each unit individually are passed to an optimizer solver) for determin-

ing the optimal operation conditions for a given process [Kamath et al., 2010].

Developing a heat exchanger model for a cryogenic process is not trivial, consid-

ering a stream is susceptible to a phase transition from any region of the phase enve-

lope to any other region (e.g. vapor, liquid-vapor, liquid). Thus, the main challenge is

not knowing beforehand where and when a phase transition happens [Watson et al.,

2015]. It is essential to handle the appearance and disappearance of phases, because

the topology of the process changes accordingly. In other words, different sets of equa-

tions are valid in the single and two phase regions respectively, and identifying the cor-

rect location of the transition allows using a valid set of equations.

1



1.1. SCOPE CHAPTER 1. INTRODUCTION

1.1 Scope

The scope of this thesis is to continue and improve the work begun in the specializa-

tion project [Zotică, 2016] where an incipient dynamic model with non-ideal thermo-

dynamics for a heat exchanger part of a simple reliquefaction cycle was presented. In

the previous work, it was described that it is desired to have a simple and robust dy-

namic heat exchanger model which can be used regardless of what the stream con-

ditions are without having complicated logical propositions or similar mathematical

formulations. The model in the specialization project encounter a series of numerical

problems which had to be dealt with. Among other are a differential index greater than

1, arose from considering constant pressure in the system, and inconsistency of initial

conditions arose from not initializing the system at a steady-state. Although, the heat

exchanger was simulated for different regions of the phase envelope, the phase transi-

tion was not detected in the previous work.

In this thesis, it is now better understood that the phase transition of a stream is

more challenging and a different formulation of the model should be constructed to

properly handle the phase changes. They key assumption of the project was discretiz-

ing the heat exchanger into a given number of cells with constant volume, and using a

phase equilibrium equation based on K-values to determine the composition of each

phase in each of the cells, regardless of the phase region. However, the assumption

of phase equilibrium does not provide a feasible numerical solution when one of the

phases does not exist. In contrast, this work provides a better understanding and expla-

nation of how and why the model should change with the phase transition, followed by

a method for phase transitions detection. In order to overcome this challenge, different

approaches for handling the appearance and disappearance of phases have been tried

in parallel and are discussed in chapter 4.

Moreover, this thesis also revises a few of the assumptions and equations presented

in the specialization project, which are further developed in chapter 4. In addition, the

simulations carried in the project took longer time than desired and this aspect is also

to be improved in the present work.

The work in this thesis is carried out having in mind that the final use of this dy-

namic heat exchanger model with phase change is found in an equation-oriented ap-

proach for process optimization of a simple LNG refrigeration cycle. However, only

2



CHAPTER 1. INTRODUCTION 1.2. MODELLING APPROACH OF THIS WORK

model simulations are part of this work and thus optimization of the process is not fur-

ther developed.

1.2 Modelling approach of this work

The modelling approach of this thesis shares a few common points with the methodolo-

gies presented in section 2.2. The model is based on dynamic flash calculations which

are formulated in an equation oriented environment, meaning that all equations are

solved simultaneously by the solver. The key difference compared to the works from

section 2.2 where a stream was divided into substreams, is that the heat exchanger in

this thesis is discretized into a given number of cells or lumps with constant and equal

volume and the model equations are solved for in each of the cells. Hence, a finite con-

trol volume method is used instead of a moving boundary method (see section 2.2.1).

Further, the model assumes vapor-liquid equilibrium in the two phase region, equation

based on K-values. The non-ideal behaviour of the vapor-liquid system is accounted

by incorporating in the model Soave modification of Redlich-Kwong cubic equation of

state, while Péneloux correction is used for the liquid density. In addition, a dynamic

model is chosen in favour of a steady-state model. The base of this choice is that a

dynamic model offers offers information about how the process reacts when different

parameters or variables (such as heat rate) are modified. Moreover, a dynamic model

offers information about the steady-state of the system. Last but not least, this frame-

work also incorporates a strategy to detect a phase transition based on triggering an

event inside the solver when the stream conditions are changing from one region to

another.

The model is formulated as a set of differential and algebraic equations and the

ode15s solver in Matlab®is used for simulation.

1.3 Thesis structure

The structure of this thesis is the following:

Chapter 1 offers a introduction to the work along with its scope

3



1.3. THESIS STRUCTURE CHAPTER 1. INTRODUCTION

Chapter 2 presents a literature overview of relevant work

Chapter 3 presents the thermodynamic model and different model approaches

Chapter 4 formulates the heat exchanger model

Chapter 5 describes simulation methods investigated

Chapter 6 presents the simulation results

Chapter 7 contains a final discussion of the work

Chapter 8 consists of conclusions and future work.

4



Chapter 2

Background

This chapter contains the process description and a brief overview of relevant work.

2.1 Process description

The heat exchanger considered in this work is part of the natural gas reliquefaction

plant for small gas carriers described by Nekså et al. [2010]. During transport by tankers,

LNG is contained very close to its vaporization point and due to unavoidable heat losses,

part of the fluid is naturally evaporated as boil-off gas. To maintain the carrier tank

pressure, the boil-off gas has to be removed which leads to product losses. A solution to

avoid losses is to reliquefy the boil-off gas and send it back to the tank.

Hence, the goal of the process described by Nekså et al. [2010] is to develop a small

reliquefaction cycle for boil-off gas on board of liquid natural gas carriers such that

the transport has high energy efficiency and low costs. The former and the latter are

achieved by using standard refrigeration equipment such as two-streams copper brazed

plate heat exchanger as opposite to the traditional and more costly multistream heat ex-

changer which is normally used in refrigeration cycles. The process has a number of five

copper brazed plate heat exchangers which operate in all phase regions (vapor, vapor-

liquid and liquid). A robust heat exchanger model for this process has to be developed

in such way that it is valid in all operating conditions and for all heat exchangers.

5



2.1. PROCESS DESCRIPTION CHAPTER 2. BACKGROUND

Stream 1 in (Hot) Stream 1 out (Hot)

Stream 2 out (Cold) Stream 2 in (Cold)

Figure 2.1: Countercurrent heat exchanger

However, due to a complicated flow patter of a copper brazed heat exchanger and

not having enough design parameters available, the heat exchanger is modelled as a

countercurrent one in this work, as illustrated in figure 2.1. Other assumptions and

considerations of the model are given in section 4.2.

In reference to figure 2.1, one of the streams is called mixed refrigerant (which can

be both cold and hot), while the others can be boil-off gas (hot stream) or seawater

(cold stream). However, this work looks closely only on what happens to the mixed re-

frigerant stream, as further discussed in section 4.2. For this reason, only the process

conditions corresponding to the mixed refrigerant are given below. The inlet molar flow

and pressure are presented in table 2.1, while the mixed refrigerant compositions is pre-

sented in table 2.2. For all the heat exchangers, a pressure drop of 5 mbar is considered.

Other particular parameters, such as inlet temperature, is given in the case of each sim-

ulations in section 6.1.

Table 2.1: Process conditions for mixed refrigerant

Feed parameters value units

Flow 4073 kg
h

Flow 2.67 kmol
min

Pressure
18

1.8239
atm
MPa

This chapter contains a literature overview relevant to modelling of phase change

processes together with the theory needed to develop the heat exchanger model of this

work.

6
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Table 2.2: Mixed refrigerant molar composition

Component Molar fraction

Nitrogen 0.06

Methane 0.4

Ethane 0.4

Propane 0.14

2.2 Literature overview

A brief literature overview is presented in this section. The methods for choosing a

control volume for the process are presented in subsection 2.2.1, while in subsection

2.2.2 a few methods for handling a phase transition are presented.

2.2.1 Finite control volume versus moving boundary

Before any modelling approach of the know process is attempted, one should have an

idea of the geometry of the system, or at least what are the boundaries of the system

and what is the control volume for which the equations are further written and solved.

There are two different methods available in literature used to describe the control vol-

ume of a multiphase heat exchanger for dynamic simulations, and these are [Pangborn

et al., 2015]:

1. finite control volume: the heat exchanger is spatially discretized into a given num-

ber of cells with fixed volume as illustrated in figure 2.2. Each cell is considered

perfectly mixed. Each cells corresponds to only one region of the phase envelope

(e.g. vapor, vapor-liquid or liquid)

2. moving boundary : the heat exchanger is divided into regions corresponding to

superhetead fluid, two phase fluid and subcooled fluid and a control volume is

attributed to each of them, meaning that the boundary of the control volume of

each region is capable of changing both in time and space as illustrated figure 2.3

7



2.2. LITERATURE OVERVIEW CHAPTER 2. BACKGROUND

Stream 1 in (Hot) Stream 1 out (Hot)

Stream 2 out (Cold) Stream 2 in (Cold)

subcoledsuperhetead two-phase

two-phasesuperhetead subcoled

cell boundary

Figure 2.2: Finite control volume method

Stream 1 in (Hot) Stream 1 out (Hot)

Stream 2 out (Cold) Stream 2 in (Cold)

phase boundary

subcoledsuperhetead two-phase

two-phasesuperhetead subcoled

Figure 2.3: Moving boundary

8
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2.2.1.1 Comparison between finite control volume and moving boundary

The most obvious difference between the two methods is the number of control vol-

umes. By comparing figures 2.2 and 2.3 it can be observed that the maximum number

of control volume in the moving boundary method is maximum 3, while in the finite

control volume there is no such limit. In the latter method, the number of cells can

be chosen based on a trade off between accuracy (higher number of cells) and compu-

tation speed (lower number of cells) [Pangborn et al., 2015]. As the model equations

are written and solved for in each of the control volumes, the number of variables and

equations is expected to be higher in the finite control volume method.

Other considerations between the two methods are[Pangborn et al., 2015]:

• it is more convenient to formulate a model with a finite control volume method

as the boundaries of the cells are not moving and thus it is easier to implement

• the finite control volume method is more flexible to different geometries of heat

exchangers

• the moving boundary has slightly faster simulation speed since it has fewer con-

trol volumes and thus fewer variables and equations

• both methods have the same accuracy when it comes to comparison with exper-

imental data

The method chosen is this project is the finite control volume method since it is

more convenient to implement. Further, it can represent different geometries of a heat

exchanger and it can also account for back-mixing of the fluid. Moreover, and has good

accuracy in representing experimental data [Pangborn et al., 2015].

2.2.2 Overview of related work

The appearance and disappearance of phases transform the set of equations in a non-

smooth system and thus solving the system of equations becomes more challenging

with conventional solvers, considering that the system is non-differentiable at the non-

smooth point. There are a few noteworthy modelling approaches available in the open

literature which deal with the non-smoothness caused by a phase transition.

9
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Kamath et al. [2010] presents a method which implements complementarity con-

straints to exclude the phase that is not present from steady state flash calculations

followed by smoothing the resulting non-smooth formulation by relaxing the vapor-

liquid equilibrium equation such that a feasible solution can be obtained both in single

and two phase region. However, this methods requires solving an optimization prob-

lem to determine the relaxation parameter β and the slack variables sV and sL found in

the complementary constraints, and naturally the model becomes computationally de-

manding to solve with the increase of variables which is an disadvantage. Their smooth

model based on a flash calculation is presented in equations 2.1 [Gopal and Biegler,

1999]. The resulted model formulation is also known as a mathematical program with

complementarity constraints (MPCC).

F = L−V (2.1a)

F zi = Lxi −V yi i = 1,n (2.1b)

yi =βKi (P,T, x)xi i = 1,n (2.1c)∑
i

yi −
∑

i
xi = 0 (2.1d)

β−1 = sV − sL (2.1e)

0 ≤V ⊥ sV ≥ 0 (2.1f)

0 ≤ L ⊥ sL ≥ 0 (2.1g)

0 ≤ xi , yi ≤ 1 (2.1h)

L,V ≤ F (2.1i)

The relaxation method and complementarity constraints can be explained as fol-

lowing Kamath et al. [2010]:

• if β = 1 ⇒ L,V > 0, the phase equilibrium is not relaxed and the system is in two

phase region;

• if β > 1 ⇒ V = 0, sV > 0, sL = 0, the phase equilibrium is relaxed to obtain a

feasible solution and the system is in the liquid region;

• if β < 1,⇒ L = 0, sV = 0, sL > 0, the phase equilibrium is relaxed to obtain a

feasible solution and the system is in the vapor region.

Kamath et al. [2012] describes an equation oriented approach to model, simulate

10
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and optimize at steady state a multistream heat exchanger (MHEX), where one of sev-

eral stream might change phase. The core concept of their work is based on modifi-

cation of the pinch analysis presented by Duran and Grossmann [1986] to ensure the

minimum driving force criteria of such heat exchangers. The main disadvantage of us-

ing a pinch analysis is that it relies on the approximation of constant heat capacities of

the streams which does not hold in a process with phase change, considering the large

variation between the vapor and liquid heat capacities. To improve this approxima-

tion Kamath et al. [2012] proposes dividing each stream that might change phase into

three different substreams corresponding to superhetead, two phase and subcooled,

substreams. These can in turn be divided into n segments with constant heat capaci-

ties and thus having a better approximation for the pinch analysis. Further, the com-

plementarity constraints from the formulation of Gopal and Biegler [1999] are replaced

with disjunctions and logical propositions, meaning that only the heat load of the sub-

streams that exist is taken into consideration when solving the model. The vapor-liquid

equilibrium equations is not relaxed based on the assumption that the process is oper-

ated inside (and at) the boundary of the two phase region, and hence a flash calculation

will always have a feasible solution. At the same time, it also implies that the conditions

(temperature at the given pressure) of the superhetead stream correspond to the dew

point, while the conditions of the subcooled stream are equal to the bubble point. This

however, represents a limitation that is imposed on a real refrigeration cycle which can

of course operate outside the two phase boundary. As a result of having disjunctions in

the model, this formulation falls into the category of mixed integer non-linear program

(MINLP), which as the MPCC formulation is not trivial to solve. Since a pinch analysis

is beyond the scope of this thesis, the equations presented in the work of Kamath et al.

[2009] are not included in this report.

A different way of handling the phase transition is reported in the work of Watson

et al. [2016]. Similar to the previous approach, the authors chose an equation oriented

environment to simulate a multistream heat exchanger at steady-state, again with the

help of the pinch analysis. The method differs from the previous ones in that instead

of smoothing the set of equations or using disjunctions and logical propositions, it ap-

plies a generalized gradient algorithm to generate derivative-like information and thus

solving the non-smooth formulation of the model to capture the phase transition. The

model consists of [Watson et al., 2015]:

• an energy balance between the hot (F ) and cold ( f ) stream with constant capac-

11
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ities cp , equation 2.2a

• a non-smooth minimum function for the pinch location (equation 2.2b), modi-

fied from the work of Duran and Grossmann [1986]

• an equation that relates the heat exchanger area and the total heat transfer via

the overall heat transfer coefficient and the logarithmic mean temperature differ-

ence, equation 2.2c

• a second non-smooth but continuous mid function to determine the vapor frac-

tion, equation 2.3

∑
iεH

F ·cp,i · (T i n
i −T out

i )− ∑
jεC

f ·cp, j · (T i n
j −T out

j ) = 0 (2.2a)

min
pεP

{
EBP p

H −EBP p
C

}= 0 (2.2b)

U A− ∑
dεD
d 6=D

∆Qd

∆T d
LM

= 0 (2.2c)

Again, one of the disadvantages of the pinch analysis used is considering a lin-

ear variation of enthalpy with temperature, or in other words a constant heat capac-

ity, which is not a good representation of the phase change process, especially since

the streams are multicomponents. Thus, Watson et al. [2016] implement the same ap-

proach proposed by Kamath et al. [2012] of dividing each stream into superheated, two

phase and subcooled substreams which can be subsequently divided into n segments

with constant heat capacity. Then, the temperature of each substream (or segment) is

written as a non-smooth continuous function of the dew point, bubble point and the

inlet or outlet temperature of the stream.

Since the vapor fraction calculation is the most interesting in respect with this the-

sis, only this function is presented in equation 2.3 and its mechanism is further ex-

plained. The three terms of the mid function can be seen as representing the vapor

fraction of the outlet stream when this is in vapor, liquid or in the two phase region

respectively. When the system is in vapor-liquid region, the first term is between zero

and one ([0 : 1]), the second term is negative while the third term is equal to zero, which

leads to an evaluation to 0 of the last of the terms. The same logic is applied for the other

12
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regions. It should be noticed that the third term is in fact the Rachford-Rice equation

used to determine the vapor fraction of a flash calculation at steady-state.

mid

{
V

F
,

V

F
−1,−

nc∑
i=1

zi · (Ki −1)

1+ V
F · (Ki −1)

}
(2.3)

All the modelling approaches described above can be used either to simulate the

heat exchanger from a refrigeration cycle, or for optimal operation of the heat exchanger

by an equation oriented approach at steady-state. With these formulations, the pro-

cess is simulated by setting the objective function to a constant value and impose all

the equations of the model as constraints to the optimizer solver. Thus, one common

drawback is that they do not capture the dynamics of the phase change process.

On the other hand, other modelling procedures available in the literature propose a

dynamic model and only perform simulations of the heat exchanger. The key difference

between simulation and optimization of a phase change process is that derivatives in-

formation are need for the latter but not for the former. Non-smooth continuous func-

tions can be integrated but are non-differentiable in all the definition domain.

Wilhelmsen et al. [2013] describes a model also based on flash calculation consist-

ing of a differential and algebraic system of equations where the conditions of the cur-

rent iteration point are tracked on the phase envelope to switch between different types

of valid algebraic equations corresponding to the different regions. However, the vapor-

liquid equilibrium equation is imposed in the single-gas region, which means that the

stream in this phase has to be saturated vapor, which again might not accurately rep-

resent a cryogenic process. Another setback is represented by the use of look-up table

to determine the thermo-physical properties of the components, which may lead to

model convergence problems compared to the procedure where the thermo-physical

properties are given by a equation of state incorporated in the model [Reyes-Lúa et al.,

2016]. Moreover, even though the model in the work of Wilhelmsen et al. [2013] is de-

sired to be dynamic, the vapor fraction in the two phase region is determined with

Rachford-Rice equation, which can only be applied at steady-state. What is important

to extract from it is the possibility of triggering events in the integration algorithm to

detect a phase transition.

The work of Sahlodin et al. [2016] lies in the same area of only simulating a dynamic

model for a phase change process. This approach is based on a dynamic flash calcula-
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tion with the relaxation of vapor-liquid equilibrium presented by Kamath et al. [2010],

together with a non-smooth function applied to correctly solve for the vapor fraction.

The latter is an extension to a dynamic formulation of the non-smooth function pre-

sented by Watson et al. [2016]. Thus equation 2.3 is reformulated considering the va-

por and liquid holdup (which are time variant) as a substitute for of the steady-state

flows for in the inlet and vapor and liquid outlets resulting in equation 2.4. Only the

non-smooth mid function of the model presented by Sahlodin et al. [2016] is given here

since it offers a good possibility of transitioning from one phase region to another when

the purpose is to simulate in a dynamic regime.

mid

{
nV

nV +nL
,

nV

nV +nL
−1,−

nc∑
i=1

ni · (Ki −1)∑nc
j=1 1+ nV

nV +nL
· (Ki −1)

}
(2.4)

However, what this work does not account for, is that relaxing the vapor-liquid equi-

librium requires to optimize for the parameter β.

14



Chapter 3

Theory

This chapter presents the thermodynamic model used in this work, along with general

methods for formulating the model equations.

3.1 Thermodynamic model

There are several approaches to predict the non-ideal behaviour of either vapor, liq-

uid, solid or multiphase systems. Commonly, a thermodynamic equation, also known

as equation of state, is applied to relate state functions such as pressure, volume or

temperature to determine properties of pure fluids or mixtures of fluids [Kamath et al.,

2010]. In the case of a multiple phase system, the options are applying the same equa-

tion of state for all phases or using a different equation of state for each phase, the

choice being made such that the thermodynamics accurately describe the character-

istics of the process [Reid et al., 1987]. Among other equations of the state, the cubic

equations of state are quite popular in describing chemical processes which is a result

of their advantages: they are simple to apply, require few calculated parameters and

have a low computational overhead.

Having in mind the framework and scope of this work, the same cubic equation of

state is considered to be enough to describe the properties of all the fluids present in

this cryogenic process. In an LNG refrigeration cycle, it is expected that the compo-
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nents are nonpolar or slightly polar substances and the only phases are vapor or liq-

uid. Thus the Soave modification of Redlich-Kwong cubic equation of state represents

a good thermodynamic model to predict the required properties of this model [Soave,

1972].

3.1.1 Soave modification of Redlich-Kwong cubic equation of state

This section presents how the necessary thermodynamic properties are obtained from

Soave modification of Redlich-Kwong cubic equation of state. The general form of a

cubic equation of state is given in equation 3.1, where the roots of the function, ξ, can

either be molar volume or compresibility [Kamath et al., 2010]. It should be noticed that

this equation can either have three real roots, or two complex conjugate and one real

roots. Particularly, in the two phase region the equation has there real roots, the largest

one being for the vapor phase, the smallest one being for the liquid phase, while the

middle one does not has a physical meaning. In the single phase region, the equation

has two imaginary conjugate and one real, the latter belonging to the phase that the

mixture or process stream is in (e.g. vapor or liquid).

ξ3 +a1ξ
2a2ξ+a3 = 0 (3.1)

The thermodynamic model for this work is written in terms of compresibility Z ,

which is a measure of deviation from ideal gas behavior of a fluid. The equations are

given for a multicomponent system since this type of fluids are expected to be found as

process stream in a LNG refrigeration cycle. SRK cubic equation of state for a mixture

of NC components is given in equation 3.2. For this formulation Van der Waals mixing

rules are used. First a geometric average of each parameter is calculated, followed by a

weighting based on molar composition to determine the average mixture parameters,

equations 3.2c, 3.2e and 3.2b [Reid et al., 1987]. The interaction between components,

one of the reasons for non-ideal behavior, is also accounted by using interaction pa-

rameters ki , j .
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Z 3 −Z 2 +Z (A−B −B 2)− A ·B = 0 (3.2a)

A =
NC∑

i

NC∑
j

xi · x j · Ai , j · (1−ki , j ) (3.2b)

Ai , j =
√

Ai · A j (3.2c)

Ai = 0.42747·αi (T ) ·
Pr

T 2
r

(3.2d)

B =
NC∑

i
xi ·Bi (3.2e)

Bi = 0.08664·
Pr,i

Tr,i
(3.2f)

Pr,i = P

Pc , i
(3.2g)

Tr,i = T

Tc , i
(3.2h)

αi = [1+mi (1−T 0.5
r )]2 (3.2i)

mi = 0.48+1.574·ωi −0.176·ω2
i (3.2j)

i , j = 1. . . NC i 6= j

The fugacity of each component in a mixture is calculated as an explicit function of

compresibility from equation 3.3a, while again the components’ interaction with each

other is corrected with a factor δ given by equation 3.3b. This is required for vapor-

liquid equilibrium calculations described in section 3.1.2.

lnφi = (Z −1)
Bi

B
− ln(Z −B)− A

B
ln

(
Z +B

Z

)(
2δi

A0.5
i

A
− Bi

B

)
(3.3a)

δi =
NC∑

j
x j · A0.5

j · (1−ki , j ) (3.3b)

3.1.1.1 Molar volume calculation

The molar volume of each phase can also be computed with parameters resulted from

SRK CEOS. However, while the explicit equation 3.4 where the independent variables
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compressibility, temperature and pressure determine the dependent variable molar

volume of the vapor phase with good accuracy, a correction is needed for the liquid

phase molar volume.

Vm = Z RT

P
(3.4)

Thus, the correction presented by Péneloux et al. [1982] is used in this work, given

by equation 3.5b. The correction factor c takes into account Rackett compressibility

factor [Spencer and Danner, 1972], which is an explicit function of the acentric factor.

Vm = Z RT

P
− c (3.5a)

c = 0.40768·

(
0.29441−ZR A

)
RTc

Pc
(3.5b)

ZR A = 0.29056−0.0877·ω (3.5c)

3.1.2 Vapor-liquid equilibrium calculation

Vapor-liquid equilibrium for the two phase region is one of the assumptions on which

this heat exchanger model is developed (see section 4.2). This calculation is impor-

tant in this work because it provides the corresponding liquid and vapor compositions,

which are necessary in mixing rules in the SRK CEOS (section 3.1.1), enthlapy calcu-

lation (section 3.1.3) or are given as states in the system of equations for the heat ex-

changer (see section 4). For illustration purposes a schematic and idealized represen-

tation of a system in vapor-liquid equilibrium is represented in figure 3.1, adapted from

Skogestad [2008].

Thermodynamic equilibrium between two or several phases implies that the en-

ergy decreases until minimum such that the multiphase system is stable. Depend-

ing on the parameters that are kept constant, different energy are minimized at the

equilibrium point. When the pressure and temperature of the system is kept constant,

Gibbs energy is minimized while if the volume and temperature are fixed, Helmholtz

energy is minimized. In this work a finite control volume method (i.e. constant vol-

ume of each cell) is applied to model the heat exchanger (see section 4.2), meaning

that the Helmholtz energy (eq.3.6) is minimized. A minimum criterion implies that the
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vapor phase

xi

liquid phase

yi

Figure 3.1: Schematic representation of vapor-liquid equilibrium

derivative of the Helmholtz energy is zero (at given volume, temperature and number

of moles) (d A)T,V ,n = 0, condition out of which results that the chemical potentials of

the components i are equal in both phases as in equation 3.9 [Haug-Warberg]. This is

derived mathematically below.

The variation of the Helmholtz energy of a system is given by the sum of variation

of energy in each phase for each component i , the latter given as the product of the

chemical potential and the variation of number of moles for component i , as given by

equation 3.6.

(d A)T,V ,n =
NC∑

i
µV

i d NV
i +

NC∑
i
µL

i d N L
i = 0 (3.6)

The total number of moles of the system is given by the sum of moles in the vapor

phase and the moles in the liquid phase. Since there is no chemical reaction, the to-

tal number of moles of the system is constant, which mathematically is formulated as

d N = 0. Thus the sum of variation in the number of moles in the vapor and liquid phase

is zero, as can be seen in equation 3.7.

d NV
i +d N L

i = d N

= 0
(3.7)

From equation 3.7, the variation of the liquid phase moles can be explicitly ex-

pressed as d N L
i =−d NV

i . By introducing this expression in equation 3.6, the variation

in Helmholtz energy can be expressed as a function of the chemical potential of com-

19



3.1. THERMODYNAMIC MODEL CHAPTER 3. THEORY

ponent i in each phase, and the variation of number of moles in the vapor phase and

equation 3.8 results.

(d A)T,V ,n =
NC∑

i
(µV

i −µL
i )d NV

i = 0 (3.8)

The variation of number of moles cannot be zero in the vicinity of an equilibrium

point [Haug-Warberg], resulting the chemical potential of component i in vapor phase

is equal to one in liquid phase, according to equation 3.9.

d NV
i 6= 0 =⇒ µL

i =µV
i (3.9)

However, expressing the phase equilibrium by using chemical potentials is not that

common in engineering applications and a K-values formulation is preferred, mainly

due to its simplicity. The K-value method explicitly relates the compositions of the liq-

uid phase xi to the composition of the vapor phase yi via the equilibrium constant K ,

as shown in equation 3.10 [Skogestad, 2008].

yi = Ki · xi (3.10)

The chemical potential µi and K are related via the component fugacity φi (i.e. de-

viation of fluid pressure from ideal gas pressure), as it can be observed by looking at

equations 3.11 and 3.12a.

RT lnφi =µi (T, p,n) (3.11)

Several approaches can be used to determine K, and they can be classified based

on the number and type of state equations used to describe their ideal or non-ideal

behaviour [Haug-Warberg]:

1. same equation of state is used for both vapor and liquid phases:

• ideal vapor and liquid phases, when the fugacity in both phases is equal to 1,

when K is independent of composition and can be calculated from Henry’s
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law for diluted mixtures equation

• non-ideal vapor and liquid (eq. 3.12b) when K is dependent of composition

and it is calculated as the report of the vapor fugacity to the liquid fugacity,

both of them being obtained from the same equations of state

Ki =
φL

i

φV
i

(3.12a)

φV
i yi =φL

i xi (3.12b)

2. one equation of state for vapor phase and another for liquid phase:

• ideal liquid phase and non-ideal vapor phase when only the non-ideal be-

haviour of the vapor phase is modelled and a fugacity model is used for this

purpose

• non-ideal vapor and liquid when K is dependent of composition. This time

a fugacity model is used for the vapor phase while an activity coefficient (γi )

model is used for the liquid phase as in equations 3.13

φV
i yi =φL

i (γi )xi (3.13)

The approach chosen in this work for calculating the K-value is based on using the

same equation of state for both phases and expressing K as the report of the vapor fu-

gacity to the liquid fugacity, both of them being determined from Soave-Redlich-Kwong

cubic equation of state as mentioned in section 3.1.1.

3.1.3 Enthalpy calculation

It is important in a heat transfer process with phase change to have a good and reliable

estimation of the enthlapy of a stream (or phase). Tthe best way to achieve this is to

have a non-linear state dependent function to express the non-ideal enthalpy. In this

model, the enthalpy of a phase is determined by molar weighting the real enthalpies of

each component of the phase, equation 3.14. The compositions in each phase (given

here as xi are used for the molar weighting).

H =
NC∑

i
xi · Hi (3.14)
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The non-ideal enthalpy of each component is calculated by subtracting a departure

factor from the ideal enthalpy according to equation 3.15 [Reid et al., 1987].

Hi = Hi deal ,i −HSRK ,i (3.15)

The departure factor is calculated from an explicit function of temperature and

other parameters obtained from the SRK EOS (A and B), equation 3.16 [Reid et al.,

1987].

H = 1

BRT
·

(
AR2T 2

P 2 −T
∂A

∂T

)
ln

(
Z

Z +B
+RT (Z −1)

)
(3.16)

The derivative factor ∂A
∂T is calculated by applying the mixing rules 3.3 which result

in equation 3.17.

d A

dT
=−R

2

(
0.42747

T

)0.5 NC∑
i

NC∑
j

xi · x j ·

(
mi

√∣∣∣∣Ai ·
Tc, j

P

T 2

Pc, j ·R2

∣∣∣∣+m j

√∣∣∣∣A j
Tc,i

P

T 2

Pc,i ·R2

∣∣∣∣)
(3.17)

The ideal enthalpy is calculated by integrating in respect to temperature a polyno-

mial function of the heat capacity with temperature, equation 3.18 [Reid et al., 1987].

Hi deal ,i =
∫ T

Tr e f

CP,i (T )dT (3.18)

Where CP,i is expressed by equation 3.19 [Reid et al., 1987].

CP,i = Ai +Bi T +C T 2 +Di T 3 +Ei T 4 (3.19)

The non-linearity of the enthalpy with temperature for this multicomponent system

with phase change is therefore accounted by having a polynomial expression for the

specific heat capacity.

3.1.4 Implementation of the thermodynamic model

Two different approaches are available for implementing a thermodynamic model in a

process simulation or optimization framework:
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1. two layers approach, when the thermodynamic model is solved separately and

the numerical results are passed to the process model

2. one layer approach, when the thermodynamic model and the process model are

solved simultaneously

The two layer approach is by far the most common between the two, mainly because

of its robustness in solving equilibrium equations such as flash calculations. With this

method, the roots of the cubic equation of state are determined either analytically or

numerically using a root function in a nested subroutine for example [Kamath et al.,

2010]. The advantage is that one can include logical preposition to select the correct

roots for each phase, considering that the maximum value of the roots corresponds to

the vapor phase, while the minimum root corresponds to the liquid phase. The main

disadvantage is that at each iteration point the thermodynamic layer must converge to

a feasible solution before the process layer is converged. Another disadvantage is that

only part of the information of the thermodynamic model (e.g. numerical values of

thermodynamic properties) is passed to the process layer, which may lead to numerical

problems when the entire model is simulated or optimized [Kamath et al., 2010].

The one layer approach can be used both for simulation and optimization. For op-

timization purposes, the cubic equations of state 3.2a is added to the process model

and passed to the optimizer solver as equality constraints, while the first and second

derivative are passed as inequality constraints to assign the roots of CEOS to the correct

phase [Kamath et al., 2010]. Both the first and second derivatives of the CEOS are posi-

tive when evaluated at the vapor phase root. For the liquid phase, the first derivative is

positive while the second derivative is negative.

For simulation purposes, a cubic equation of state can be added for each phase as

an additional algebraic equation to the the differential and algebraic system of equa-

tions formed by the process model [Skogestad, 2008]. Since the number of states must

match the number of equations, two additional states are added to the model: one for

vapor compresibility and one for the liquid compresibility. The compresibility factor is

added as a state of the model since it cannot be expressed as an explicitly function of

the other states. With this method, it is avoided to solve in a subroutine for the roots of

the cubic equations of state. The deficiency of this method is that it requires a careful

initialization and the user must supply a feasible or very close to feasible point as initial

conditions to the solver [Reyes-Lúa et al., 2016].
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In this work, it is chosen to add the vapor ZV and liquid ZL compresibility as states

along with two algebraic equations 3.2a resulted from the thermodynamic model from

section 3.1.1. This implementation is presented in chapter 4.

3.2 Process modelling approaches

Two process modelling approaches have been studied for this thesis and they are:

1. Differential and algebraic equations (DAE)

2. Mathematical problem with complementarity constraints (MPCC)

The focal point of this work is the differential and algebraic equations modelling

approach while the complementarity constraint is a secondary option briefly studied

towards the end of the available time for this thesis because it could potentially offer

better answers for the challenges posed by modeling a multicomponent phase change

process.

The general formulations for both methods are presented in the next two sections.

3.2.1 Differential and algebraic equations

The general form for differential and algebraic equations is given in equation 3.20. The

first equation 3.20a represents the differential part of the system while the equation

3.20b represents the algebraic part [MathWorks, b].

y ′ = f (t , y, z) (3.20a)

0 = g (t , x, z) (3.20b)

Where y ′ are the differential variables, x is a vector containing the algebraic vari-

ables and t is time.
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A process model consisting of differential and algebraic equations is commonly

seen in chemical processes. Usually the differential equations represent balance equa-

tions, such as total mass, component mass, energy or momentum, while the algebraic

equations represent conservation laws or constitutive equations [Preisig, 2016].

The model formulated with differential and algebraic equations is presented in sec-

tion 4.6.1, while the solver used to solve the system is presented in section 5.1.

3.2.2 Mathematical problem with complementarity constraints

Formulating a process model as a mathematical problem with complementary con-

straints (MPCC) arises from reformulating a mixed integer nonlinear problem (MINLP)

which in turn derives from reformulating a generalized disjunctive optimization prob-

lem.

The generalized disjunctive optimization problem is given in equation 3.21 [Herty

and Steffensen, 2012]. This formulation is of interest for this work since disjunctions

could account for the change of the model topology when a phase change happens.

For simulation purposes, only the equality and inequality constraints form the process

model, while the objective functionΨ(x) does not have a significance. Therefore it can

be set as a constant values (e.g. Ψ(x) = 0) such that it does not alter the results obtained.

min
x,Y

Ψ(x)+ ∑
k∈K

bk

s.t.H0(x) = 0

G0(x) ≥ 0

∨i∈Dk


Yi ,k

Hi ,k (x) = 0

Gi ,k ≥ 0

bk = γi ,k

 , k ∈ K

Ω(Y ) = True

Yi ,k ∈ {
True, False

}
K = {

1, . . . ,m
}

Dk = {
1,2, . . . ,nk

}

(3.21)
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Where x is a continuous variable, Yi ,k is a discrete decision variable and bk repre-

sents a continuous scalar that is equal to a fixed charge γi ,k . The problem has a total

of m disjunctions each of them containing nk terms. ∨i∈Dk is a logical operator that

signifies an exclusive or, meaning that when the decision variable Yi ,k is set to True, the

i-th constraints become valid [Herty and Steffensen, 2012].

To avoid a model with disjunctions and decision variables, the generalized disjunc-

tive optimization problem is converted into a mixed integer nonlinear program (MINLP)

with binary constraints, given in equation 3.22 [Herty and Steffensen, 2012].

min f (x)

s.t.g (x) = 0

g (x) ≥ 0

x1 ∈
{
0,1

}p

(3.22)

However, the binary variables are not easy to handle and therefor the binary con-

straints are relaxed and replaced with complementarity constraints. Thus, a mathe-

matical problem with complementarity constraints (MPCC) with continuous variables

as in equation 3.23 is constructed [Herty and Steffensen, 2012].

min f (x)

s.t.g (x) = 0

g (x) ≥ 0

0 ≤ x1⊥1−x1 ≥ 0

(3.23)

The possibilities available in the literature for solving a mathematical problem with

complementarity constraints are discussed in section 5.2. How this formulation could

be applied for dynamic modelling of a process, is presented in section 5.2.1.
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Chapter 4

Heat exchanger model

In section 2.1 it was discussed that the scope of this work is to develop a robust heat

exchanger model which is representative for all the heat exchangers of the reliquefac-

tion process described by Nekså et al. [2010], regardless of their operating conditions

or if a phase transition happens or not. The main challenge for a model for a phase

change process is to handle the appearance and disappearance of phases which affect

the topology of the model, in addition to the infeasibility of the vapor-liquid equilib-

rium condition in the single phase.

Before formulating a mathematical model of a phase change heat exchanger, the

phenomena behind it should be better understood. This is achieved by constructing

the phase envelope in section 4.1, discussing the model assumption is section 4.2, il-

lustrating the cell heat exchanger in section 4.3, presenting the states in section 4.4 and

finally the equations in section 4.6. All the discussion in this chapter is made in connec-

tion to the schematic representation of the countercurrent heat exchanger from figure

2.1.

4.1 Phase envelope

The phase envelope is constructed to have a better overview of the conditions in which

each phase (e.g. vapor, vapor-liquid and liquid) exist. The phase envelope from figure
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4.1 is represented for a mixed refrigerant fluid with the composition from table 2.2 in

section 2.1 since this is the stream that is modelled as phase changing fluid (see section

4.2).

The pressure and temperature data is obtained from the commercial process sim-

ulator Aspen Plus® and their relation is shown in figure 4.1. The red curve represents

dew points (when the first drop of liquid condenses) and it is the boundary between

the vapor and vapor-liquid regions. The blue curve represents the bubble point (when

the first bubble of vapor evaporates) and it is the boundary between the vapor-liquid

and the liquid regions. It can be observed that the two curves do no meet. That point

corresponds to the critical point, where there is no phase boundary.

Lets consider that initially the system is in single vapor phase. As heat is removed

from the fluid, the dew point is reached and liquid droplets start condensing and the

system transitions into two phase region. As more heat is removed from the cells, the

bubble point is reached and the system transitions into liquid region.

150 200 250 300
0

20

40

60

80

100
bubble points

dew points

Figure 4.1: Phase envelope of a nitrogen-methane-ethane-propane mixture with com-
position from table 2.2

In relation to the phase envelope from figure 4.1 and the countercurrent heat ex-

changer from figure 2.1, there are nine possible transitions for one stream and they are

represented in table 4.1.
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Table 4.1: Possible phase transitions

Case number Inlet Outlet

1 V
2 V L-V
3 L

4 V
5 L-V L-V
6 L

7 V
8 L L-V
9 L

4.2 Assumptions

This section presents the assumptions and considerations taken into account in the

model. The differences compared to the project are vapor-liquid equilibrium only in

the multiphase region and modelling the outlet flow with a valve equation.

Assumptions & other considerations:

• dynamic model to capture as many process characteristics as possible

• the heat exchanger is discretize intro M cells (or lumps) via finite control volume

method

• only one of the two streams of the heat exchanger is represented in the model,

since it is firstly desired to find a way to overcome the challenge brought by ap-

pearance and disappearance of phases

• given total transferred heat to account for the second stream of the heat exchanger

that is not represented in the model

• equal transferred heat to/from each cell, this is equivalent to having the second

stream at constant temperature

• no heat loses

• vapor-liquid equilibrium only for the two phase region

• different topology (set of equations) in each phase region
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• perfect mixing in each cell, resulting in constant conditions (temperature, pres-

sure, composition etc.) in each cell individually

• linear averaging rules to calculate different mixing properties in the two phase

region

• no slip between the vapor and liquid phases (i.e. they have the same velocities)

• SRK equations of state incorporated in the model with liquid and vapor compre-

sibilities as states of the model

• neglected wall heat capacity

• maximum 5 mbar pressure drop

• a valve equation gives the outlet flow of each cell

4.3 Model illustration

In order to formulate a model, one should first have a clear picture of the process phe-

nomena. In figure 4.2, it is illustrated how the finite control volume method is dis-

cretizing the heat exchanger into M cells of equal and constant volume. As a stream,

illustrated as hot in the figure, with the specified inlet conditions: flow FH ,0, composi-

tion zH , pressure PH ,i n and enthalpy HH ,i n as a function of temperature TH ,i n enters

the first cell, heat Q is removed thus changing the conditions in each cell. In each cell,

the temperature, pressure and compositions are considered constant; meaning that the

temperature profile along the heat exchanger is a discrete one, as it is showed in the

bottom part of figure 4.2. However, as the number of cells increases, the temperature

profile will better match the real profile given by the red curve.

Remark: The figure is not quantitative and is for illustration purpose only. The red

curve is not drawn based on process or simulation data, and its actual shape is subject

to change.
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T

. . .Hotin

 zH  FH,0   TH,in    
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Figure 4.2: Heat exchanger lumped model

4.4 Inputs and states

Before formulating the model equations it is necessary to know what the model should

be solved for, or in other words, what are the inputs (given variables) and the outputs

(unknown variables). It should be restated that the model is not developed with a final

design scope but for process optimization, and hence a few design parameters (volume

and pressure drop) are considered given. The model inputs are the following:

• inlet stream process conditions: molar flow, temperature, pressure, composition

• design parameters such as volume, or pressure drop

• number of cells

• heat load (further discussed in section 4.6.1.4)

The outputs are related to the states of the model since the latter offer the minimum

information about the current conditions of a process required to know how the process

will evolve [Preisig, 2016]. Table 4.2 presents the states of the model together with their

total number in each cell. The states in one cell are: one total holdup, NC components

holdup, one internal energy, one temperature, NC liquid and vapor compositions, one

liquid volume, one vapor compressibility, one liquid compressibility and one pressure.
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The total number of states for the lumped HEX is obtained by multiplying the number

of states per cell with the number of cells, M . It should be pointed out that if the stream

remains in vapor phase then the states corresponding to the liquid (e.g. liquid volume,

liquid composition, liquid compressibility) do not have a physical meaning and in this

case they are considered as dummy variables used to keep the same number of states in

the model regardless of the number of phases. This will also be discussed in the model

equations in section 6.1.3. Of course, vice versa is valid for the case when the stream is

only liquid, case when the vapor states are passed as dummy variables.

Table 4.2: Model States

State Symbol Units Number

Total holdup N kmol M

Component holdup n kmol M · NC

Internal energy U MJ
kmol M

Temperature T K M

Liquid composition x kmol
kmol M · NC

Vapor composition y kmol
kmol M · NC

Liquid volume VL m3 M

Vapor compressibility ZG − M

Liquid compressibility ZL − M

Pressure P MPa M

4.5 Model stiffness

Stiffness represents a property of the mathematical model and it is associated with hav-

ing slow and fast changes in the model functions or states [Shalashilin and Kuznetsov,

2003]. In this specific model of the heat exchanger, the mechanical momentum corre-

lated to a change in pressure has a much more faster variation compared to the tem-

perature variation which is slow. As a result the model has different time scales and it
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is stiff. It is important to know if the process model is stiff or not in order to choose a

proper numerical method to capture all the required characteristics of phase change

process. The solver chosen is further presented in section 5.

4.6 Model formulations

As mentioned in section 2.1, different approaches to handle the appearance and disap-

pearance of phases have been studied together with the infeasibility of the vapor-liquid

equilibrium in single phase.

The approaches can be generalized into two main categories:

1. using different topologies in each phase from the phase envelope figure 4.1

1.1. having one different sets of differential and algebraic equations for each

phase region and a conditional algorithm to switch between them

1.2. having a single set of equations with complementarity constraints to elimi-

nate the terms for the non-existent phase

2. alternatives formulations which imply using an artificial mathematical mean to

have a single set of differential and algebraic equations, while still being able to

satisfy the VLE conditions even if one of the phases is not present

2.1. cancelling the compresibility algebraic equations for the non-existing phase

2.2. adding trace components to keep the system always in two phase region

2.3. giving fictions compositions to the non-existent phase

Each of them is discussed in the next sections.

4.6.1 Different set of equations for each phase region

This approach is the most studied in this work and is therefore the most amply pre-

sented and discussed. Here the vapor-liquid equilibrium algebraic equation is used

only for the two phase region, which means that the topology of the model (type of
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equations and number of valid states) will change with the appearance and disappear-

ance of phases. The first step taken in formulating the model is to propose one set of

equations without VLE in the single phases and a different set, with VLE for the multi-

phase region, followed by implementing logical propositions to switch between topolo-

gies.

This section describes the equations needed to determine the conditions for each

cell of the heat exchanger. First, the model is written for the two phase region where

the VLE condition has a feasible solution and subsequently the two-phase model is re-

duced to a single phase model. A representative cell j of the heat exchanger along with

the input (from cell j-1) and outputs is illustrated in figure 4.3. The equations for all

phases are formulated for cell j = 1. . . M and components i = 1. . . NC . The model con-

tains both differential and algebraic equations, and thus falls into the the category of

differential and algebraic system of equations (DAE). The next two sections 4.6.1.1 and

4.6.1.2, present the equations used for both single and two phase region.

Qj

Fj-1, xi,j-1, yi,j-1  

j

Pj

V
Hj-1   Hj   

Nj

nL,j

nG,j

Tj 
Fj-1, xi,j, yi,j 

Figure 4.3: Representative cell of the heat exchanger

4.6.1.1 Equations for two phase region

The base for the two phase region model is a dynamic flash calculations adapted from

Skogestad [2008]. An important note should be made in connection with the number of

outlet streams of a classic flash tank and this heat exchanger cell model. The design of

a flash tank implies two isolated vapor and liquid outlet streams. As the heat exchanger
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in this work is modelled as a series of lumps and perfect mixing is assumed, each cell

has only one outlet, which can have either multiphase or single phase condition.

Compared to the specialization project, a detailed derivation of of the differential

model equations is presented in this work. The dynamic equations are written con-

sidering that the accumulation of a quantity Θ in time in a cell in determined by the

sum of two terms. The first of them is the difference of the inlet and outlet of the re-

spective quantity through the system boundaries. The second of them is the difference

between the generated and loss of quantity internally in the system according to the

general balance equation 4.1 [Skogestad, 2008]. The generation and loss term are spe-

cific for systems with chemical reactions and as a consequence are not needed in a heat

exchanger model and the general balance equation can be simplified. The two phase

model is given in equation 4.10.

dΘ

d t
=Θi n −Θout +Θg ener ated −ΘLoss

=Θi n −Θout

(4.1)

The model has a dynamic mass (eq. 4.2), component (eq. 4.5) and energy balances

(eq. 4.9). A dynamic momentum equation accounting for the pressure drop is missing

since not enough design and process data is available.

In equation 4.2 the accumulation of mass (given as total holdup N ) in time in a cell

j is given by the difference between the inlet and the outlet flows.

d N j

d t
= F j−1 −F j (4.2)

Remark: The flow pattern for the multiphase region is modelled considering perfect

mixing (i.e. vapor perfectly dispersed into liquid) and same phase velocities. With this

assumption, one mass balance equations can be written to account for both the vapor

and liquid phases. The opposite alternative corresponds to the assumptions of sep-

arated flow pattern (stratified or annular), when the vapor and liquid phases are not

mixed and thus can be seen as two different systems separated by a vapor-liquid inter-
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face. In the latter case, one mass balance equation should be written for each vapor

and liquid phase respectively and also the mass transferred through the vapor-liquid

interface should be included as a outlet stream [Bratland, 2013].

In equation 4.5, the accumulation of component i (given as component holdup ni )

in time in a cell j is determined by the inlet and outlet flows of the respective compo-

nent, modelled considering perfect mixing rule. Thus the total flow of component i is

given by the sum of its vapor and liquid flows which in turn are expressed as a product

of the total flow, vapor fraction or liquid fraction respectively and concentration in the

respective phase. It should be noted out that the liquid and vapor fraction sum to 1

and thus the liquid fraction can be expressed as a explicit function of the vapor fraction

4.4. The derivation of 4.5 is given in equations 4.3 and 4.4. General component mass

balance is:

dni , j

d t
= Fi , j−1 −Fi , j (4.3)

Where the inlet F j−1 and outlet F j flows for each component i can be expressed as:

Fi = FVi +FLi

= Fi · v +Fi · l

= Fi · v +Fi · (1− v)

= F · yi · v +F · xi · (1− v)

(4.4)

By combining equations 4.3 and 4.4 the final form of the component mass balance re-

sults in equation 4.5:

dni , j

d t
= F j−1 · v j−1 · xi , j−1 +F j−1 · (1− v j−1) · yi , j−1 −F j · v j · xi , j −F j · (1− v j ) · yi , j (4.5)

Another form of the component mass balance can be formulated on the basis that

the overall mixture composition does not change along the heat exchanger (due to per-

fect mixing and no slip assumptions). Thus, there is no need to used an explicit for-

mulation of the vapor and liquid compositions and fractions, as it was implemented

in the specialization project. The two formulations are identical as long as the overall
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composition is constant. The form 4.5 is preferred since it can better capture the dy-

namics of the system and is more adequate if this heat exchanger model would be used

to simulate all refrigeration cycle or if a slip relation (i.e. different phase velocities) is

introduced, cases where overall composition is subject to change.

The energy balance is given in equation 4.9 where the accumulation of energy in

time in a cell j is determined by difference between the heat load of inlet flow, heat

load of the outlet flows and the heat that is removed from each cell Q. The heat load

of the inlet and outlet flows are modelled using the same perfect mixing rules as in the

component balance i. No heat is lost to the environment. The general energy balance

for this cell HEX model is given by equation 4.6.

du j

d t
= h j−1 −h j −Qcel l (4.6)

Where in inlet h j−1 and outlet h j heat rate is given by equation 4.7 where the phase

specific molar enthalpy H is calculated based on the thermodynamic model presented

in section 3.1.3.

h = hV +hL

= FV · HV +FL · HL

= F · v · HV +F · l · HL j

= F · v · HV +F · (1− v) · HL

(4.7)

The heat removed is considered to be equal for each individual cell and is equal to

the total heat removed divided to the number of cells according to equation 4.8.

Qcel l =
QHE X

M
(4.8)

By combining equations 4.6, 4.7 and 4.8 the final form of the energy balance result
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in equation 4.9.

du j

d t
= F j−1 · v j−1 · HV j−1 +F j−1 · (1− v j−1) · HL j−1 −F j · v j · HV j −F j · (1− v j ) · HV j −Qcel l

(4.9)

In addition to dynamic balance equations the model also has the following algebraic

equations:

• total internal energy (eq. 4.10d), derived from the the thermodynamic definition

of enthalpy

• component holdup (eq. 4.10e), considering it as linear combination of total holdup

and component composition

• vapor-liquid equilibrium (eq. 4.10f), as described in section 3.1.2

• total holdup (eq. 4.10g), considering perfect mixing of phases

• vapor compresibility (eq. 4.10h), as described in section 3.1.1

• liquid compresibility (eq. 4.10i), as described in section 3.1.1

• composition consistency (eq. 4.10j).

The equations for calculating the vapor and liquid compresibility are hereby incor-

porated in the set of equations and therefore are not calculated in a subroutine. This

is equivalent to having a single layer approach where both the process and the ther-

modynamic equations are solved simultaneously which means that all equations will

converge to a solution at the same time whereas in the case where they are solved sep-

arately, the thermodynamic model has to converge first in order to provide the thermo-

dynamic properties required by the process equations [Reyes-Lúa et al., 2016].

For a better overview of the model, the algebraic equations are presented together

with the differential equations in 4.10.
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d N j

d t
= F j−1 −F j (4.10a)

dni , j

d t
= F j−1 · v j−1 · xi , j−1 +F j−1 · (1− v j−1) · yi , j−1 −F j · v j · xi , j −F j · (1− v j ) · yi , j

(4.10b)

du j

d t
= F j−1 · v j−1 ·hV j−1 +F j−1 · (1− v j−1) ·hL j−1 −F j · v j ·hV j −F j · (1− v j ) ·hV j −Qcel l

(4.10c)

u j +P j ·Vcel l −HV j ·nV j −HL j ·nL j = 0 (4.10d)

ni , j −xi , j ·nL j − yi , j ·nV j = 0 (4.10e)

yi , j −Ki , j · xi , j = 0 (4.10f)

N j −nL j −nV j = 0 (4.10g)

Z 3
V j

+Z 2
V j

+ZV j · (AV j −BV j −B 2
V j

)− AV j ·BV j = 0 (4.10h)

Z 3
L j

+Z 2
V j

+ZL j · (AL j −BL j −B 2
L j

)− AL j ·BL j = 0 (4.10i)

NC∑
i=1

xi , j −
NC∑
i=1

yi , j = 0 (4.10j)

The last algebraic equation 4.10j is derived considering that the sum of all composi-

tions in each phase is equal to unity (eq. 4.11) and one can subtract the latter from the

former.

NC∑
i=1

xi , j = 1 (4.11a)

NC∑
i=1

yi , j = 1 (4.11b)
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4.6.1.2 Equations for single phase region

On the grounds that heat exchanger in a refrigeration cycles can be operated in all phase

regions, a robust model should be valid in all possible phases. However, as mentioned

before, the VLE condition does not provide a feasible solution in either of the single

phases and thus the topology of the model must be changed, implying that two phase

model must be reduced to a single phase model. This is done by eliminating the VLE

condition and neglecting the variables corresponding to the non-existing phase in the

process and thermodynamic equations.

The set of equations for the vapor are presented in equation 4.12.

d N j

d t
= F j−1 −F j (4.12a)

dni , j

d t
= F j−1 · yi , j−1 −F j · yi , j (4.12b)

du j

d t
= F j−1 · HV j−1 −F j · HV j −Qcel l (4.12c)

u j +P j ·Vcel l −HV j ·nV j = 0 (4.12d)

yi , j −
ni , j

N j
= 0 (4.12e)

Z 3
V j

+Z 2
V j

+ZV j · (AV j −BV j −B 2
V j

)− AV j ·BV j = 0 (4.12f)

N j −nV j = 0 (4.12g)

The corresponding set for the liquid phase are presented in equations 4.13.
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d N j

d t
= F j−1 −F j (4.13a)

dni , j

d t
= F j−1 · xi , j−1 −F j · xi , j (4.13b)

du j

d t
= F j−1 · HL j−1 −F j · HL j −Qcel l (4.13c)

u j +P j ·Vcel l −HL j ·nL j = 0 (4.13d)

xi , j −
ni , j

N j
= 0 (4.13e)

Z 3
V j

+Z 2
V j

+ZV j · (AV j −BV j −B 2
V j

)− AV j ·BV j = 0 (4.13f)

N j −nL j = 0 (4.13g)

This procedure results however in a change of the number of equations compared

to the two phase region. If the phase location is known a priori, then different solvers

can be used for the single and two phase formulations respectively. However, one of

the premises of this model is that the phase transition is not known a priori, meaning

that it is not known beforehand what model formulation to use. One must first detect a

phase transition and then switch between the set of equations. In order to have a single

robust implementation of the model, the switch between the two formulations should

be handled automatically by the solver which requires that the number of states and

equations is the same in both formulations. Therefore, dummy states and equations

are introduced to account for the non-existent phase and keep the number of equations

and states constant. It should be remarked that these dummy variables can have any

numerical values without influencing either the process or the thermodynamic model.

A possibility to create the dummies would be to attribute the value zero to all variables

without a physical meaning. However this will create discontinuities in the model and

it would make it unsolvable since convergence is not reached [Sahlodin et al., 2016]. To

avoid discontinuities, the non-physical variables are initialized to values different than

zero, given by the user. This could for example correspond to the dew or bubble points

conditions such that a continuous transitions is made from single to multiphase region

or vice versa.
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The dummy equations introduced for vapor phase are given in equations 4.15.

xi , j −xi ,0 = 0 (4.14a)

VL, j −VL,0 = 0 (4.14b)

ZL j −ZL,0 = 0 (4.14c)

The reciprocal dummy equations and states should be introduced if the fluids are

only in liquid state are given in equations 4.15.

yi , j − yi ,0 = 0 (4.15a)

VV , j −VV ,0 = 0 (4.15b)

ZV j −ZV ,0 = 0 (4.15c)

Thus the full model for the single vapor region consists of equations 4.12 and 4.15a,

while the full model for the single liquid region consists of equations 4.13 and 4.14a.

4.6.1.3 Additional algebraic equations needed for all phases

It can be observed that all sets of equations 4.10, 4.12 and 4.13 equations have some

unknowns variables which are not given as states and other algebraic equations are

needed to compute them. These variables are not given as states since they can be

explicitly expressed a function of the states from table 4.2. As contrary to the project

work [Zotică, 2016], where the flow was "controlled" with two imaginary P-controller,

the outlet flow of this work is modeled using the valve equation 4.16a. This can be

imagined as there is a valve that controls the outlet flow of each cell, which of course

does not have a physical meaning in this process and it is used for modelling purposes

only. The pressure is assumed to have a linear drop along the heat exchanger, while the

valve coefficient k is calculated by dividing the inlet flow F0 to the total pressure drop

∆P and the number of times the pressure changes: M (number of cells) plus two (inlet

and outlet streams).
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The outlet flow of cell j is given by a linear combination between the pressure in cell

j and pressure in cell j+1 respectively, accordingly to equation 4.16a.

F j = k ·
√

P j −P j+1 j ∈ {
1. . . M −1

}
(4.16a)

k = F0

∆P · (M +2)
(4.16b)

This equations can only be written for j ∈ {
1. . . M −1

}
cells since at j = M the term

P j+1 becomes PM+1, and according to table 4.2, the number of values for the pressure

vector has to be equal to the number of cells. This means that pressure PM+1 of the

outlet stream is not part of the states and therefore has to be given. Hence, the outlet

pressure is given as PM+1 = Pout equal to the difference between the inlet pressure Pi n

of the stream and the assumed pressure drop∆P . The outlet flow of the last cell is given

in equation 4.17.

FM = k ·
√

PM −Pout (4.17a)

Pout = Pi n −∆P (4.17b)

Other unknowns variables are computed from the phase distribution. The volume

of a cell is calculated with equation 4.18 by dividing the total heat exchanger volume

VH E X to the number of cell M since the volume of each cell is constant (finite control

volume method).

Vcel l =
VHE X

M
(4.18)

The vapor volume in each cell is given in equation 4.19, where it is calculated as the

difference between the cell volume from equation 4.18 and the liquid volume VL which

is one of the states of the process from table 4.2.

VV j =Vcel l −VL j (4.19)

The vapor holdup in each cell nV is determined with equation 4.20 by dividing the
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the vapor volume VV to the molar volume of the vapor phase VmV obtained from equa-

tion 3.4 of the SRK thermodynamic model.

nV j =
VV j

VmV , j

(4.20)

The liquid holdup in each cell nV is determined with equation 4.21 by dividing the

the liquid volume VV to the molar volume of the liquid phase VmL obtained from equa-

tion 3.5 of the SRK thermodynamic model.

nL j =
VL j

VmL, j

(4.21)

The vapor fraction of each cell is calculated by dividing the vapor holdup to the total

holdup, according to equation 4.22.

v j =
nV j

N j
(4.22)

It can be observed that when the vapor fraction is equal to unity and the system is in

vapor phase, the vapor holdup is equal to the total holdup while liquid volume is zero

and the gas volume is equal to the cell volume. Similarly, when the vapor fraction is zero

and the system is in liquid phase, the liquid holdup is equal to the total holdup while

the vapor volume is zero and the liquid volume is equal to the cell volume.

The K-values needed for the VLE calculation are computed as the ratio of liquid

fugacity φL and vapor fugacity φV , both obtained from equation 3.3a of the SRK the

thermodynamic model.

Ki , j = φL

φV
(4.23)

4.6.1.4 Time dependent heat function

In the specialization project [Zotică, 2016] the removed heat QHE X was considered con-

stant in time. Since the model is dynamic, it is desired to predict how the process would

behave when the heat changes with time. For this reason, the time dependent heat

function from algorithm 1 is implemented in this work. The algorithm considers that
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no heat is removed from the heat exchanger before time t1. Then the removed heat is

increased until time t2 is reached, after which the heat is constant and is equal to the to-

tal value of the heat removed, equivalent to the maximum value of the transferred heat.

A physical interpretation of this algorithm is that until time t1, the system is at a steady-

state and all cells have conditions equal to the ones of inlet stream. After the point in

time t1, the heat transferred from each cell increases and the temperature drops in each

cell and as a consequence all other cell conditions are changed. In other words, the heat

exchanger is simulated as it would have a switch on button for starting removing heat,

which in practice would correspond to a start-up scenario

The parameters t1 and t2 can be receive any values depending on what character-

istics of the process should be represented, as long as the following inequalities con-

straints are satisfied: 0 ≤ t1 ≤ t2. The shape of the heat function is dependent on pa-

rameters t1 and t2 as indicated in figure 4.4. It can either be a step function when t1 = t2

as shown in figures 4.4a and 4.4b, or a ramp function when t1 6= t2 as illustrated in figure

4.4c. The difference between figures 4.4a and 4.4b is that in the former heat is removed

from the initial time point t0 = 0 while in the latter a different time point is chosen. This

scenario could be equivalent to a start-up of the refrigeration cycle which would cor-

respond to figure 4.4a or to a disturbance in flow of the second stream of the process

(modelled here as the total removed heat) that lasts between time t1 and t2 as in fig-

ures s 4.4a and 4.4b. In figure 4.4 the values for are given for arbitrarily for illustrations

purposes and are not relevant to the process.

Algorithm 1: Heat ramp function

if t ≤ t1 then

QHE X = 0 ;

else if t1 < t < t2 then

QHE X = Qmax
t2−t1

(t − t1) ;

else

QHE X =Qmax ;

end

4.6.1.5 Comparison between the single and multiphase sets of equations

• Mass balance: equations 4.12a, 4.2 and 4.13a are the same

45



4.6. MODEL FORMULATIONS CHAPTER 4. HEAT EXCHANGER MODEL

0 50 100 150 200

Time [min]

0

10

20

30

H
e
a
t 

[M
J/

m
in

]

(a) t1 = t2 = t0

0 50 100 150 200

Time [min]

0

10

20

30

H
e
a
t 

[M
J/

m
in

]

(b) t1 = t2 6= t0

0 50 100 150 200

Time [min]

0

10

20

30

H
e
a
t 

[M
J/

m
in

]

(c) t1 6= t2 6= t0

Figure 4.4: Time dependent heat function

46



CHAPTER 4. HEAT EXCHANGER MODEL 4.6. MODEL FORMULATIONS

• Component mass balance: equation 4.12b is derived from 4.5 if the vapor fraction

v j is 1, while equations 4.13b is derived from 4.5 if the vapor fraction is 0

• Energy balance: equations 4.12c is derived from 4.9 if the vapor fraction is 1, while

equations 4.13c is derived from 4.12c if the vapor fraction is 0

• Internal energy: equation 4.12d is derived from equation 4.10d if the liquid hold

up is 0, while equation 4.13d is derived if the vapor hold up is 0

• Component holdup: equation 4.12e is derived from equation 4.10e if the liquid

holdup is 0, while equation 4.13e is derived if the vapor hold up is 0

• VLE: is written only for two phase region in equation 4.10f, while for single phase

region the dummy equations 4.14a or 4.15a are given

• Holdup: equation 4.12g is derived from equation 4.10g if the liquid holdup is 0

• Gas compressibility: equations 4.12f and 4.10h are the same and taken from SRK,

while equation 4.15c is a dummy equation

• Liquid compressibility: equation 4.10i and 4.10i are the same and taken from SRK,

while equation 4.14c is a dummy equation

• Compositions consistency: for two phase is given as sum of vapor composition

minus sum of liquid composition, as in equation 4.10j, while for the single phase

dummy equations 4.14b and 4.15b are used.

4.6.1.6 Switching algorithms

Two different options are implemented to change from one set of equations to the other.

The first option implies comparing the temperature of each cell with the dew point or

bubble point of the mixture. If the cell temperature is above the dew point, then the sys-

tem is in vapor phase and the first set of equations is selected. If the cell temperature is

smaller or equal to the the dew point and larger or equal to the bubble point, then the

system is in vapor-liquid phase and the second set of equations is selected , otherwise,

the third set is selected. The elseif condition is verified once the if conditions becomes

false. In addition, it is known before hand that temperature decreases, hence the tem-

perature of the cell is lower than the dew point in the second branch of the algorithm.

Therefore, it is necessary only to compare the temperature of the cell with the bubble

point, and there is no need to include the dew temperature in the elseif condition.
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One aspect of comparing the cell temperature with either the dew or bubble point

is that they are both implicitly dependent of the cell conditions (composition and pres-

sure), thus the dew point and bubble points is different, in each cell, even if not by

much. Thus the dew point and bubble points should be determined in each cell which

represents a disadvantage since these calculations should be implemented in a nested

subroutine which might negatively affect the convergence to a solution. In addition

having a nested subroutine increases the calculation time. However, if one assumes

constant composition and a small pressure drop, only a small variation of dew point

and bubble point is expected along the heat exchanger and they can be approximated as

constant. A detailed explanation of how this algorithm was implemented is presented

in section 6.1. The pseudocode is presented in algorithm 2.

Algorithm 2: Selection of equations set based on cell temperature

if T j −Tdew ≥ tol then

system is in vapor region =⇒ solve equations 4.12 ;

else if T j −Tbub ≥ tol then

system is in vapor-liquid region =⇒ solve equations 4.10;

else

system is in liquid region =⇒ solve equations 4.13 ;

end

The second option implies comparing the liquid or the vapor volume of the cell with

a given tolerance. If the liquid volume is below the given tolerance, then the system is

in vapor phase and the first set of equations is selected. If the vapor volume is below

the given tolerance, then the system is in liquid phase and the second set of equations

is selected, otherwise set three is selected. The pseudocode is presented in algorithm 3.

Algorithm 3: Selection of equations set based on phase temperature

if VL j ≤ tol then

system is in vapor region =⇒ solve equations 4.12 ;

else if VV j ≤ tol then

system is in liquid region =⇒ solve equations 4.13 ;

else

system is in vapor-liquid region =⇒ solve equations 4.10;

end
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4.6.1.7 Dew and bubble point calculation

Algorithm 2 uses the dew and bubble point as references to switch the model formula-

tions and thus the method for calculating them are described in this section. Both dew

and bubble point calculations are based on a flash calculation and the assumption that

vapor-liquid equilibrium condition is valid. For a given composition in the vapor or

liquid phases, a single pair pressure-temperature can exist at the dew or bubble points

respectively [Skogestad, 2008].

The dew point of fluid in vapor phase represents the point when the first drop of

liquid is formed, or in other words when the vapor begins to condense. The calcula-

tion uses a given vapor composition and can be made at given temperature when the

pressure is adjusted until the vapor begins to condense, or the other way around, at

given pressure when the temperature is adjusted[Skogestad, 2008]. In both cases, the

unknown state (temperature of pressure) is adjusted until the conservation law for the

liquid phase (eq. 4.24a is fulfilled which is equivalent to satisfying the VLE condition

4.10f, meaning equation 4.24a can be rewritten as 4.24b.

NC∑
i

xi = 1 (4.24a)

NC∑
i

Ki

yi
= 1 (4.24b)

A dew point calculation is the reverse of the one of bubble point. The bubble point

of fluid in liquid phase represents the point when the first bubble of vapor is formed, or

in other words when the liquid begins to boil. The calculation uses a given liquid com-

position and can be made at given temperature when the pressure is adjusted until the

liquid begins to boil, or the other way around, at given pressure when the temperature

is adjusted[Skogestad, 2008]. In both cases, the unknown state (temperature of pres-

sure) is adjusted until the conservation law for the vapor phase (eq. 4.25a) is fulfilled

which is equivalent to satisfying the VLE condition 4.10f, meaning equation 4.25a can
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be rewritten as 4.25b.

NC∑
i

yi = 1 (4.25a)

NC∑
i

Ki · xi = 1 (4.25b)

The way these calculations are carried out is further discussed in section 6.1.2.

4.6.2 Model with complementarity constraints

A model formulation with complementarity constraints can account for the changes in

topology while still using the same set of equations for all phase regions. The model

equations for this formulation are almost the same as the model formulation for two-

phase region presented in equation 4.10 presented in the previous section. There are

a few key differences however. Firstly, the vapor-liquid equilibrium condition has to

be relaxed such that this equation is also satisfied in the single phases (e.g. vapor and

liquid), according to equation 4.26, where β is a relaxation parameter. This relaxation

method originates in the work of Kamath et al. [2010] and was discussed in section 2.2.2.

yi =βxi (4.26)

Secondly, slack variables are introduced with the help of complementarity con-

straints, according to equation 4.27. The equations is adapted from the formulation

presented in equation 2.1. Each slack variable has designated a complementarity con-

straint, while the parameter β is determined based on equation 4.27c.

0 ≤ nV ⊥ sV ≥ 0 (4.27a)

0 ≤ nL ⊥ sL ≥ 0 (4.27b)

β−1− sV + sL = 0 (4.27c)
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The slack variables are orthogonal to the phase holdups, meaning that when the

slack variable for the liquid phase sL > 0, the liquid holdup nL = 0, and when the slack

variable for the vapor phase sV > 0, the vapor holdup nV = 0. These slack variables have

the role of cancelling the flows for the non-existent phases.

Thirdly, one can make use of the possibility of implementing inequality constraints

in this formulation. A good options would be the sign of the first and second derivatives

of the cubic equation of state 3.2a. These give an indication on the type of roots that the

equation has, and as a result, of the phase region that the system is in, as discussed in

section 3.1.4. These inequality constraints are presented in equation 4.28 and are taken

from the work of [Kamath et al., 2010].

f ′(ZV ) ≥ 0 (4.28a)

f ′′(ZV ) ≥ 0 (4.28b)

f ′(ZL) ≥ 0 (4.28c)

f ′′(ZL) ≥ 0 (4.28d)

It can be observed that this formulation is more complicated compared to a sim-

ple DAE formulation, namely because of the additional slack variables and relaxation

parameter which normally are determined using an optimization solver. Methods for

solving this model are given in section 5.2.

4.6.3 Alternative formulations

A few other modelling approaches have been tried in parallel to formulating the model

with different set of equations in order to have a simple model without using logical

proposition with a single set of equations for all phase regions while still remaining a

reliable and accurate representation of the process. All the alternatives presented below

forseek to circumvent the infeasibility of the vapor-liquid equilibrium condition in the

single phase regions and the use only the model formulation from equations 4.10.
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4.6.3.1 Canceling the compresibility algebraic equations for the non-existing phase

In this alternative, the liquid compresibility algebraic equation 4.10i was multiplied

with the liquid fraction and the vapor compresibility equation 4.10h with the vapor frac-

tion as is is given in equation 4.29. The other equations are the same as in the two phase

model formulations given in equations 4.10 in section 4.6.1.1. The idea behind it is to

cancel the terms accounting for the non-existing phase and eliminated the necessity to

solve for them. It can be observed that when the vapor fraction is equal to unity and the

system is in vapor phase, equation 4.29a is equivalent to equation 4.10h while equation

4.29b is reduced to 0 = 0. Since the algebraic equation is satisfied, it was expected that

the solver would not search for a solution for the liquid compresibility ZL . Similarly,

when the vapor fraction is equal to zero and the system is in liquid phase, equation

4.29b is equivalent to equation 4.10i while equation 4.29a is reduced to 0 = 0. Since the

algebraic equation is satisfied, it was expected that the solver would not search for a

solution for the vapor compresibility ZV .

v j ·
[

Z 3
V j

+Z 2
V j

+ZV j · (AV j −BV j −B 2
V j

)− AV j ·BV j

]= 0 (4.29a)

(1− v j ) ·
[

Z 3
L j

+Z 2
V j

+ZL j · (AL j −BL j −B 2
L j

)− AL j ·BL j

]= 0 (4.29b)

However, this alternative failed to produce a feasible solution. A possible explana-

tion is that, the algebraic equations 4.29 are non-smooth continuous functions and thus

require a non-smooth solver to provide a feasible solution which is beyond the scope of

this project.

4.6.3.2 Adding trace components to maintain the system in two phase

In this alternative, the approach is to introduce in the mixture a heavy component

which is in liquid phase at the conditions that a process stream is in vapor region and

a light component which is in vapor phase at the conditions that a process stream is in

liquid region, both in small concentrations ([0.1 - 0.5 %]). The purpose is to "force" the

system to be always in the multiphase region regardless of the operation conditions of

the heat exchanger. All the equations are the same as in the two phase model formula-
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tions given in equations 4.10 in section 4.6.1.1.

A possible light component is helium, chosen on the bases that it is in vapor phase

far beyond the lowest operating temperatures of natural gas liquefaction process. In

additions, helium is a natural byproduct of natural gas as result of natural radioactive

decay of a source rock followed by its accumulation in the gas reservoir [Zartman et al.,

1961] and it is reasonable to assume that helium is a trace component in a natural gas

liquefaction process. A possible heavy component is an oil which in the real process

is used as a lubricant for the screw compressor and it is reasonable to assume that it

can be found as a trace component even if a lubricant separation unit is in place [Nekså

et al., 2010]. This implementation was again unsuccessful and a good explanation is

that while the the mixture may seem to be in the two phase region, in reality one of the

phases contains only one component (trace component) while the other phase con-

tains the other remaining components and thus the vapor-liquid equilibrium between

all the components of the two phases does not hold and a feasible solution is therefor

not found.

4.6.3.3 Giving fictions compositions to the non-existent phase

In this alternative, the approach was to give fictitious components concentrations in

the non-existent phase and to set to zero the terms accounting for the holdup or flow of

the non-existent phase. All the equations are the same as in the two phase model for-

mulations given in equations 4.10 in section 4.6.1.1. The idea behind it was to "force"

the system to always numerically be in the two phase region, even though is is not phys-

ical possible. Yet again, this alternative was not successful in providing a good numer-

ical result for which several possible explanations can be found. Firstly, the phase lo-

cation should be known before hand if one wants to cancel the terms describing the

non-physical phase and to know when and where the fictitious compositions should

be given. Secondly, while the VLE conditions is satisfied numerically, the liquid and va-

por composition are dependent one of another and by having fictitious compositions

for one phase, the composition of the other phase will not match a real state of the mix-

ture which further results in inaccurate calculation of all thermodynamic properties of

a stream since they are calculated based on compositions averages. This means that

the fictitious compositions cannot be randomly given. At the same time it is difficult

to find values for the compositions that do not have a physical meaning such that the

model gives an accurate result. Another disadvantage of this method is that the phase
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location should be known beforehand such that one is aware

All three alternatives with a single set of differential and algebraic equations which

had the purpose to keep a simple model presented here seemed reasonable at the time

they were initially proposed. Even though their implementation did not produce fea-

sible results, these trials had a positive outcome in hindsight since the theory behind a

phase change process was better understood by making an analysis and finding expla-

nations for the failures.
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Chapter 5

Simulation methods

The next step after formulating a dynamic model for a phase change heat exchanger

is to test it through simulations. In section 4.6 two main modelling approaches for the

phase change process were presented, one formulation consisting of differential and

algebraic equations while the other formulations has in addition complementary con-

straints. Since the two formulations are different, one solving method has to be imple-

mented for each model respectively.

The two different simulations methods have been studies in this thesis are:

1. ode15s - differential algebraic equations solver in Matlab®

2. solving a mathematical problem with complementarity constraints

5.1 The ode15s solver

It can be observed that set of equations formulated for the two phase region in equa-

tions 4.10, for the vapor region in equations 4.12 and for liquid region 4.13 match the

general form of differential and algebraic equations 3.20. In order to simulated the

model in an equation oriented environment (solve all equations simultaneously), a dif-

ferential and algebraic equations solver must be used. The alternative is represented by
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a two layer approach when firstly the algebraic equations are solved and the results are

used in integrating the differential equations.

The general form of a differential and algebraic system of equations is written in its

semi-explicit form in equations 3.20. In addition to the set of differential and algebraic

equations, the initial condition of the problem, y(t0) = y0, must also be supplied. To

solve this system of equations, Matlab® uses a numerical differential formula to obtain

the solution iteratively starting at the initial condition y0 over the desired time interval

[Shampine and Reichelt]. The next solution is determined based on the results from the

previous time step. The time step can be variable [MathWorks, b].

For this purpose of simulating the model formulated in section 4.6.1, the ode15s

solver in Matlab® is chosen. The reasons behind choosing ode15s are are:

• it is already implemented in Matlab® which is an used friendly environment to

which the author is familiar to

• it has a varying time step, meaning that it is applicable to stiff system as this model

is expected to be according to section 4.5

• it can automatically detect events while simulating (see section 5.1.4)

The drawbacks of using ode15s are:

• to the best of the author notion, no literature is available for solving non-smooth

models with this solver

• it is not that easy to know the algorithm behind it

5.1.1 Mass matrix

The ode15s solves differential and algebraic equations with a mass matrix M written in

the form of equation 5.1. The mass matrix M can be either constant or time variant.

The former case is valid in this work.

MM (t , y) · y ′ = f (t , y) (5.1)
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The mass matrix is in fact the term that indicates to the solver what are the differen-

tial and algebraic variables and equations. Therefore, it is important to understand its

structure. M is a sparse square diagonal matrix which elements are 1 for the differential

variables and 0 for the algebraic variables, as showed in equation 5.2. It is important to

noticed that all algebraic variables are stacked after all the differential variables.

MM · y ′ =


y ′

1 0 · · · 0

0 y ′
2 0

...
... 0

. . . 0

0 · · · 0 0

 (5.2)

Considering the number of states from table 4.2, the size of the mass matrix for the

model in section 4.6.1 becomes (7+3· NC ) · M by (7+3· NC ) · M . The size of the mass

matrix must be constant during integration and hereby the importance of having the

same number or equations in both phases as mentioned in section 4.6.1 is demon-

strated. Lets consider that the system is in single vapor phase and the simulation is

started with the corresponding set of differential and algebraic equations 4.12. As heat

is removed, the temperature in the cell drops, the dew point is reached and the sys-

tem transitions in the two phase region where a different set of differential and alge-

braic equations is valid (eq. 4.10). If one wants to call the solver ode15s only once and

continue simulating for the two phase region without stopping at the dew point where

the switch in the set of equations happens, it is required to have the same number of

equations in all phases. To have the same mass matrix regardless of the phase region,

dummy variables and equations have been introduced for both single phases, as ex-

plained in section 4.6.1.2 (see equations 4.15a and 4.14a).

5.1.2 Non-smooth continuous ODE

By having a different set of equations for each phase and a switch condition to select

the correct set of equation, the model from section 4.6.1 becomes non-smooth. Thus,

one must first verify if the solver ode15s is applicable to such systems. To test the be-

haviour of the chosen solver, a simple example of a non-smooth continuous function is

created and solved using ode15s. The function selected is a differential equation, given

in equation 5.3. Until y ≤ 1 the function take the value y while when y > 1 the function
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takes the value −y +2. An initial condition is also provided since it is required by the

solver. The function is plotted in figure 5.1 in order to have a clear picture of its shape

and where the non-smooth point is. It can be observed from figure 5.1 that the function

is continuous and the non-smooth point is at y = 1.

y ′ =
{

y if y ≤ 1

−y +2 if y > 1y0 = 0.1
(5.3)

0 0.5 1 1.5 2

y

0

0.5

1

1.5

y
'

y   -y+2

Figure 5.1: Nonsmooth continuous function
from equation 5.3

Considering that ode15s uses an explicit method to numerically integrate starting

at the initial conditions, and continues iteratively to the next solution, it is expected

that solving for equation 5.3 will not produce any internal error in the solver or wrong

results. Figure 5.2 illustrates the result of solving for equation 5.3 with a time span t =
(0,10). Thus it is proven that ode15s can be used for non-smooth continuous differential

system of equations, and it is valid solver to use for the non-smooth model formulation

from section 4.6.1.

5.1.3 Investigating how the algebraic equations are solved

Beside the ability to solve non-smooth differential equations it is also important to un-

derstand how the algebraic equations of DAE system are solved with the ode15s solver.

For this purpose, an example with two differential equations and one algebraic equa-

tion is created.
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Figure 5.2: Integration of function from equation 5.3

The differential equations of the example considered are given in equation 5.4.

d x

d t
= 1.5−x − s · z1 − (1− s) · z2 (5.4a)

d y

d t
= 1

y
(5.4b)

The algebraic equation of the model is given in equation 5.5.

z3 + y · z2 + z −1.2 = 0 (5.5)

Where x and y are the differential variables. z1 and z2 are algebraic variables and

are two of the there roots of the algebraic equations 5.5. z1 is always taken as a real root,

while z2 can either be one of the two conjugated roots, when they exists, or one of the

other real roots otherwise. How the solver attributes the roots of the algebraic equation

to z1 and z2 is discussed in sections 5.1.3.1 and 5.1.3.2, where the solving methods are

described. s is a binary variable which takes values according to equation 5.6.

s =
{

1, if all roots of equation 5.5 are real

0, if only one of the roots of equation 5.5 is real
(5.6)

It is chosen to include the decision variable s to mimic what happens if one of the

phases disappears.
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Equation 5.5 is chosen such that its roots change from being one real and two com-

plex to there real roots when the value of the differential variable y becomes equal to

2.694. The change in the number of real roots is showed in figure 5.3 for different values

of y . In figure 5.3a, the algebraic equation 5.5 has a single real roots and two complex

conjugate. In figure 5.3b, when y = 2.694, the equation starts to have there real roots

with two of the being very close and thus almost indistinguishable. In figure 5.3c the

there real roots become evident as y increases.

The first reason behind formulating the algebraic equation in this way is to mimic

the behavior of the algebraic equation for compresibility 3.2a, equation which has one

real root in either of the single region and three real roots in the two-phase region.

The second reason for choosing this equations is to understand how ode15s treats

an algebraic equation that changes the type of roots from all real to one real and two

complex.

Two methods are used to solve the differential and algebraic system formed by equa-

tions 5.4 and 5.5:

1. one layer approach when ode15s is used to solve both the differential and alge-

braic equations

2. two later approach when the root function is used to solve for the roots of the

algebraic equation while ode15s is used only for the differential equations

5.1.3.1 One layer approach

In order to obtain two roots for the algebraic equation 5.5 with the ode15s, the alge-

braic equations 5.5 has to be supplied two times to the solver, one for each roots that

it desired to determine. Since the number of equations must be equal to the num-

ber of states, the new system has two differential states and two algebraic states: w =
[x y z1 z2]′. By adding one algebraic equation for each algebraic state, the system

becomes 5.7:
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Figure 5.3: Change in the number or real roots for equation 5.5
with y
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d x

d t
= 1.5−x − s · z1 − (1− s) · z2 (5.7a)

d y

d t
= 1

y
(5.7b)

z3
1 + y · z2

1 + z1 −1.2 = 0 (5.7c)

z3
2 + y · z2

2 + z2 −1.2 = 0 (5.7d)

To attribute the values to the binary variable s, algorithm 4 in implemented.

Algorithm 4: Algorithm for attributing the variable s as a function of the number
of real roots

if z1 & z2 are real then
s = 1;

else
s = 0;

end

Two different set of initial conditions were tested. The first set has all real numbers

for all states, while the second set has a complex values for the state z1. The reason for

giving different states is to investigate how ode15s treats them in solving the system of

differential and algebraic equations. The values for z10 and z20 are given by the roots of

equation z3 + y · z2 + z −1.2 = 0, which are: [0.5583;−1.0292+1.044i ;−1.0292−1.044i ].

The initial conditions are given below:

Table 5.1: Initial conditions

Simulation
Initial conditions

x0 y0 z10 z20

Case 1 1 1.5 0.5583 0.5583
Case 2 1 1.5 0.5583 -1.0292+1.044 i

The results of these simulations for the one layer approach are presented together

with the results of the two layer approach in section 5.1.3.2 in order to be able to make

a better comparison and analysis.

62



CHAPTER 5. SIMULATION METHODS 5.1. THE ODE15S SOLVER

5.1.3.2 Two layer approach

In the two layer approach the roots function in Matlab® is applied to determine all roots

of the algebraic equation 5.5. If all roots are real, the smaller roots is attributed to the

algebraic variable z2, while the largest root is attributed to the algebraic variable z1,

in a similar was that roots of the compresibility equation 3.2a could be attributed to

each phase in a two phase system (see section 3.1.4). The variable s takes values in

the same manner as in the previous sections (see equation 5.6). After determining the

roots, the differential equations are numerically integrated by the ode15s solver. The

roots function represents the inner layer of the algorithm while the ode15s represents

the outer layer. The algorithm used for this approach is given in algorithm 5. It should

be noted that the last value of the output of roots function is always real, for the case of

a cubic polynomial.

Algorithm 5: Two later approach algorithm

Determine the r = roots of equation 5.5;

if all roots are real then

z1 = max(r);

z2 = min(r);

s = 0;

else

z1 = r(3) % real value ;

z2 = r(1) % complex value;

s = 1;

end

Solve differential equations 5.4 with ode15s;

The same initial conditions were given for the differential variables x0 and y0 as for

the one layer approach (see table 5.1. No initial conditions are necessary for z1 and z2.

The results of these simulations for the one layer approach are presented together with

the results of the two layer approach in section 5.1.3.2, in order to be able to make a

better comparison and analysis.
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5.1.3.3 Results of one layer and two layer solving methods

The results from the one layer approach and two layer approach for solving the differ-

ential and algebraic system formed with equations 5.4 and 5.5 are illustrated in figure

5.4. Both systems were integrated over a time interval of 10 (time units). For the one

layer approach, only the case with the initial conditions all real (see table 5.1 was solved

without any errors, and it is this case showed in figure 5.4a. On the other hand, the

case where the algebraic state z2 was initialized as a complex values gave an error while

integrating: Unable to meet integration tolerances without reducing the step size below

the smallest value allowed at time t = 2.5. However, over the time period t = (0,2) when

ode15s was able to solve, the values for all states (including differential) are complex.

Since all variable are complex, plotting them is not very representative and the numer-

ical results are available in appendix D.
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Figure 5.4: Solving methods for equations 5.4
and 5.5

The difference between the two methods are clear by comparing figure 5.4a and

figure 5.4b. As the value for the differential variable y become greater than 2.694, the

roots of the algebraic equations 5.5 transition from the complex plane to the real plane

and the binary variable s changes from 1 to 0, it is expected to see a non-smoothness

in the differential variable x, according to equation 5.4a. This behaviour is captured by

the two later method and not by the single layer.

Thus one can conclude that solving for the roots of the algebraic equations in an

inner layer with the roots function followed by solving the differential equations with

ode15s is a more robust method as compared to using ode15s to solve both the differ-

ential and algebraic equations, in the case when the roots of the algebraic equations
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change from complex to real. The drawback of this method, however, is that the roots

functions is applicable only to polynomial functions.

It now understood that ode15s determines only one of the root for an algebraic

equation even if the former has several roots. Further, the root that is determined is

the one closest to the initial values given by the user, meaning that the solver is blind to

a change in the roots from all real to some real and some complex, or vice versa, from

complex to real. This means that when solving for the vapor and liquid compresibilities

from 3.2a, the solver is not able to adjust the type of roots as they are sensitive to the

initial conditions.

This proves once more that a model with a single set of equation for multicompo-

nent phase change process cannot be used for simulation with ode15s, and it is advis-

able to split the model for each phase region, as described in section 4.6.1.

Moreover, this can be yet another numerical explanation on why the alternatives

for circumventing the vapor-liquid equilibrium conditions presented in section 4.6.3.1,

4.6.3.2 and 4.6.3.3 were unsuccessful.

All these considerations demonstrate that the model has to be carefully constructed

and carefully initialized for a successful simulation with ode15s.

This analysis should perceived as only for the ode15s solver and should not be gen-

eralized for other DAE solvers which are not a product of Matlab®.

5.1.4 Event function

An advantage of the ODE solvers in Matlab® is that it incorporates an function which

detects when and event specified by the user happens during simulation. Indeed this is

beneficial if one wants to trace the phase change in this heat exchanger model. The de-

ficiency of ode15s event function is that it includes a detection along a single dimension,

in this case, time. The implications for this heat exchanger model are given in section

6.1.6. In order to use the event function, one must first learn how to construct it. The

event function detects an event when a mathematical expression supplied by the user

is equal to zero. At that point, the integration can either be continued or stopped. The

general form of the event function consists of three arguments [MathWorks, a]:
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• value, a mathematical expression that is equal to 0 when an event happens

• isterminal = 0, if the the integration should continue when the event is triggered,

and 0 otherwise

• direction = 0, if all zeros have to be detected; -1 if only the zeros where the func-

tion is decreasing have to be detected; +1 if only the zeros where the function is

increasing have to be detected

The exact structure of the event function implemented for this heat exchanger model

is presented along with the results in section 6.1.6 for a better overview.

5.2 MPCC solving methods

This section describes two methods available in the literature for solving a mathemat-

ical problem with complementarity constraints as well as an approach for how a dy-

namic model could fit to this formulation. This methods have only been briefly studied

due to time constrictions of the thesis. A detailed overview of these methods is pre-

sented in Herty and Steffensen [2012].

The drawback of formulating a MINLP into a MPCC by changing the binary vari-

ables into continuous variables with the use of complementarity constraints (see sec-

tion 3.2.2) is that the linear independent constraint qualification (LICQ - holds if the set

of active constraint gradients is linearly independent [Nocedal and Wright, 2006]) and

the Mangasarian–Fromovitz constraint qualification (MFCQ) are not satisfied at all the

feasible solutions of an MPCC. This implies that this problem requires a special numer-

ical solution [Herty and Steffensen, 2012].

The two approaches available for solving an MINLP reformulated as an MPCC are

[Herty and Steffensen, 2012]:

1. a relaxation approach to MINLP

2. a penalty approach to MINLP

Both methods involve solving a non-linear-problem, and therefore, a non-linear

solver is required. Moreover, as they are formulated as an optimization problem, the
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objective function f (x) has to be given as a constant (e.g. f (x) = 0) such that the pro-

cess is simulated and not optimized.

The relaxation approach is given in equation 5.8. This method implies relaxing the

complementarity constraints with the use of a relaxation parameter µ.

min f (x)s.t.g (x) = 0

g (x) ≥ 0

1 ≥ x1 ≥ 0

Φ(x1,1−x1) ≤µ

(5.8)

The penalty approach is given in equation 5.9. This method implies the use of one

of the penalty function given in equation 5.10. These are a measure of the constraints

violations done by the solver and are used redirect the solver towards to feasible solu-

tion.

min f (x)+ρΨ(x1,1−x1)

s.t. g (x) = 0

g (x) ≥ 0

1 ≥ x1 ≥ 0

(5.9)

Where the penalty function can either be either of the equations below.

Ψ(a,b) =
p∑

j=1
Φ j (a,b)

Ψ(a,b) =
p∑

j=1
a j ·b j

(5.10)

5.2.1 Discretizing the differential equations

An important observation is that the MPCC formulation is written in terms equality, in-

equality and complementarity constraints, meaning that this formulation only can fit

a process model written in terms of algebraic equations. Therefor if the dynamics of

process is desired to be modelled, the differential equation resulted from the balance
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equations have to be fully discretized and converted into algebraic equations. A possi-

bility of achieving this is by applying a collocation formulation to the differential equa-

tions[Biegler, 2010]. A collocation formulation implies approximating the differential

states y with polynomials of order K +1 over a single element as in figure 5.5.

hi

ti-1 ti

ti1 ti2 ti3

yk(t)

yi0 yi1
yi2

yi3

t1 t2 t3

Figure 5.5: Polynomial approximation for state profile across a finite element

There are several equivalent ways of expressing the differential state as a polyno-

mial. One of them is the power series representation given in equations 5.11.

yK (t ) =α0 +α1t +α2
t +·· ·+αK t K (5.11)

In order to determine the coefficient of the polynomial, the power series approx-

imation of the differential state is introduced in the differential equation resulting in

equations 5.12. This is further enforced as an algebraic equation.

d yK

d t
(ti k = f (yK (ti k ), ti k ), k = 1. . .K (5.12)

The advantage of using this method is that it allows solving simultaneously all equa-

tions with an NLP solver. An efficient NLP solver is needed for this solving large prob-

lems. A possibility is to use Newton-based barrier methods.

The implementation of this method requires a time step with variable size. The step

size should be adjusted internally by the algorithm such that the topology of the model

is changed exactly at the and of a time step [Biegler, 2010].
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Chapter 6

Simulation results

This chapter presents only the results of the simulations carried out with ode15s. Due to

insufficient time, the implementation and simulation of the model with complemen-

tarity constraints have not been carried out.

6.1 Results of simulations with ode15s

This section presents the results of simulating the model formulated as a different set of

differential and algebraic equations for each region with a switch algorithm to select the

valid set of equations. First, the model from section 4.6.1 is tasted for single vapor then

for two phase region followed by a transition from vapor to two phase region. The main

focus of this work is to try to simulate a transition from vapor to multiphase region.

Therefor simulations for the single liquid region have not been performed. However,

they are not conceptually different as the simulations presented in this section.

In additions, different values for parameters such as the number of cells M or the

variation of the heat removed QHE X with time are tested to observe the model be-

haviour to such changes.

For all simulations, the stream composition is the one from table 2.2, while the inlet

feed flow and pressure are from table 2.1. For all simulations the reference temperature
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Tr e f required for the enthalpy calculation is set to 298 K. Physical constants such as

critical temperature and pressure, acentric factor and coefficients for specific heat for

each component required by the thermodynamic model (see section 3.1) are given in

appendix B.

6.1.1 Initial conditions

The ode15s solve problem with an initial value, meaning that the initial conditions for

simulating this model have to be supplied. The initial conditions have to be consistent

of very close to, as discussed in section 5.1.

For these simulations a two step procedure was followed in order to obtain consis-

tent initial conditions. At first, a simulation was carried out using as initial condition

results from the specialization project. Then these results, taken at the last time step,

when the system stabilizes and the conditions are not changing, were used again as ini-

tial conditions for a simulation with no heat removed (QHE X ). These final results, again

taken at the last time step, were used as initial conditions for the results presented in

the next sections.

The idea behind this procedure is to obtain a set of initial conditions with the sys-

tem is at steady-state, where the temperature, phase compositions and vapor fraction

in each cell match the conditions of the inlet stream since no heat is removed. The ini-

tial conditions for the pressure in each cell on the other hand are given considering a

linear and constant pressure drop from the inlet to the outlet, the total pressure drop

being 5 mbar. A positive pressure drop is necessary to maintain a flow between the

cells, since the outlet flow is given as function of the pressure drop (equation 4.16a).

Another reason for using this method is to obtain consistent initial conditions for the

compresibility equations, which was shown to be important in section 5.1.3.

This method of supplying initial conditions is equivalent to a transient analysis of

the system. The system at one steady-state, and by removing heat, another steady-state

is reached.
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6.1.2 Dew and bubble temperatures calculations

Algorithm 2 compares the temperature in each cell with the dew or the bubble point re-

spectively to switch between the set of equations for each phase. Therefor it is required

to determined these temperatures. The theory behind calculating the dew and bubble

point is presented in section 4.6.1.7. The results of these calculations are presented be-

low. Considering that for these simulations the composition in each cell should remain

constant due to the no slip assumptions, and a linear pressure drop of 5 mbar is con-

sidered, the dew and bubble points can be calculated before running the simulations.

fmincon optimization function in Matlab is used to determine the dew and bubble

points for a mixture with the composition from table 2.2, with given pressures between

1.8239 MPa (inlet pressure of the mixed refrigerant stream) and 1.8234 MPa (thus a pres-

sure drop of 5 mbar), with a varying step of 1 mbar = 10−4 MPa. The purpose of using an

optimization solver is to pass the vapor-liquid equilibrium condition 4.10f as an equal-

ity constraint to the solver and thus determining both the temperature and the concen-

trations that satisfy equation 4.24a. The initial conditions supplied to the solver have

to be carefully chosen such that they are close to a feasible solution and thus they have

been taken from the commercial process simulator Aspen Hysys®. Due to the fact that

only the solution of the equality constraint is desired, the objective function is passed

as a constant number. The calculations are adapted from the bubble point calculation

script available online [Skogestad et al., 2013]. The results are presented in table 6.1.

Table 6.1: Dew and bubble points for a pressure variation of 5 mbar

Pressure [MPa] Dew temperature [K] Bubble Temperature [K]

1.8234 262.0048 165.2340
1.8235 262.0206 165.2362
1.8236 262.0363 165.2383
1.8237 262.0520 165.2405
1.8238 262.0678 165.2427
1.8239 262.0835 165.2448

It can be observed from table 6.1 that the variation in the dew temperature is∆Tdew =
0.0787 K while the variation in the bubble point is equal to ∆Tbub = 0.0108 K. As ex-

pected, these values are small considering the small pressure drop. Thus, the dew and

bubble points are assumed to be constant in time and space for all simulations. There-
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fore the arithmetic mean is used in simulations. The values are given in equation 6.1.

Tdew = 262.05 K =−11.1 ◦C (6.1a)

Tbub = 165.24 K =−107.9 ◦C (6.1b)

The advantage of considering the dew and bubble temperatures constant is that it is

not required to solve in an inner layer an optimization problem with fmincon to deter-

mine these points for each cell at each time step, meaning that the one layer approach

(i.e. equation oriented environment) with all equations solved at the same time still

applies.

6.1.3 Vapor phase simulation

This section presents the results for the heat exchanger operated in single vapor re-

gion. The model valid for this region is represented by equation 4.12, together with the

dummy equations 4.14a, which account for the variables corresponding to the liquid

phase, the non-existent phase in this case. The values for the dummy liquid composi-

tion and dummy liquid compresibility are initialized as equal to the dew point condi-

tions, while the dummy liquid volume is given as zero VL0 = 0. The reason why dummy

equations and variables are needed is discussed in section 5.1.1.

The simulation and design parameters needed are given in table 6.2. The inlet tem-

perature Ti nlet is taken from the reliquefaction cycle presented in section 2.1 [Nekså

et al., 2010]. The values for the heat exchanger volume, heat rate and pressure drop

are not available for literature. Therefore, reasonable values are considered for these

parameters.

In order to observe the behaviour of the model, the simulations are performed with

different number of cells (i.e. control volumes) and constant or varying heat. These

simulations along with their interpretation are presented in the next sections.
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Table 6.2: Simulation and design parameters for vapor phase

Parameter Value Units

Ti nlet 340.15 K
QHE X 10 MJ/min
VHE X 100 m3

∆Pmax 5 mbar
time 200 min

6.1.3.1 Varying the number of cells

Two values for the number of control volumes are used to test the trade off between

accuracy and computational speed: M = 10 cells and M = 60 cells. The heat removed

is constant in time (i.e., variables t1 and t2 from algorithm 1 are both set to 0). Both

switching algorithm presented in section 4.6.1.6 give the same results for this case.

The dynamic temperature profile is illustrated in figure 6.1. The inlet and outlet

temperature of these simulations are well within the single phase vapor region of the

phase envelope illustrated in figure 4.1.

As expected, the temperature drops in each cells with time from the inlet tempera-

ture as heat is removed. It should be remembered that the initial conditions for all same

are set to be equal to the inlet conditions, and that is why all cell have the same tempera-

ture at t = 0. Although the temperature profile for the case with 60 cells is more accurate

in representing the conditions inside the heat exchanger since the cells are smaller in

this case, the final temperature is the same for both numbers of control volumes used

and it equal to Toutlet = 269.12 K. However, the simulation time is approximately 15

time larger for the case with 60 lumps. Therefor is one is interested only in the outlet

temperature, 10 cells suffice for this case.

Another information that can be extracted from these simulations is the tempera-

ture profile once the system has stabilized and the cells temperature is not changing,

which is equivalent to a steady-state temperature profile. This profile is shown in fig-

ure 6.2 for both 10 cells (figure 6.2a) and 60 cells (figure 6.2b). Due to the increasing the

number of cells and thus decreasing the cell volume as well as the heat removed per cell,

it is expected to have more refined profile for the case with 60 cells. It can also be ob-

served that as the number of control volumes increases, the steady-state temperature
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Figure 6.1: Temperature profile for vapor phase simulation

profile approaches to a linear profile, which is expected when there is no condensation

(phase change).
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Figure 6.2: Steady-state temperature profile for vapor phase simulation

For the single vapor phase simulation the liquid volume is passed a dummy variable

(see section 4.6.1.2 and equations 4.14a), and thus is it expected that the liquid volume

remains at zero. This can in fact be seen in the steady-state profile for the liqud volume

in figure 6.3 for both 10 and 60 cells simulations.

An increase in the total holdup is observed in figure 6.4 for each cell with time. The

variation of the total holdup in time in each cell is dependent on the difference between

the inlet and the outlet of a cells, which is turn are an explicit function of pressure (see

equations 4.12a and 4.16a) and therefore, the allure of the plot is not straightforward to

explain. However, as as in this case only vapor exists in the cells, a good explanation is

that when the temperature decreases, the molar volume also decreases and the molar

density increases as a result. As the volume of each cell is the same, it is expected to
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Figure 6.3: Steady-state liquid volume profile for vapor phase simulation

have an increase of holdup in time and along the heat exchanger.
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Figure 6.4: Dynamic total holdup profile for vapor phase simulation

The steady-state profile for the total holdup (again taken at the last time step of the

simulation when the conditions are not changing) is illustrated in figure 6.5. As the

volume of a cell is smaller in the case of 10 cells, a smaller holdup is observed in the

case of 60 cells.

The variation of pressure in time in each cell is shown in figure 6.6, both for a num-

ber of 10 and 60 lumps. This pressure in each cell decreases at the first time step from

the initial condition supplied to a smaller value when heat start being removed from

the system. A plausible explanation is that removing heat acts as a disturbance from

a pressure point of view and the system tries afterwards to reach a new steady-state.

The reason why the pressure drops so fast in the first time steps is that momentum (or

pressure) propagation happens instantaneously. Secondly, it is possible that the ini-

tial conditions supplied are not consistent enough and the solver ode15s searches for

consistent values, thus slightly altering the values for the pressure.
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Figure 6.5: Steady-state total holdup profile for vapor phase simulation

A physical explanation for the increase in pressure in each cell in time at the first

time steps is that as the total holdup in each cell increases in time, thus the higher the

pressure that it exerts.
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Figure 6.6: Dynamic pressure profile for vapor phase simulation

The steady-state pressure profile can be extracted by taking the values for pressure

at the last time step, when the system is stable (i.e. not varying). The results are pre-

sented in figure 6.7. It can be observed that initially the total pressure drop assumed

stands.

The results are quite similar for both cases of control volumes simulations, as it can

be seen from figures 6.1a to 6.7. However, the simulations for 60 cells take around 15

times longer compared with the simulation for 10 cells. This means that there is not an

actual simulation benefit from using more than 10 cells for the single vapor phase.
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Figure 6.7: Steady-state pressure profile for vapor phase simulation

6.1.3.2 Varying heat removed with time

In section 4.6.1.4 algorithm 1 for the variation of heat removed with time from the heat

exchanger is presented. Therefore, simulations with varying heat in time are presented

in this section. As the number of cell does not influence significantly the results for the

single vapor phase case, only a number of 10 control volumes are used. The simulation

design and parameters are the same as in table 6.2. In connection to algorithm 1 the

time constant until no heat is removed is t1 = 20 min, while the time constant when the

heat increases linearly until its maximum values is t2 = 100 min.

The dynamic temperature profile is shown in figure 6.8. The temperature remain

constant until time is equal to t1 = 20 min when the temperature start decreasing. How-

ever, at the final time of the simulation the temperature in each cell has the same values

as in the previous section, since the amount of total heat removed is the same.

The dynamic total holdup profile is shown in figure 6.9. As the temperature does not

drop until t1 = 20 the holdup also does not change until this point in time. The results

at the final time step are the same as in figure 6.5, as the total heat removed is the same.

Compared to the temperature and holdup profiles, a difference appears in the dy-

namic pressure profile at the initial time step, as seen in figure 6.10. The pressure are not

equal in all cells due to the pressure drop that has to be considered in order to maintain

a flow between cells. A variation is pressure is observed in period between time t1 = 20

min when the heat start being removed at time t2 = 100 min when the heat reached its

maximum value, after which the pressure reached a steady-state.
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Figure 6.8: Temperature profile when heat is varying heat with time
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Figure 6.9: Total holdup profile when heat is varying heat with time
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Figure 6.10: Pressure profile when heat is varying heat with time
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6.1.4 Two phase simulation

The next step after the single vapor phase simulation is to simulate the case when the

heat exchanger operates in two phase region, meaning that the inlet of the heat ex-

changer is in vapor-liquid phase and the outlet is expected to be also in vapor-liquid

phase. The model valid for this phase is the one formulated in equation 4.10. The sim-

ulation and design parameters are presented in table 6.3. Both switching algorithm 2

and 3 give the same results. The dew and bubble point are considered constant and

equal to the values given inn equation 6.1.

Table 6.3: Simulation and design parameters for two phase

Parameter Value Units

Ti nlet 262.05 K
QHE X 20 MJ/min
VHE X 100 m3

∆Pmax 5 mbar
time 200 min

6.1.4.1 Varying the number of cells

The same values for the number of cells are used in the two phase simulations as in

the vapor phase simulation, i.e. 10 and 60 control volumes to test the trade off between

accuracy and computational speed. The heat removed is constant in time (i.e., variables

t1 and t2 from algorithm 1 are both set to 0). Both switching algorithm presented in

section 4.6.1.6 give the same results for this case.

The dynamic temperature profile is illustrated in figure 6.11. The inlet and outlet

temperature of these simulations are well within the two phase region of the phase en-

velope illustrated in figure 4.1. As expected, the temperature drops in each cell with

time from the inlet temperature as heat is removed. The final temperature is the same

in both case and it equal to Toutlet = 218.6 K. Even though the temperature profile for

the case of 60 cells has more accuracy in representing the temperature inside the heat

exchanger, the computational time is around 20 time larger compared to the case of 10

cells. Therefore, as for the case of single vapor phase simulation, the trade off between

accuracy and computational speed is far superior for the 10 cells case for a robust sim-

ulation.

79



6.1. RESULTS OF SIMULATIONS WITH ODE15S CHAPTER 6. SIMULATION RESULTS

0 50 100 150 200

Time [min]

210

220

230

240

250

260
T

em
p
er

at
u
re

 [
K

]

(a) 10 cells

0 50 100 150 200

Time [min]

210

220

230

240

250

260

T
em

p
er

at
u
re

 [
K

]

(b) 60 cells

Figure 6.11: Temperature profile for two phase simulation

The steady-state temperature profile, considered when the temperatures are not

longer changing, is shown in figure 6.12 for both 10 cells (figure 6.12a and 60 cells (figure

6.12b).

Another information that can be extracted from these simulations is the tempera-

ture profile once the system has stabilized and the cells temperature are not changing,

which is equivalent to a steady-state temperature profile. Due to increasing the number

of cells, and thus decreasing the cell volume as well as the heat removed per cell, it is

expected to have more refined profile for the case with 60 cells.
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Figure 6.12: Steady-state temperature profile for two phase simulation

The dynamic profile of the liquid volume is illustrated in figure 6.13. The increases

of liquid volume along the heat exchanger is in good accordance with the temperature

profile. As the temperature in the cells decreases, more liquid condenses and the liquid

volume increases in time in each cell. It can also be observed that the starting point of

the liquid volume is very close to 0 in both case since the simulation is ran from the dew
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point conditions of stream, which imply very small liquid volume.
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Figure 6.13: Dynamic liquid volume profile for two phase simulation

The liquid volume in each cell for the simulation of 10 control volumes (figure 6.13a)

is approximately 6 times higher compared to the simulation of 60 control volumes (fig-

ure 6.13b), as one would expect considering that the cell volume in the former case is

6 times higher (see figure 6.14 for illustration of the cell volume for both cases). Fig-

ure 6.14 demonstrates yet again that 10 cells are enough for a robust simulation of the

variation of liquid volume along the heat exchanger.

The steady-state profile for the liquid volume is obtained from the values at the last

time step, when the conditions of the process are not varying anymore. This profile is

illustrated in figure 6.14 for 10 and 60 control volumes respectively. The cell volume for

both simulations is also shown on figure 6.14 with a red line. The cell volume for 10

lumps is Vcel l = 10m3, while the cell volume for the 60 lumps is Vcel l = 1.667m3. The

cell volume is plotted to illustrated that none of the cell are overfilled during simulation.
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Figure 6.14: Steady-state liquid volume profile for two phase simulation
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The dynamic total holdup profile is shown in figure 6.15 for 10 and 60 control vol-

umes respectively. An increase in the total holdup for each cell with time which is in

good correlation with a decrease of temperature which results in an decrease of the

molar volume and increase of density.
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Figure 6.15: Dynamic total holdup profile for two phase simulation

The steady-state profile for the holdup is illustrated in figure 6.16 for 10 and 60 con-

trol volumes respectively. It can be observed that at steady-state the holdup for the case

of 60 cells simulation is approximately 6 times lower compared to the 10 cells simula-

tion which again matches the rapport of cell volumes for both cases.
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Figure 6.16: Steady-state total holdup profile for two phase simulation

The variation of pressure in time in each cell is shown in figure 6.17, both for a num-

ber of 10 and 60 lumps. The profile is similar with the vapor phase simulation pressure

profile from figure 6.6 and thus, the same explanation for this profile applies.

The steady-state pressure profile is shown in figure 6.18, both for a number of 10

and 60 lumps and again is similar to the steady-state profile for vapor phase simulation
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Figure 6.17: Dynamic pressure profile for two phase simulation

from figure 6.18.
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Figure 6.18: Steady-state pressure profile for two phase simulation

As in the case of vapor phase simulation, increasing the number of control volumes

simulated from 60 cells to 10 cells produces a more accurate representation of the phys-

ical phenomena inside the heat exchanger, while the outlet conditions are equal in both

cases. However, simulating the system for 60 cells takes around 20 time longer. Thus

10 cells are considered enough for a robust simulation for the case when the heat ex-

changer operates in the two phase region.

6.1.4.2 Varying heat with time

As in the case of the heat exchanger operated in vapor phase, a simulation of the heat

exchanger with varying heat in time is performed for the two phase region. The simu-

lation design and parameters are the same as in table 6.3. In connection to algorithm
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1 the time constant until no heat is removed t1 = 20 min while the time constant when

the heat increases linearly until its maximum values is t2 = 100 min.

The dynamic temperature profile is shown in figure 6.19 for both 10 and 60 cells.

It can be observed in figure 6.19a that for the 10 control volume simulated the tem-

perature is not constant for the first 20 minutes (i.e. the time when heat starts being

removed) as it should be and as it for the case of 60 control volume simulated shown in

figure 6.19b. However, in both cases the temperature starts decreasing after t1 = 20 min

and reaches a steady-state when the temperature in each cell has the same values as

in the case with constant heat removed (figure 6.11, since the total amount of removed

heat is the same.
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Figure 6.19: Temperature profile when heat is varying heat with time

The dynamic total holdup profile is shown in figure 6.20. The same variation in the

total holdup profile for the first 20 minutes is observed in the case of 10 control volume

simulated as in the temperature profile, phenomena which is expected since the two

are correlated. Both holdup profiles start increasing as the temperature increases after

t1 = 20 min and reach a steady-state at the same conditions as in the case with constant

heat removed shown in figure 6.16 as the total heat removed is the same.

The dynamic profile for liquid volume in figure 6.21 simulated for 10 and 60 control

volumes follows the same tendencies as the temperature and holdup profiles.

The pressure profile also shows a difference between simulating for 10 cells versus

simulating for 60 cells, as the profile for the first 20 minutes is not constant, though af-

terwards the same tendencies are observed. The profiles are similar with the profiles

observed for the same type of simulation for vapor case shown in figure 6.10 as a vari-

ation in pressure exists between the time when the heat starts being removed at time
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Figure 6.20: Total holdup profile when heat is varying heat with time
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Figure 6.21: Liquid volume profile when heat is varying heat with time
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t1 = 20 and the time until it increases linearly to the maximum value of removed heat

t2 = 100. At the steady-state the pressure has the same profile compared to the simula-

tion with constant heat shown in figure 6.17.

0 50 100 150 200

Time [min]

1.8233

1.8234

1.8235

1.8236

1.8237

1.8238

P
re

ss
u
re

 [
M

P
a
]

(a) 10 cells

0 50 100 150 200

Time [min]

1.8233

1.8234

1.8235

1.8236

1.8237

1.8238

1.8239

P
re

ss
u

re
 [

M
P

a
]

(b) 60 cells

Figure 6.22: Pressure profile when heat is varying heat with time

Therefore, in this case, simulating for 60 control volumes gives better results at he

beginning of the simulation. A reason for the differences could be an inconsistency of

the initial conditions for the 10 cells case, meaning that the system is not actually at

steady-state at the initial time step, and the solver tries to compensate for this.

6.1.5 Vapor phase to vapor-liquid region simulation

The next step after single vapor phase simulation and two phase simulation is to at-

tempt to simulate the transition from vapor phase to vapor-liquid phase. The idea

behind this simulation is to give as initial conditions values corresponding to the sin-

gle phase region along with enough heat rate removed such that a transition between

phases happens. The simulation and design parameters are similar with the one for

single vapor simulation (see table 6.2), the only difference being in the values of the

heat removed which is given as QHE X = 12M J/mi n. A number of 10 control volumes

are simulated and the heat removed is constant in time.

As the simulation is started in vapor phase the valid equations are equation 4.12

along with the dummy equations 4.14a for the variables accounting to the non-existent

liquid phase. These variables are set to be equal to the dew point conditions, while

VL,0 = 0. Then, as heat is removed from the fluid resulting in a temperature drop a

transition into the two phase region occurs. At this point, the topology of the model
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changes (i.e. the number of valid equations changes), and the switching algorithms

presented in section 4.6.1.6 are applied to switch from the single phase equations to

the two phase equations 4.10. This method of switching between equations has already

been tested in the example presented in section 5.1 and it proved that ode15s can handle

a change in the equations even if they are non-smooth as long as they are continuous.

Again both algorithm 2 which compares the cell temperature with the dew point

and algorithm 3 which compares the liquid volume with a small tolerance for selecting

the valid set of equations for each phase region are tested. However, both algorithm

failed to correctly assign the valid set of equations when the phase change happens,

and thus correctly determine the phase transition. A possible reason could be that in

fact that at the switching point, the equations are in fact discontinuous, even though

they were intended to be continuous in the model formulation.

The error that the solver ode15s gave with algorithm 2 when the temperature in the

last cell became smaller than the dew temperature, was that it is unable to meet in-

tegration tolerance tolerance without reducing the step size below the smallest value

allowed.

An interesting result is obtained with algorithm 3 which check if the liquid volume

in a cell is below a certain tolerance. These simulation did give a result although not the

expected one where the phase change is detected. In this case the temperature drops

below the dew point of Tdew = 262.05 K (illustrated with a red line in figure 6.23b) as

seen in the dynamic temperature profile and steady-state temperature profile from fig-

ure 6.23a and figure 6.23b respectively. The liquid volume does not increase above zero

however as seen in figure 6.23c, meaning that in fact the system does not transitions

to the two phase region. This state would correspond to a metastable vapor, i.e. a sta-

ble fluid that it is still in vapor phase even though it has a temperature and pressure

corresponding to the two phase region and a small energy kick would make the phase

transition happen. The explanation for this behavior of the model is that while dummy

equations are used in order to have the same number of equations in all phases, they

in fact are not correlated with the other variables of the system which have a physi-

cal meaning. In other words, the variable for the non-existent phase are constant in

time and are independent of the other changing variables, meaning that there is no

equations to account for a increase in liquid volume. Therefore this variable are always

kept at its initialized value VL0 = 0, and thus only the equations for the single phase are

solved. Since these equations do not have a vapor-liquid equilibrium condition their
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solution is not a problem for the solver.
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(c) Steady-state liquid volume profile

Figure 6.23: Profiles for a transition from vapor phase to vapor-liquid region with algo-
rithm 3

Based on these results it is not understood that a robust switching algorithm must

be based on a criteria containing a variable that has a physical meaning in both phases

(as temperature) and not just in one of the phases since the variable in cause needs to

modify its values in order that the algorithm achieves an accurate switch of topology.

6.1.6 Vapor phase to vapor-liquid region with event detection simu-

lation

As integrating over the phase transition was not successfully a new approach has to be

found. For this purpose the event function described in section 5.1.4 is passed as an

option to the solver ode15s.

Referring to the structure of the event function, a mathematical expression has to

be chosen such that its evaluation is equal to zero when an event occurs. A good candi-
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date for the mathematical expression for detecting a transition between the vapor and

vapor-liquid phase could be the difference between the cells temperature and the dew

temperature. However, this implies that both values are equal to machine precision,

which is no guarantee that it will happen. Therefor it is chosen to use the logical op-

erator > to compare the difference between the cells temperature with the dew point

with a given tolerance in order to always obtain a binary result (e.g. true = 1; false = 0)

and make sure that the event is triggered. The expression for the value argument of the

event function is given in equation 6.2.

value = T −Tdew > tol er ance (6.2)

The event function has the options of either terminating or continuing integration

when the event occurs (see section 5.1.4. Considering that integration over the phase

change point described in the previous section 6.1.5 was unsuccessful, it is chosen that

the integration is automatically terminated by the solver ode15s when event 6.2 occurs.

Then, a new simulation is performed which uses as initial conditions the results of the

first simulation. To be more precise, the conditions of the last cell resulted in the first

simulation are used as initial conditions for all the cells in the second simulation, mean-

ing that in the second simulation all the cells have dew point conditions at the initial

time step.

The idea behind running this simulation follows the same pattern as in section 6.1.5.

Therefore, the simulation is starts in the single phase region and algorithm 2 is ap-

plied to select the set of equations valid for the single vapor region. As the event is

detected automatically by the ode15s solver, integration terminates. Then, the simula-

tion is started again, this time in the two phase region from the dew point, and the same

algorithm 2 is applied to select the set of equations valid for the two phase region this

time. Thus, the same Matlab®is used to run both simulations while the solver handles

the phase change, which is important if one does not known a priori when the phase

transition happens.

An important observation is that both the value argument and algorithm 2 com-

pare the difference between the cells temperature and the dew temperature with a given

tolerance. In order for the event function to successfully detect the phase change, the

tolerance in the event function has to the larger (one order of magnitude) compared to

the tolerance is algorithm 2 such that the event is triggered before the change in topol-
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ogy and errors in integrating are avoided.

tolerance in equation 6.2 > tolerance in equation 2 (6.3)

The simulation and design parameters are given in table 6.4. A number of 10 control

volumes are used for each simulation (i.e. before and after the phase change). The total

volume of the heat exchanger and the pressure drop are taken as double the values

of the vapor phase or two phase simulations. The heat removed is considered to be

constant in time.

Table 6.4: Simulation and design parameters for two phase with event function

Parameter Value Units

Ti nlet 340 K
QHE X 20 MJ/min
VHE X 2· 100 m3

∆Pmax 2· 5 mbar
time 150 min

number of cells 2· 10 -

The results of the simulation from single vapor phase to two phase region with an

automatically phase change detection handled by the solver are illustrated in figure 6.24

to 6.27. It can be observed that the transition between the two phase regions is detected

at time ttr ansi t i on = 23mi n. Until the mentioned time, the profiles correspond to the

single vapor phase simulation, while after the profile corresponds to vapor-liquid re-

gion simulation. This implies that applied to the heat exchanger model, the event func-

tion will detect a phase transition in time and not in space (i.e. the cell number), as it

would be ideally desired. With this approach, the location of the phase change is ac-

tually fixed, considering that the temperature decreases continuously and thus the last

cell is the first cell where liquid droplets are formed in a dynamic regime. This further

implies that the last cell has reached the conditions for the two phase region while all

the other cells are still in single phase, meaning that not all cells have the same set of

equations.

Another implication of this approach is that as the first liquid droplets are firstly

formed in the last cell, the phase change will actually travel backwards along the heat

exchanger, from the last cell M to cell M − 1 and so on. However, this only the phase
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Figure 6.24: Dynamic temperature profile when using event function

change in the last cell is captured in this simulations and in the figures below.

The shape of the plots is explained considering that the first integration terminates

when the temperature of the last cell reaches the dew point, even though the tempera-

ture in previous cells are well above the dew point. Then, in the second simulation, all

cell start at the condition of the last cell of the first simulation. This implies that one

has no knowledge what happens in the first 9 cells which are in the single region, and

in the 10t h cells which is at dew point condition while running the second simulation

for cells 11 to 20, and therefor a discontinuity is observed in the figures.

The dynamic temperature profile is shown in figure 6.24. The temperature has val-

ues above the dew point in until the transition time and temperature equal of below the

dew temperature afterwards.

The dynamic liquid volume profile is shown in figure 6.25. As the liquid volume is

given as a dummy variable in the vapor phase, its values before the transition is zero,

and after ttr ansi t i on = 23mi n, the liquid volume starts increasing in time in each cell.

The dynamic total holdup profile is shown in figure 6.26. This profile has a good

correlation with the temperature profiles, as in the case of vapor phase and two phase

simulations. The holdup increases as the temperature decreases since the fluid density

increases.

The dynamic pressure profile is shown in figure 6.27. The variation of pressure fol-
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Figure 6.25: Dynamic liquid volume profile when using event function
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Figure 6.26: Dynamic total holdup profile when using event function
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Figure 6.27: Dynamic Pressure profile when using event function

lows the same pattern as in the case of vapor and vapor-liquid simulations, i.e. although

a positive pressure drop exists from one cell to another, there is a drop in all cells at the

initial time steps. However, the pressure reaches a steady-state.
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Chapter 7

Discussion

This chapter consists on a few supplementary considerations on the heat exchanger

model, the solver used and the simulations performed.

7.1 The heat exchanger model

The initial idea of this work was to develop a simple and yet robust dynamic model

for a multicomponent heat exchanger with phase change which could then be used

to optimization and control purposes of the entire reliquefaction process described by

[Nekså et al., 2010]. However, the trajectory of the work was adjusted along the way due

to the fact that a multicomponent phase change process is more challenging to model

and simulate than originally considered. The main challenge arise firstly from a change

in the model topology (i.e. the number of valid equations and number of variables with

a physical meaning) for each region of the phase diagram (from figure 4.1). The source

in the change of the number of equations is the infeasibility of applying the vapor-liquid

equilibrium condition in either of the single phase since the variables accounting for

the non-existent phase do not have physical meaning and this will result in a numerical

problem when solving. If one phase does not exist, the conditions for consistency of

compositions,
∑

i xi = 1, is clearly not satisfied since all components do not exist in the

respective phase.
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The ramifications of these challenges is that a robust model without logical condi-

tions, disjunctions or making use of a non-smooth solver is potentially impossible and

hopeless to formulate such that it represents with accuracy and precision the real phase

change process with multicomponent streams. Indeed a few wishful thinking attempts

of using artificial mathematical tricks in order to circumvent the change in the model

topology in order to have a single set of equations for all phases have been tried, yet

their implementation failed to produce a feasible solution to the problem. Therefore,

the main focus of this work has been implementing in Matlab® a different set of equa-

tions for each phase and have a logical condition that compares the cells temperature

with the dew and bubble points to select the valid set of equations, thus having a dis-

junctive model. The ode15s was not able to properly handle this model and the phase

change was detected in time while its location is fixed at the last cell. For this reason

the possibility of solving this problem as a mathematical problem with complementar-

ity constraints (MPCC) was investigated towards the end of the thesis. This approach

seems more optimistic and promising in dealing with the phase change both in space

and time while maintain an equation oriented environment. However, due to insuffi-

cient time, a model for the heat exchanger based on MPCC was not fully developed and

simulated and is consequently left as future work.

7.1.1 The assumptions

The model includes only one of the two streams of the actual heat exchanger as de-

scribed in section 2.1. Instead of modelling the heat transferred between the two streams,

this model considers that the removed heat rate from the modelled stream is given.

Therefore, no heat transfer limitations are captured by the model. In addition, heat

losses to the environment and wall capacity are neglected. The reason behind this sim-

plification was to properly investigate how the phase change could be modelled and

then extend the formulation to the second stream and include heat losses and wall ca-

pacity.

The "no slip" assumption is a coarse simplification for a multiphase flowing fluid.

However it is a decent approximation considering this model is intended to be a robust

model. If one wants to include the slip ratio and model for the different phase velocities

and phase holdups, one must know beforehand the flow pattern which is not a trivial

task.
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In the real process the pressure drop is a function of the geometry of the equipment.

However, as design data for the heat exchanger is not available, the pressure drop was

assumed as given in this work. In the case that design data does become available, a

momentum equations to account for the changes in pressure along the heat exchanger

could be included in the model in order to have a more realistic variation of pressure in

time and along the cells. As in this model the outlet flow and as a consequence the total

holdup are given as an explicit function of the pressure drop, including a momentum

balance for the pressure drop could potentially lead to a more accurate representation

of the actual process.

7.2 The solver and simulations

The modelling tool used to solve the set of differential and algebraic equations was

Matlabs® ode15s solver which comes with a few restrictions. Due to not knowing be-

fore hand the space-time coordinates of the phase change, yet wanting to call the same

Matlab® script regardless of the phase region, the number of unknown variables and

equations must be the same for all phases in order to keep the size of the mass matrix

constant.

A drawback of using the ode15s solver with different set of equations is that the in-

tegration cannot continue after the phase transition has been detected with the event

function. A possible explanation for this behavior is that after the last cells reaches the

conditions for the two phase region, the cells before are still in the single region, mean-

ing that at the same time step in the integration two different sets of equations have

to be used for the respective cells. As Matlab® is designed to operate with matrices,

all the model equations have to be stacked in a single matrix, which means that after

the phase change, the structure of this matrix changes. Whether or not this may affect

the solving algorithm, is not fully understood yet. A possibility to overcome this would

be to simulate one cell at a time and pass the outlet conditions from one cell to the

next one, although this method is not feasible for also simulating the countercurrent

stream since the first cell of the first stream transfers heat with the last cell of the sec-

ond stream. In order to determine the conditions of the last cells of the second stream,

one needs to know the conditions of the previous cell and so on. This also extends to

the non-applicability of Matlabs® event function when both counter-current stream

change phase since this in fact would mean having minimum two and maximum four
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simulations (two if both both change phase at the same time, four otherwise) and need-

ing the result of the second simulation in order to conduct the first one, which of course

is not possible.

Another shortcoming in using ode15s for solving a system of differential and alge-

braic equations is that the solver seemingly does not solve internally for all the roots of

an algebraic equation, but it determines the root closest to the initial values supplied.

In addition, the change from all real roots to some real and some complex conjugate

is not captured by the solver as illustrated in section 5.1.3. Therefore, it may be bene-

ficial for simulating a multicomponent phase change process in Matlab® with ode15s

to use the more robust two layer approach and determine the roots of the cubic equa-

tion of states in an inner layer. Then, depending on the type of roots, decision variables

could be use to cancel the terms or equations accounting for the non-existent phase, in

a similar manner as it was investigated in the example from section 5.1.3.

As most of the time of this work was dedicated on investigating the implications

of a transitions from vapor to vapor-liquid, simulations for the liquid phase have not

been performed. However, there is no reason to consider the transition from two phase

region to liquid region as conceptual different to a vapor to vapor-liquid transition.
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Chapter 8

Conclusions

A dynamic heat exchanger model for a multicomponent system that changes phase is

developed. The finite control volume is used to spatially discretize the heat exchanger

into a given number of cells with equal volume. Soave modification of the Redlich-

Kwong cubic equation of state is used to model the thermodynamic properties of the

model.

The main challenge was having different types and numbers of valid equations in

each of the phase region. This is caused by the infeasibility of the vapor-liquid equi-

librium condition in the single regions. This was addressed by formulating a differ-

ent topology (i.e. set of equations) for each phase, where the vapor-liquid equilibrium

(based on K-values) is included as a algebraic equation only for the two phase region.

In order to call the same script for all phases, the number of equations and variables

have to be the same in all phases. Therefore, dummy variables and equations (without

a real significance for the process) were introduced for the single phase formulations.

In order to change the model topology, a logical condition based comparison of the cell

temperature with the dew or bubble point was successfully used.

Matlabs®ode15s was used for simulations. The heat exchanger is simulated for the

single vapor region, the vapor-liquid region and for a transition between the vapor to

the two phase region. The event function is passed as option to the ode15s solver to

automatically detect a phase change from the vapor region to the two phase region.

However, this was proven not to be the best approach for the purpose of this model.
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In addition to the heat exchanger model, the ode15s solver is also tested for two ad-

ditional examples, in order to investigate how the solver treats non-smooth systems, or

how the algebraic equations are solved. It has been determined that this solver is able to

handle non-smooth but continuous differential and algebraic equations systems. How-

ever, for the algebraic equations, the solver determines only one of the roots (if more

than one exist), namely the root that is closest to the initial condition. Moreover, it does

not keep track if the roots are changing from the real plane to the complex one.

A way forward for this project is seen in formulating the model as a mathematical

problem with complementarity constraints. This approach was shortly investigated.

However, due to time constrictions, this method was not implemented nor simulated.

8.1 Future work

The first step in a future work should probably be selecting a different solver than ode15s

in Matlab®. This should be selected such that there is a better control on the phase

change in space, not only in time, as it was the case in this thesis. In addition, the sim-

ulation should continue integrating after the phase change happens. For this purpose,

it is recommended to continue the development of the dynamic heat exchanger model

as a mathematical problem with complementarity constraints and simulated using the

collocation method to discretize the differential equations and an non-linear program-

ming (NLP) solver. This would also be an advantage in optimizing the phase change

process. Further, the second stream should be integrated in the model and finally, this

heat exchanger model should be coupled with models of all other components of the

reliquefaction cycle. The last recommendation is to validate the model with real plant

data.
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Appendix A

Notations

A.1 Acronyms

CEoS Cubid equation of state

DAE Differential Algebraic Equations

EoS Equation of State

FCV Finite Control Volume

HEX Heat exchanger

LNG Liquid Natural Gas

MINLP mixed integer nonlinear program

MHEX Multistream Heat Exchnager

MPCC Mathematical problem with complementarity constraints

MR Mixed Refrigerant

NC Number of Components

NLP Nonlinear programming
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A.2. LIST OF SYMBOLS APPENDIX A. NOTATIONS

ODE Ordinary Diferential Equations

SRK Soave Redlich Kwong

VLE Vapor-Liquid Equilibrium

A.2 List of Symbols

A Helmholtz energy in section 3.1.2

A SRK parameter

B SRK parameter

c correction factor for liquid molar volume

cP specific heat

∆TLM log-mean temperature difference

EBP extended pinch location function

F molar flow

G(x) inequality constraints in generalized disjunctive optimization problem

h enthalpy

H specific enthalpy

H(x) equality constraints in generalized disjunctive optimization problem

K VLE constant

k valve coefficient

ki , j interaction parameter

M cells number

MM Mass matrix

m SRK parameter (slope)
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APPENDIX A. NOTATIONS A.2. LIST OF SYMBOLS

n holdup

T total holdup

v vapor fraction

P pressure

Q exchanged heat

R universal gas constant

s slack variable

t time

t1 time until the removed heat is 0

t2 time until the removed heat increase

T temperature

u internal energy

U specific internal energy

UA overall heat transfer coefficient multiplied by heat transfer area

V volume

Vm molar volume

VL liquid volume

x vapour molar composition

x variable in general mathematical formulations

y liquid molar composition

y variable in general mathematical formulations

Y discrete decision variable

z molar composition

Z compressibility factor
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A.3. SUBSCRIPTS APPENDIX A. NOTATIONS

ZR A rackett compressibility factor

A, B, C, D, E polynomial coefficients for specific heat

∨ exclusive or

A.3 Subscripts

0 inlet/initial

bub bubble point

c critical in respect to SRK Eos

c cold in respect to HEX model

cell applies for one cell

dew dew point conditions

h hot

HEX applies along the heat exchanger

i component number

in inlet

j cell number

L liquid

max maximum

min minimum

out outlet

V vapor

r reduced

vi



APPENDIX A. NOTATIONS A.4. GREEK LETTERS

A.4 Greek Letters

α SRK correction parameter

β relaxation parameters for vapor-liquid equilibrium

δ fugacity correction parameter

∆ difference

γ activity coefficient

µ chemical potential in section 3.1.2

µ relaxation parameter in section 2.2.2

ξ parameter of the cubic equation of state. can be compresibility or volume

φ fugacity

ρ density

θ general property

ψ(x) objective function

ω acentric factor
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Appendix B

Thermodynamic constants

B.1 Coefficients for specific heat

Poling et al. [2001]

Table B.1: Polinomial coeffiecients for calculation of
Cp

R

Coefficient A B·103 C·105 D ·108 E·1011
Nitrogen 3.539 -0.261 0.007 0.157 -0.099
Methane 4.568 -8.975 3.361 -3.407 1.091
Ethane 4.178 -4.427 5.660 -6.651 2.487

Propane 3.837 5.131 6.011 -7.893 3.079

B.2 Interaction Parameters

Taken from Aspen Hysys®V9
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B.3. CRITICAL PRESSURE, TEMPERATURE AND ACENTRIC FACTORAPPENDIX B. THERMODYNAMIC CONSTANTS

B.3 Critical Pressure, Temperature and Acentric Factor

Taken from Poling et al. [2001]
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Table B.3: Critical Pressure, Temperature and Acentric Factor

Component Pc MPa Tc K ω

Nitrogen 3.398 126.2 0.037
Methane 4.599 190.56 0.011
Ethane 4.872 305.32 0.099

Propane 4.4248 369.83 0.0152

xii



Appendix C

Matlab scripts

C.1 Main script one phase simulation

% June 2017. Main code for runing a simulation for vapor phase.

% M-nr cells; NC-number of components (1)Nitrogen - (2)Methane - (3)Ethane

% - (4)Propane; V-HEX Volume,[m3]; F0-inlet flow,[kmol/min];

% Pin-inlet pressure,[MPa];% DP-pressure drop along HEX,[MPa];

% Tin-inlet temp,[K]; Qmax-heat removed,[MJ/min]; t1-time

% when Q!=0,[min]; t2-time when Q reaches max,[min]; Z1P-Z for 1P; ZG0-Z

% for gas for 2P; z0-overall molar fraction; xin-liq inlet comp for 2 phase;

% yin-vap inlet comp for 2 phase; Tdew-dew point; Tbub-buble point;

% param = [N,NC,V,F0,Pin,DP,Tin,Qmax,t1,t2,Z1P,ZG0,ZL0,v0,z0,xin, yin, Tdew,Tbub]

clear;close all;clc

M = 10; NC = 4; V = 100; F0 = 0.0445*60;

Pin = 18*0.101325; DP = 5*1e-3*0.1; Tin = 67+273.15;

Qmax = 10; t1 = 0; t2 = 0;

Z1P = 0.9421; % at 67 degC

ZG0 = 0.8527; ZL0 = 0.0674; v0 = 1; % at -11.1 degC

z0 = [0.06 0.4 0.4 0.14];

xin = [0.0035 0.0656 0.3985 0.5324];

yin =[0.06 0.4 0.4 0.14]; % at -11.5 degC, from dew point calculation

Tdew = -11.1+273.15; Tbub = -107.9+273.15; % mean from Pin to Pin-DP
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param = [M,NC,V,F0,Pin,DP,Tin,Qmax,t1,t2,Z1P,ZG0,ZL0,v0,z0,xin, yin, Tdew, Tbub];

% load initial conditions for 1 phase (vapor) simulation

load w01P-10Q0 % 10 cells

%load w01P-60Q0 % 60 cells

Pout = Pin-DP;

nT0 = w1(end,1:M); % total holdup in (both phases),[kmol]

n0 = zeros(1,NC*M);

for j=1:M % component 1 holdup in tank (both phases),[kmol]

n0(NC*j-3:NC*j) = nT0(j).*z0;

end

U0 = w1(end,M+NC*M+1:2*M+NC*M); % total internal energy (both phases),[MJ]

T0 = ones(1,M)*Tin; % temperature (same in both phases), [K]

y0=zeros(1,NC*M);%vapor composition = overall compositions(no phase change)

for j=1:M

y0(j*NC-(NC-1):j*NC) = yin(1:4);

end

Zg0 = ones(1,M)*Z1P; % gas compressibility

P00 = linspace(Pin,Pin-DP,M+2); % pressure inlet to outlet, [MPa]

P0 = P00(2:end-1); % pressure inside the HEX

x0 = zeros(1,NC*M); % dummy liquid compositions

for j=1:M

x0(j*NC-(NC-1):j*NC) = xin(1:4);

end

VL0 = w1(end,3*M+3*M*NC+1:4*M+3*M*NC); % dummy liquid volume

Zl0 = ones(1,M)*0.06; % dummy liquid comprsibility

w0 = [nT0,n0,U0,T0,x0,y0,VL0,Zg0,Zl0,P0]; % vector of initial condition

%ODE solver options********************************************************

nrDyn = NC+2; %number of dynamic equations per cell

nrAlg = 2*NC+5; %number of algebraic eq per cell

d1 = ones(1,nrDyn*M);

d2 = zeros(1,nrAlg*M);

Mass = diag([d1,d2]);
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options = odeset('mass',Mass,'Stats','on');

%ODE solver;integrate with algortihm based on comparison with the dew point

[t,w]=ode15s(@(t,w) HEX_T(t,w,param),[0 200],w0,options);

C.2 Main script two phase simulation

% June 2017. Main code for runing a simulation for vapor-liquid phase.

% M-nr cells; NC-number of components (1)Nitrogen - (2)Methane - (3)Ethane

% - (4)Propane; V-HEX Volume,[m3]; F0-inlet flow,[kmol/min];

% Pin-inlet pressure,[MPa];% DP-pressure drop along HEX,[MPa];

% Tin-inlet temp,[K]; Qmax-heat removed,[MJ/min]; t1-time

% when Q!=0,[min]; t2-time when Q reaches max,[min]; Z1P-Z for 1P; ZG0-Z

% for gas for 2P; z0-overall molar fraction; xin-liq inlet comp for 2 phase;

% yin-vap inlet comp for 2 phase; Tdew-dew point; Tbub-buble point;

% param = [N,NC,V,F0,Pin,DP,Tin,Qmax,t1,t2,Z1P,ZG0,ZL0,v0,z0,xin, yin, Tdew,Tbub]

clear;close all;clc

M = 10; NC = 4; V = 100; F0 = 0.0445*60;

Pin = 18*0.101325; DP = 5*1e-3*0.1; Tin = -11.1+273.15;

Qmax = 20; t1 = 20; t2 = 100;

Z1P = 0.9421; % at 67 degC

ZG0 = 0.8547; ZL0 = 0.066; v0 = 1; % at -11.5 degC

z0 = [0.06 0.4 0.4 0.14];

xin = [0.003 0.0639 0.3967 0.5364];

yin =[0.06 0.4 0.4 0.14]; % at -11.5 degC, from dew point calculation

Tdew = -11.1+273.15; Tbub = -107.9+273.15; % mean from Pin to Pin-DP

param = [M,NC,V,F0,Pin,DP,Tin,Qmax,t1,t2,Z1P,ZG0,ZL0,v0,z0,xin, yin, Tdew, Tbub];

% load initial conditions for 2 phase (vapor-liquid) simulation

load w02P-10Q0 % 10 cells

%load w02P-60Q0 % 60 cells

nT0 = w1(end,1:M); % total holdup in (both phases), [kmol]

n0 = zeros(1,NC*M);

for j=1:M % component holdup in tank (both phases),[kmol]

n0(NC*j-3:NC*j) = nT0(j).*z0;

end

xv
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U0 = w1(end,M+NC*M+1:2*M+NC*M); % total internal energy (both phases)

[kJ]

T0 = ones(1,M)*Tin; % temperature (same in both phases)

[K]

x0 = w1(end,3*M+M*NC+1:3*M+2*M*NC); % liquid compositions

y0 = w1(end,3*M+2*M*NC+1:3*M+3*M*NC); % vapor compositions

Zg0 = ones(1,M)*ZG0; % vapor compressibility

P00 = linspace(Pin,Pin-DP,M+2); % pressure

P0 = P00(2:end-1);

VL0 = w1(end,3*M+3*M*NC+1:4*M+3*M*NC);

Zl0 = ones(1,M)*ZL0;

w0 = [nT0,n0,U0,T0,x0,y0,VL0,Zg0,Zl0,P0]; % vector of initial condition

%ODE solver options********************************************************

nrDyn = NC+2; %number of dynamic equations per cell

nrAlg = 2*NC+5; %number of algebraic eq per cell

d1 = ones(1,nrDyn*M);

d2 = zeros(1,nrAlg*M);

Mass1 = diag([d1,d2]);

options = odeset('mass',Mass1,'Stats','on');

%ODE solver; integrate with algortihm based on comparison with the dew point

[t,w]=ode15s(@(t,w) HEX_T(t,w,param),[0 200],w0,options);

C.3 Main script one phase to two phase simulation

% June 2017. INFO: uses event function to stop integrating when dew point

%is reached.

% M-nr cells; NC-number of components (1)Nitrogen - (2)Methane - (3)Ethane

% - (4)Propane; V-HEX Volume,[m3]; F0-inlet flow,[kmol/min];

% Pin-inlet pressure,[MPa]; % DP-pressure drop along HEX,[MPa];

% Tin-inlet temp,[K]; Qmax-heat removed,[MJ/min]; t1-time

% when Q!=0,[min]; t2-time when Q reaches max,[min]; Z1P-Z for 1P; ZG0-Z

% for gas for 2P; z0-overall molar fraction; xin-liq inlet comp for 2 phase;

% yin-vap inlet comp for 2 phase; Vliq-dummy liquid volume used to start 2P

% Tdew-dew point; Tbub-buble point;

% param=[N,NC,V,F0,Pin,DP,Tin,Qmax,t1,t2,Z1P,ZG0,ZL0,v0,z0,xin, yin,Tdew,Tbub]
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% OBS. tol in event function needs to be smaller then tol used in HEX.m

clear; close all;clc

M = 10; NC = 4; V = 100; F0 = 0.0445*60;

Pin = 18*0.101325; DP = 5*1e-3*0.1; Tin = 67+273.15;

Qmax = 15; t1 = 0; t2 = 0;

Z1P = 0.9421; % at 67 degC

ZG0 = 0.8519; ZL0 = 0.06; % at -11.1

v0 = 1; % at -11.5 degC

z0 = [0.06 0.4 0.4 0.14];

xin = [0.0035 0.0656 0.3985 0.5324];

yin =[0.06 0.4 0.4 0.14]; % at -11.1 degC, from dew point calculation

Tdew = -11.1+273.15; Tbub = -107.9+273.15; % at 1.8234 MPa

% load initial conditions for 1 phase (vapor) simulation

load w01P-10Q0 % 10 cells

nT0 = w1(end,1:M); % total holdup in (both phases) [kmol]

n0 = zeros(1,NC*M);

for j=1:M % component 1 holdup in tank (both phases) [kmol]

n0(NC*j-3:NC*j) = nT0(j).*z0;

end

U0 = w1(end,M+NC*M+1:2*M+NC*M); % total internal energy (both phases),[MJ]

T0 = w1(end,2*M+NC*M+1:3*M+NC*M); % temperature (same in both phases), [K]

y0=zeros(1,NC*M);

for j=1:M

y0(j*NC-(NC-1):j*NC) = z0(1:4);

end

Zg0 = ones(1,M)*Z1P; % gas compressibility

P00 = linspace(Pin,Pin-DP,M+2); % Pressure

P0 = P00(2:end-1);x0 = zeros(1,NC*M);

for j=1:M

x0(j*NC-(NC-1):j*NC) = z0(1:4);

end

VL0 = w1(end,3*M+3*M*NC+1:4*M+3*M*NC);

Zl0 = ones(1,M)*0.06;

w0 = [nT0,n0,U0,T0,x0,y0,VL0,Zg0,Zl0,P0]; % vector of initial condition

%ODE solver options********************************************************
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nrDyn = NC+2; % number of dynamic equations per cell

nrAlg = 2*NC+5; % number of algebraic eq per cell

d1 = ones(1,nrDyn*M);

d2 = zeros(1,nrAlg*M);

Mass = diag([d1,d2]);

options = odeset('mass',Mass,'Events',@efun);

%ODE solver

tstart = 0;

tfin = 200;

to=tstart;

wo=[];

teo=[];

weo=[];

ieo=[];

for i=1:2 % i = number of simulations

% parameters passed to HEX.m

param = [M,NC,V,F0,Pin,DP,Tin,Qmax,t1,t2,Z1P,ZG0,ZL0,v0,z0,xin, yin, Tdew, Tbub];

% integrate

[t,w,te,we,ie] = ode15s(@(t,w) HEX_T(t,w,param),[tstart tfin], w0, options);

lt = length(t);

%save output

to = [to; t(2:lt)]; % integration time

wo = [wo; w(2:lt,:)];% output

teo = [teo; te]; % time when event is triggered

weo = [weo; we]; % values of the solutions when the event is triggered

ieo = [ieo, ie]; % number of cell where the event is triggered

% conditions for 2nd simulation

tstart = te; % start a new simulation after the event is triggered

LC = w(end,M:M:end); % results for cell # M

A=ones(M,1);B=eye(4);C=repmat(B,1,M)';

D=blkdiag(A,C,A,A,C,C,A,A,A,A); % selection matrix to pass conditions...

%...from last cell of 1st simulation as initial conditions for all cells...

% in 2nd simualtion

w0 = D*LC'; % new set of initial conditions

Pin = LC(end); % new pressure...

% ...to keep the linear pressure drop across HEX

Tin=LC(7);

end
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C.4 Heat exchanger model

function DAE = HEX_T(t,w,param)

% April 2017. All given data are passed as parameters from the main script.

% Compares the temperature in each cell with the dew point to select the

% valid set of eqautions

% I. Given data

M = param(1); % Cells numbers

NC = param(2); % 1-Nitrogen; 2-Methane; 3-Ethane; 4-Propane

V = param(3); % Total volume of HEX

% Data common for both phases

F0 = param(4); % Feed rate [kmol/min]

P0 = param(5); % Inlet pressure, MPa

DP = param(6); % Pressure drop along HEX, MPa

T0 = param(7); % MR inlet temperature, K

z0 = param(15:15+NC-1); % Specified composition [kmol1/kmol]

Qmax = param(8); % Given heat, [MJ/min]

t1 = param(9); % time when the heat starts increasing, [min]

t2 = param(10); % time when the heat stops increases, [min]

Tdew = param(end-1); % Dew point, [K]

Tbub = param(end); % Bubble point, [K]

Vcell = V/M; % volume of each cell, [m3]

% Data for single phase (vapor or liquid)

Z1P = param(11); % from FindZ.m

[~, h01P] = srkHEXV3(Z1P,z0,T0,P0); % Specific enthalpy for vapor[MJ/kmol]

% Data for vap-liquid phase

x0 = param(15+NC:15+2*NC-1); % liquid composition

y0 = param(15+2*NC:15+3*NC-1); % vapor composition

ZG0 = param(12);

ZL0 = param(13);

v0 = param(14); % inlet vapor phase

[~, hfG] = srkHEXV3(ZG0,x0,T0,P0); % Specific enthalpy for vapor[MJ/kmol]

[~, hfL] = srkHEXV3(ZL0,y0,T0,P0); % Specific enthalpy for liquid[MJ/kmol]

h02P = v0*hfG + (1-v0)*hfL; % Specific feed enthalpy [MJ/mol]

% Given heat as a function of time, [[MJ/min]

function Q = Q(t)

if t <= t1
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Q = 0;

elseif t > t1 && t < t2

Q = Qmax/(t2-t1) * (t-t1);

else

Q = Qmax;

end

end

Qcell = Q(t)/M; % equal heat removed from each cell

% II. States. Same for both regions.

N = w(1:M)'; % total holdup, [kmol]

n(1:NC*M) = w(M+1:M+M*NC)'; % component holdup, [kmol]

U = w(M+NC*M+1:2*M+NC*M)'; % total internal energy,[MJ]

T = w(2*M+NC*M+1:3*M+M*NC)'; % temperature, [K]

x(1:NC*M) = w(3*M+M*NC+1:3*M+2*M*NC)'; % liquid composition

y(1:NC*M) = w(3*M+2*M*NC+1:3*M+3*M*NC)'; % vapor composition

VL = w(3*M+3*M*NC+1:4*M+3*M*NC)'; % liquid volume, [m3]

Zg = w(4*M+3*M*NC+1:5*M+3*M*NC)'; % compressibility vapor [-]

Zl = w(5*M+3*M*NC+1:6*M+3*M*NC)'; % compressibility liquid [-]

P = w(6*M+3*M*NC+1:7*M+3*M*NC)'; % pressure, [MPa]

% III. System of equations

% IIIa.The outlet flow is calculated with a linear valve equation

F = zeros(1,M); % [kmol/min],preallocating memory

k = F0/DP*(M+2); % [kmol/min*MPa],valve constant...

% considering equal pressure drop in each cell

Pout = P0-DP; % [MPa], outlet pressure

for j=1:M-1

F(j) = k*(P(j)-P(j+1)); % Outlet flow

end

for j=M

F(j) = k*(P(j)-Pout);

end

% IIIb. SRK. Compute fugacity, enthalpy, molar volumes

% preallocating memory

phil = zeros(M,NC); phig = zeros(M,NC); hl = zeros(1,M); hg = zeros(1,M);

Vlm = zeros(1,M); Vgm = zeros(1,M); Al = zeros(1,M); Ag = zeros(1,M);

Bl = zeros(1,M);Bg = zeros(1,M);

for j=1:M
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[phil_temp,hl_temp,Vlm_temp,Al_temp,Bl_temp]= srkHEXV3(Zl(j),...

[x(j*NC-3) x(j*NC-2) x(j*NC-1) x(j*NC)], T(j),P(j)); % liquid

[phig_temp,hg_temp,Vgm_temp,Ag_temp,Bg_temp]= srkHEXV3(Zg(j),...

[y(j*NC-3) y(j*NC-2) y(j*NC-1) y(j*NC)], T(j), P(j)); % vapor

phil(j,1)= phil_temp(1); phil(j,2)= phil_temp(2);

phil(j,3)= phil_temp(3); phil(j,4)= phil_temp(4);

phig(j,1)= phig_temp(1); phig(j,2)= phig_temp(2);

phig(j,3)= phig_temp(3); phig(j,4)= phig_temp(4);

hl(j)= hl_temp; Vlm(j)= Vlm_temp; Al(j)= Al_temp; Bl(j)= Bl_temp;

hg(j)= hg_temp; Vgm(j)= Vgm_temp; Ag(j)= Ag_temp; Bg(j)= Bg_temp;

end

K = phil./phig; % VLE constant

% Phase distribution

VG = zeros(1,M); nG = zeros(1,M);v = zeros(1,M); nL = zeros(1,M);

f1 = zeros(1,M); f2 = zeros(1,M*(NC)); f3 = zeros(1,M); f4 = zeros(1,M);

f5 = zeros(1,M*NC); f6 = zeros(1,M*NC); f7 = zeros(1,M); f8 = zeros(1,M);

f9 = zeros(1,M); f10 = zeros(1,M); % preallocation memory

% Checking phase location, e.g. 1 phase (vapor or liquid)

% or 2 phase (vapor-liquid)

for j=1 % cell # 1.

% Compare the temperature in each cell with the dew point

if T(j)-Tdew>1e-5 % [K]

VG(j) = Vcell; % gas volume only for vapor phase, [m3]

nG(j) = VG(j)/Vgm(j); % gas holdup, [kmol]

% IIIc. System of equations for single phase

f1(j) = F0-F(j);

f2((NC)*j-3:(NC)*j) = F0*z0 - F(j)*y(NC*j-3:NC*j);

f3(j) = F0*h01P - F(j)*hg(j)- Qcell;

f4(j) = U(j) + P(j)*Vcell - hg(j)*nG(j);

f5((NC)*j-3:(NC)*j) = y(NC*j-3:NC*j) - n(NC*j-3:NC*j)./N(j);

f6((NC)*j-3:(NC)*j) = x(NC*j-3:NC*j) - x0(1:4);

f7(j) = VL(j);

f8(j) = Zg(j)^3-Zg(j)^2+Zg(j)*(Ag(j)-Bg(j)-Bg(j)^2)-Ag(j)*Bg(j);

f9(j) = Zl(j) - ZL0;

f10(j) = N(j)-nG(j);
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elseif T(j)-Tbub>1e-5 % system is in 2 phase region

% phase distribution for 2-phase region

VG(j) = Vcell - VL(j); % gas volume for 2 phase region

nL(j) = VL(j)/Vlm(j); % liquid holdup, [kmol]

nG(j) = VG(j)/Vgm(j); % gas holdup, [kmol]

v(j) = nG(j)/N(j); % vapor fraction

% IIId. System of equations for 2 phase region

K1=K(j,:); % K-values

f1(j) = F0-F(j);

f2(NC*j-3:NC*j) = F0*v0*y0+ F0*(1-v0)*x0 - F(j)*v(j)*y(NC*j-3:NC*j)-...

F(j)*(1-v(j))*x(NC*j-3:NC*j);

f3(j) = F0*h02P - F(j)*v(j)*hg(j) - F(j)*(1-v(j))*hl(j) - Qcell;

f4(j) = U(j) + P(j)*Vcell - hl(j).*nL(j) - hg(j).*nG(j);

f5(NC*j-3:NC*j) = n(NC*j-3:NC*j) - x(NC*j-3:NC*j).*nL(j) -...

y(NC*j-3:NC*j).*nG(j);

f6(NC*j-3:NC*j) = y(NC*j-3:NC*j) - K1(1:NC).*x(NC*j-3:NC*j);

f7(j) = N(j)-nG(j)-nL(j);

f8(j) = (Zg(j)^3-Zg(j)^2+Zg(j)*(Ag(j)-Bg(j)-Bg(j)^2)-Ag(j)*Bg(j));

f9(j) = (Zl(j)^3-Zl(j)^2+Zl(j)*(Al(j)-Bl(j)-Bl(j)^2)-Al(j)*Bl(j));

f10(j)= sum(x(j*NC-3:j*NC)) - sum(y(j*NC-3:j*NC));

else %system is in liquid phase

VL(j) = Vcell; % liquid volume [m3]

nL(j) = VL(j)/Vgm(j); % liquid holdup [kmol]

f1(j) = F0-F(j);

f2((NC)*j-3:(NC)*j) = F0*z0 - F(j)*x(NC*j-3:NC*j);

f3(j) = F0*h01P - F(j)*hl(j)- Qcell;

f4(j) = U(j) + P(j)*Vcell - hl(j)*nL(j);

f5((NC)*j-3:(NC)*j) = x(NC*j-3:NC*j) - n(NC*j-3:NC*j)./N(j);

f6((NC)*j-3:(NC)*j) = y(NC*j-3:NC*j) - y0(1:4);

f7(j) = VG(j);

f9(j) = (Zl(j)^3-Zl(j)^2+Zl(j)*(Al(j)-Bl(j)-Bl(j)^2)-Al(j)*Bl(j));

f9(j) = Zg(j) - ZG0;

f10(j) = N(j)-nL(j);

end % if statement

end % for loop

for j=2:M % Cells 2 to N

% Compare the temperature in each cell with the dew point
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if T(j)-Tdew>1e-5 % [K]

VG(j) = Vcell; % gas ocupies entire cell volume [m3]

nG(j) = VG(j)/Vgm(j); % gas holdup [kmol]

f1(j) = F(j-1)-F(j);

% overall mass balance

f2((NC)*j-3:(NC)*j) = F(j-1)*y(NC*j-7:NC*j-NC)- F(j)*y(NC*j-3:NC*j);

% component mass balance

f3(j) = F(j-1)*hg(j-1) - F(j)*hg(j)- Qcell;

% energy balance

f4(j) = U(j) + P(j)*Vcell - hg(j)*nG(j);

% internal energy

f5((NC)*j-3:(NC)*j) = y(NC*j-3:NC*j) - n(NC*j-3:NC*j)./N(j);

% vapor composition

f6((NC)*j-3:(NC)*j) = x(NC*j-3:NC*j) - x0(1:4);

% "liquid composition", dummy eq

f7(j) = VL(j);

% "liquid volume", dummy eq

f8(j) = Zg(j)^3-Zg(j)^2+Zg(j)*(Ag(j)-Bg(j)-Bg(j)^2)-Ag(j)*Bg(j);

% gas comrpesibility

f9(j) = Zl(j) - ZL0;

% "liquid comrpesibility", dummy eq

f10(j) = N(j)-nG(j);

% total holdup

elseif Tdew > T(j)>Tbub % system is in 2 phase region

% phase distribution for 2-phase region

VG(j) = Vcell - VL(j); % gas volume for 2 phase region

nL(j) = VL(j)/Vlm(j); % liquid holdup,[kmol]

nG(j) = VG(j)/Vgm(j); % gas holdup, [kmol]

v(j) = nG(j)/N(j); % vapor fraction

% IIId. System of equations for 2 phase region

K1=K(j,:); % K-values for all components

f1(j) = F(j-1)-F(j);

f2(NC*j-3:NC*j) = F(j-1)*v(j-1)*y(NC*j-7:NC*j-NC)+F(j-1)*...

(1-v(j-1))*x(NC*j-7:NC*j-NC) - F(j) *v(j)*...

y(NC*j-3:NC*j) -F(j) *(1-v(j)) *x(NC*j-3:NC*j);

f3(j) = F(j-1)*(1-v(j-1))*hl(j-1) + F(j-1)*v(j-1)*hg(j-1) -...

F(j)*(1-v(j))*hl(j) - F(j)*v(j)*hg(j) - Qcell;

f4(j) = (U(j) + P(j)*Vcell- hl(j)*nL(j) - hg(j)*nG(j));

f5(NC*j-3:NC*j) = n(NC*j-3:NC*j) - x(NC*j-3:NC*j).*nL(j) -...
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y(NC*j-3:NC*j).*nG(j);

f6(NC*j-3:NC*j) = y(NC*j-3:NC*j) - K1(1:NC).*x(NC*j-3:NC*j);

f7(j)= N(j)-nG(j)-nL(j);

f8(j) = (Zg(j)^3-Zg(j)^2+Zg(j)*(Ag(j)-Bg(j)-Bg(j)^2)-Ag(j)*Bg(j));

f9(j) = (Zl(j)^3-Zl(j)^2+Zl(j)*(Al(j)-Bl(j)-Bl(j)^2)-Al(j)*Bl(j));

f10(j)= sum(x(j*NC-3:j*NC)) - sum(y(j*NC-3:j*NC));

else % system is in liquid phase

VL(j) = Vcell; % liquid volume [m3]

nL(j) = VL(j)/Vgm(j); % liquid holdup [kmol]

f1(j) = F(j-1)-F(j);

f2((NC)*j-3:(NC)*j) = F(j-1)*x(NC*j-7:NC*j-NC)- F(j)*x(NC*j-3:NC*j);

f3(j) = F(j-1)*hl(j-1) - F(j)*hl(j)- Qcell;

f4(j) = U(j) + P(j)*Vcell - hl(j)*nL(j);

f5((NC)*j-3:(NC)*j) = x(NC*j-3:NC*j) - n(NC*j-3:NC*j)./N(j);

f6((NC)*j-3:(NC)*j) = y(NC*j-3:NC*j) - y0(1:4);

f7(j) = VG(j);

f8(j) = Zg(j)^3-Zg(j)^2+Zg(j)*(Ag(j)-Bg(j)-Bg(j)^2)-Ag(j)*Bg(j);

f9(j) = Zg(j) - ZG0;

f10(j) = N(j)-nL(j);

end % if statement

end % for statemant

DAE = [f1'; f2';f3'; f4'; f5'; f6'; f7';f8';f9';f10']; % System of DAE

end % end function structure

C.5 Event function

function [value, isterminal, direction] = efun(t,w)

% event function. stop integrating when T-Tdew>tol.

NC = 4;

N = 10;

T = w(2*N+NC*N+1:3*N+N*NC)';

Tdew = -11.1+273.15;

tol = 1e-3;

value = double((T-Tdew < tol));

% checks that at least one temperature is bellow the dew point
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isterminal = ones(1,N);

% stop integration

direction = [];

% all zeros are to be located (the default)

end

C.6 Soave modification of Redlich-Kwong

function [phi,H,Vm,A,B]= srkHEXV3(Z,x,T,P)

% In: compositon x (vector), Temperature T [K], pressure p [MPa]

% OUT: Compressibility Z, Fugacity coeff.(vector) phi [-],

%enthalpy H [MJ/kmol], Molar Volume V [m3/kmol]

% Authors: Andreas Linhart and Sigurd Skogestad. NTNU. 2008

% CORRECTED phi to include kij correctly

%(authors: Marie Solvik and Sigurd Skogestad, NTNU, Nov. 2013)

% Adapted to a mixed refirgerent stream (Cristina Zotica, Feb 2017)

% removed 'liquid', 'vapor' as global variables

% added 5th term of Cp in % calculating H;

% changed P in MPa and H in MJ/kmol

%Components N2 C1 C2 C3 C4

NC=4; % Nr of components (1)Nitrogen - (2)Methane - (3)Ethane - (4)Propane

%Component data from: Reid RC, Prausnitz JM, Poling BE.

%The properties of gases \& liquids (5th edition)

compData.Pc = [33.98 45.99 48.72 42.48 ]*0.1; % [MPa]

compData.Tc = [126.20 190.56 305.32 369.83]; % [K]

compData.w = [0.037 0.011 0.099 0.152 ]; % acentric factor [-]

R = 8.314/1000; %MJ/kmol/K

% Ideal has heat capacity (See Hid below):

compData.Cp(:, 1) = [3.539 -0.261e-3 0.007e-5 0.157e-8 -2.099e-11]' * R;

compData.Cp(:, 2) = [4.568 -8.975e-3 3.631e-5 -3.407e-8 1.091e-11]' * R;

compData.Cp(:, 3) = [4.178 -4.427e-3 5.660e-5 -6.651e-8 2.487e-11]' * R;

compData.Cp(:, 4) = [3.847 5.131e-3 6.011e-5 -7.893e-8 3.079e-11]' * R;

compData.Tref = 298.15; % [K], for Ideal gas heat capacity

compData.Pref = 0.1; % [MPa]
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% SRK binary interaction parameters from Aspen Hysys V9

kinteraction(:,1) = [0 3.11990007758141e-002 3.18990014493465e-002...

8.86000022292137e-002]; %Nitrogen

kinteraction(:,2) = [ 3.11990007758141e-002 0 2.24137306213379e-003...

6.82878494262695e-003]; %Methane

kinteraction(:,3) = [3.18990014493465e-002 2.24137306213379e-003 0 ...

1.25795602798462e-003]; %Ethane

kinteraction(:,4) = [8.86000022292137e-002 6.82878494262695e-003...

1.25795602798462e-003 0]; %Propane

%kinteraction = zeros(4,4);

%% Initialize

Pc = compData.Pc;

Tc = compData.Tc;

w = compData.w;

ZRA = 0.29056-0.08775*w;

Cp = compData.Cp;

Tref = compData.Tref;

Pref = compData.Pref;

% Calculations for given T, P and composition (x)

Tre = T./Tc;

Pre = P./Pc;

m = 0.480+1.574.*w-0.176.*w.^2;

a = (1+m.*(1-Tre.^0.5)).^2;

Ap = 0.42747.*a.*Pre./Tre.^2;

Bp = 0.08664.*Pre./Tre;

% Start calculations

% Binary a's:

%Mixing rules

Ab = zeros(NC,NC);

for i = 1:NC

for j = 1:NC

Ab(i,j) = (Ap(i)*Ap(j))^0.5;

end

end

% Mixture a and b

A = 0;

for i = 1:NC

for j = 1:NC
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A = A+x(i)*x(j)*Ab(i,j)*(1-kinteraction(i,j));

end

end

B = 0;

for i = 1:NC

B=B+x(i)*Bp(i);

end

%phi

corrphi=zeros(1,NC);

for i = 1:NC

for j =1:NC

corrphi(i) = corrphi(i) + x(j) * Ap(j)^0.5 * (1-kinteraction(i,j));

end

end

phi = exp((Z-1).*Bp/B-log(Z-B)-A/B*log((Z+B)/Z).*...

((corrphi.*2.*Ap.^0.5./A)-Bp./B));

%end

% Enthalpy

dadT = 0;

for i = 1:NC

for j = 1:NC

dadT = dadT -R / 2 * sqrt(abs(0.42748 / T)) * x(i) * x(j) *...

(m(j) * sqrt(abs(Ap(i)*(Tc(j)/P*(T^2)/(Pc(j))*(R^2)))) +...

m(i) * sqrt(abs(Ap(j) * (Tc(i)/P*(T^2)/(Pc(i))*(R^2))))) ;

end

end

H = (1/ (B*R*T/P)) * ( A*R^2*T^2/P - T*dadT) * log(Z / (Z + B)) +...

R * T * (Z - 1) ;

for i = 1:NC

H = H+(x(i)* (Cp(1,i) * (T - Tref) + 1/2 * Cp(2,i) *(T^2 - Tref^2)+...

1/3 * Cp(3,i) * (T^3 - Tref^3) +...

1/4 * Cp(4,i) * (T^4 - Tref^4) + 1/5 * Cp(5,i) * (T^5 - Tref^5)));

end

% Density (more precisely: molar volume)
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if Z<0.1 % Correct liquid SRK-volume using Peneleoux correction

c=0;

for i=1:NC

c=c+x(i) * (0.40768 * (0.29441 - ZRA(i)) * (R * Tc(i)) / (Pc(i))) ;

end

Vm = ((Z * R * T / P)- c);

else %vapor

Vm = Z * R * T / P;

end
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Appendix D

Test of ode15s

D.1 Example from section 5.1.2

clear;clc;close all

y0 = 0.1; % initial condition

tspan = [0 10]; % time span

options = odeset('MaxStep',0.01);

[t,y] = ode15s(@fun,tspan,y0,options);

figure

plot(t,y,'Linewidth',1)

xlabel('time')

ylabel('y')

set(gca,'fontsize',20)

grid on

function dydt = fun(t,y)

if y<1 % non-smooth point

dydt = y;

else

dydt = -y+2;

end

end
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D.2 Example from section 5.1.3

D.2.1 Main script

clc;clear;close all

% Model.

% dVdt = qin-c*V-s*Tg-(1-s)*Tl;

% dQdT = 1/Q;

% Tg^3 + Q*Tg^2+Tg-1.2 = 0; s*(Tl^3 + Q*Tl^2+Tl-1.2);

%(this can be written without s*, but the result is the same) for example 11.

% T^3 + Q*T^2+T-1.2 = 0; for example 12.

%% Example 11. Solves the ODE system using ode15s

% the algebraic are solved internally with root function

clear

clc

y0 = [1 1.5];

tspan = [0 10];

options = odeset('Stats','on');

[t,y,stats] = ode15s(@odefun11,tspan,y0,options);

figure

plot(t,y,'Linewidth',1)

legend('x','y','Location','northwest')

%axis([0 5 0 3.5])

xlabel('Time','Fontsize',20,'Fontname','Timesnewroman')

ylabel('Differential variables','Fontsize',20,'Fontname','Timesnewroman')

set(gca,'fontsize',20)

grid on

%% Example 12. Solves the DAE system using ode15s

% at t=0, uses an imaginary root for Tl, since ode15s computes only one

% root which is closest to the initial condition

% This leads to imaginary values of V however.

%y0 = [1 1.5 0.5583 -1.0292+1.044i];

y0 = [1 1.5 0.5583 0.5583];

tspan = [0 1000];

M = [1 0 0 0; 0 1 0 0; 0 0 0 0; 0 0 0 0];

options=odeset('Mass',M);

[t,y] = ode15s(@odefun12,tspan,y0,options);
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%[t,y] = ode15s(@odefun13,tspan,y0,options);

figure

plot(t,y(:,1:2),'Linewidth',1)

legend('x','y','Location','northwest')

%axis([0 5 0 3.5])

xlabel('Time','Fontsize',20,'Fontname','Timesnewroman')

ylabel('Differential variables','Fontsize',20,'Fontname','Timesnewroman')

set(gca,'fontsize',20)

grid on

D.2.2 DAE system solved by ode15s in one layer approach from sec-

tion 5.1.3.1

function dydt = f(t,w)

x = w(1);

y = w(2);

z1 = w(3);

z2 = w(4);

qin=1.5;c=1;

if isreal(z2)==1 && isreal(z1)==1

s=0; % 3 real roots of f3

else

s=1; % 1 real root

end

% if Q<2.6919

% s=0;

% else

% s=1;

% end

f1 = qin -c*x-s*z1-(1-s)*z2; % differential eq

f2 = 1/y; % differential eq

f3 = (z1^3 + y*z1^2+z1-1.2); % alg eq

f4 = (z2^3 + y*z2^2+z2-1.2); % alg eq, can also be written with s*

dydt = [f1;f2;f3;f4];

end
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Table D.1: Results for DAE example from section 5.1.3.2, initialized with complex values
for z2

x y z1 z2

1 + 0i 1.5 + 0i 0.55834 + 0i -1.0292 + 1.0441i
0.99935 + 0i 1.5075 + 0i 0.55769 + 0i -1.0326 + 1.0419i
0.99871 + 0i 1.515 + 0i 0.55704 + 0i -1.036 + 1.0396i
0.99809 + 0i 1.5225 + 0i 0.5564 + 0i -1.0395 + 1.0374i
0.99257 + 0i 1.5954 + 0i 0.55028 + 0i -1.0728 + 1.0148i
0.98826 + 0i 1.6651 + 0i 0.5446 + 0i -1.1049 + 0.99132i
0.98499 + 0i 1.7321 + 0i 0.53932 + 0i -1.1357 + 0.96708i
0.98263 + 0i 1.7965 + 0i 0.53438 + 0i -1.1655 + 0.94201i
0.97996 + 0i 2.014 + 0i 0.51867 + 0i -1.2663 + 0.84257i
0.9831 + 0i 2.21 + 0i 0.50564 + 0i -1.3577 + 0.72745i

0.98913 + 0i 2.3903 + 0i 0.4945 + 0i -1.4415 + 0.5883i
0.99517 - 1.5081e-21i 2.5308 - 3.9971e-19i 0.48634 + 1.0164e-20i -1.5082 + 0.43816i
0.99709 - 3.176e-21i 2.5715 - 4.9484e-19i 0.48405 + 2.7303e-20i -1.5278 + 0.38076i
0.99906 - 5.563e-21i 2.6115 - 5.3019e-19i 0.48183 + 2.9817e-20i -1.5468 + 0.31326i
1.001 - 7.8641e-21i 2.651 - 5.5311e-19i 0.47968 + 2.624e-20i -1.565 + 0.22757i

1.0016 - 8.5096e-21i 2.6627 - 5.6405e-19i 0.47904 + 3.0654e-20i -1.5708 + 0.19353i
1.0023 - 9.1486e-21i 2.6743 - 5.2548e-19i 0.47841 + 2.8954e-20i -1.5766 + 0.15255i
1.0029 - 9.7249e-21i 2.6859 - 4.8563e-19i 0.47779 + 2.6453e-20i -1.5817 + 0.097174i
1.003 - 9.8797e-21i 2.6894 - 4.7957e-19i 0.4776 + 2.6122e-20i -1.5835 + 0.071603i

1.0032 - 1.0028e-20i 2.6929 - 4.7739e-19i 0.47741 + 2.5586e-20i -1.5852 + 0.030131i
1.0032 - 1.0041e-20i 2.6932 - 4.7758e-19i 0.4774 + 2.558e-20i -1.5853 + 0.022051i
1.0032 - 1.0054e-20i 2.6935 - 4.7762e-19i 0.47738 + 2.5569e-20i -1.5854 + 0.0093336i
1.0032 - 1.0055e-20i 2.6935 - 4.776e-19i 0.47738 + 2.5578e-20i -1.5855 + 0.0079603i
1.0032 - 1.0056e-20i 2.6936 - 4.7759e-19i 0.47738 + 2.5575e-20i -1.5855 + 0.0055753i
1.0032 - 1.0057e-20i 2.6936 - 4.7759e-19i 0.47738 + 2.5577e-20i -1.5855 + 0.0043568i
1.0032 - 1.0057e-20i 2.6936 - 4.7758e-19i 0.47738 + 2.5577e-20i -1.5855 + 0.0027801i
1.0033 - 1.0057e-20i 2.6936 - 4.7756e-19i 0.47738 + 2.5575e-20i -1.5855 + 0.00061941i

D.2.3 DAE system solved in two layer approach from section 5.1.3.2

function dydt = f(t,w)

x = w(1);

y = w(2);

qin=1.5;c=1;

p = [1 y 1 -1.2]; % z^3 + y*z^2+z-1.2 % alg eq
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R = roots(p)

if isreal(R)==0 % checks the number of real roots of polynomial p

z1 = R(3); % last root is always real

z2 = R(1); % first root is complex

s = 1;

f1 = qin-c*x-s*z1+(1-s)*z2; % differential eq

f2 = 1/y; % differential eq

else % all roots are real

z1 = max(R); % chose maximum root

z2 = min(R); % chose minimum root

s=0;

f1 = qin-c*x-s*z1+s*z2; % differential eq

f2 = 1/y; % differential eq

end

dydt = [f1;f2];

end
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