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Preface

This master thesis is conducted as a part of the 2-year international Master of Science (MSc)
study program in Reliability, Maintainability, Availability and Safety (RAMS) at Norwegian
University of Science and Technology (NTNU). The thesis was written during the spring
semester 2017 and has the weighting of 30 credits.

The Department of Mechanical and Industrial Engineering (MTP) presented in the spring of
2016 suggestions for topics related to the master thesis. I selected the task remaining useful
lifetime prediction of a compressor drive system, which fitted well for my study direction of
lifetime analysis. During the autumn semester of 2016 a pre-study for the upcoming master

thesis was written, which established the fundamental for the master thesis.

The master thesis is written in cooperation with the energy company Statoil. The fact that the

topic of this thesis is of interest for Statoil gave me motivation during the writing.

Trondheim, 2017-06-11
/V\afktkb He imd ol

Markus Heimdal
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Summary

The master thesis has the aim of predicting the remaining useful lifetime (RUL) for an aging
compressor drive system (CDS). Several objectives where established to achieve the aim.
Among them are a review of the aging process, aging of the CDS, selection of a degradation

model, prediction given condition and parameter estimation.

The CDS is located at the process plant Kollsnes, which is an onshore center for treatment of
gas. Kollsnes supplies 8% of the European gas demand, and the fact that the CDS is aging
makes the modeling of RUL of interest. The CDS at Kollsnes consist of 4 main components,

where a synchronous electrical motor has been the main focus in this thesis.

Aging is a process that will gradually lead the motor towards an unacceptable condition due
time and operation. The most relevant aging process for this thesis is functional degradation,
which is a physical process that reduces the motors ability to function and/or perform as
required. Aging stresses will cause degradation mechanisms to occur, which eventually will
result in a motor failure. Based on several motors studies the insulation is identified as the
part that limits the motors lifetime. A reason for this is its lack of maintainability, in addition
to its vulnerability to the degradation mechanisms. Partial discharge (PD) are closely linked to
these degradation mechanisms, where PD is the best variable to represent the aging process.
The PD level is therefore used as a health indicator for the insulation condition, thus the

motor condition.

The prediction of the RUL of the motor is based on its current condition and how the
condition of similar motors has developed historically. There are several probabilistic models
that can be used for this prediction. For this thesis a Markov process is selected, due to its
ability of modeling degraded states with increasing failure rates, while it in addition gives a
good overview of the degradation process. The Markov process is modeled with fictional
failure rates since no real failure data were available. The degraded model is presented with
several survival measures, like the RUL, and plots. The motor as a single component is the
main focus of the modeling, however models on a system level considering season

differences is presented in addition

The model used in the thesis is based on parameters, which is why a method for parameter
estimation from interval censored data is presented. Actions to reduce the estimation error are
identified, where they are related to inspection frequency and the number of samples included

in the study.
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Chapter 1

Introduction

Chapter 1 introduces the master thesis and starts with a presentation of the background,
which explains the importance of the topic. The aim and objectives are then defined, which
together with the problem description and the limitation, will denote the scope of the thesis.
Further, the actors that are involved are presented, followed by the methodology that the

author used to write the thesis and lastly the structure of the thesis.

1.1 Background
Norway is the third largest gas exporter in the world, only beaten by Russia and Qatar [1].
Nearly all the gas that is produced in Norway is sold on the European market, where Norway
supplies over 20% of the demand. Around 67% of the expected natural gas resources in
Norway are still not produced. This thesis will focus on the gas plant Kollsnes, which
constitutes 40% of the total gas delivery from Norway [2]. This means that Kollsnes supplies

8% of the European marked demand.

Kollsnes process plant is an onshore center for treatment of gas from the fields of Fram,
Visund, Kvitebjern and Troll [2]. Statoil has been the technical service provider at Kollsnes
since 1996, while Gassco is the operator. At Kollsnes, the gas is cleaned, dried and
compressed before it sent out as dry gas to Europe thorough the export pipelines Zeepipe 1A
and IIB [2], [3]. The secreted wet gas that is cleaned out is sent to Mongstad where it is

fractionated to propane, butane and naphtha [2].

The Norwegian continental shelf, including the systems at Kollsnes, is aging [4]. The aging
process decreases a components ability to perform its indented function [5]. If the ability to
process the gas at Kollsnes is reduces, it will lead to losses if the demand of the market cannot
be supplied. Degradation can therefore result in production losses and thus unplanned

maintenance cost.

With accurate predictions, the potential losses could be avoided by maintenance
implementations, to archive a minimal maintenance cost and a maximum lifetime of a
component [6]. A type of prediction is to estimate the time to a failure from the current time,
given current condition based on history [7]. The length of this time period, from the current
time to the end of the life, is known as the remaining useful lifetime (RUL). Therefore, RUL

estimations has attracted more and more attention in recent years [6]



1.2 Aim and Objectives

The aim of the master thesis is to model the remaining useful lifetime (RUL) of an aging
compressor drive system (CDS). The model should predict a future condition, given current
condition and history- (or expert) based parameters. Survival measures and plots should
illustrate the predicted RUL. A classification of the CDS condition and a presentation of
method for estimating historical parameters is an important step of the aim. The overall aim is
achieved by considering the following objectives:

* Make a brief introduction of the CDS

* Provide a literature review of the aging process

* Relate the aging theory to the CDS and define a condition as representation of aging

* Describe the characteristic of survival modeling and select a model for the RUL

* Model the RUL

* Present a method for parameter estimation and how to deal with incomplete datasets

* Discuss the results and propose further work

1.3 Problem Description

The topic of the master thesis is prepared by professor Anne Barros, from NTNU, and

researcher Eling Lunde, from Statoil.

The problem of this thesis is related to six aging CDS trains, which are crucial for the gas
exportation out of Norway. Since the CDS are aging there will be an issue with degradation,
which eventually will cause the system to fail. It is therefore of interest to model the RUL,

which is about predicting a future condition based on the systems current state.

1.4 Limitations
The prior knowledge and education, of the author, within electrical theory was significantly
low. For this reason a lot of time was spent on researching to get a better understanding of this
field. It is assumed that the reader has some prior knowledge of aging-, reliability- and
preferably electrical motor studies. This saves time and effort for the author so the focus

could be the aim without explaining every part in detail.

The thesis is written on the basis of theory from open sources, and literature available through
NTNUs licenses. A limitation is thereby the availability of literature, where some relevant
data could be rare to find and some information was not available at all. There are for

example no available data and information about the exact type of motor that is at Kollsnes.



Due to the time issue the focus has been on the electrical motor, not the system as a whole.
There are also differences in s summer- and winter- operation, which not have not been
studied into depth. Elements like, cost, operators, maintenance strategies etc. were not
covered or described in detailed. External factor that can cause failure to the system is not
considered. Due to scope and time limitation only a few selected survival models were

discussed, where a probabilistic model of type Markov processes was the main focus.

1.5 Actors Involved

151 NTNU
The master thesis is written in cooperation with NTNU and the Department of Mechanical
and Industrial Engineering (MTP). NTNU is one of the leading research institutions in
Norway and has its processional standing within technology and natural science [8]. NTNU
was established in 1996 after a merge of several institutions. In 2016 NTNU included two
more collages in their system, and is with almost 40 000 students and 6500 employees the

largest university in Norway.

At MTP there exist several research groups, where the RAMS group is one of them [9]. The
main topic of the RAMS group is risk- and reliability assessment of complex systems. The
overall objectives of the group is to contribute to a safer, more productive and more
sustainable industry, transport and society. This is accomplished by providing RAMS

research results and education at the highest possible level of quality.

Professor Anne Barros from MTP at NTNU and a member of the RAMS group has been the

main supervisor for this master thesis.

1.5.2  Statoil
Statoil is an international energy company stationed in Norway [10]. Spread around the
world, the company has approximately 20 500 employees. Statoil was founded in 1972 under
the name “Det Norske Stats Oljeselskap ASA. Based on more then 40 years of experience
from oil- and gas- production on the Norwegian shelf, Statoil is using technology and creating

innovative business solutions to meet the world's energy needs in a responsible manner [10].

Statoil has absolute requirements for health, safety and environment (HSE) [10]. Their goal
is to cover the energy demand that is needed for economic and social development. Statoil
also wants to act responsibly towards the environment and works actively to reduce the global
climate change. The main priority of Statoil is to operate safely and efficiently [10]. They

have received widespread recognition for their monitoring system of technical security and



their safety programs. They believe that all accidents can be avoided and they aim at zero men

to be injured.

Researcher Erling Lunde from Statoil has been the co-supervisor for this master thesis.

1.6 Methodology

The master thesis is written on the fundamental of a pre-study from the autumn semester
2016. The method for the pre-study was mainly of a qualitative approach with discussion.
This pre-study research is finalized in the master thesis and it is used as a basis for a more

quantitative approach.

The literature covered was gathered from books, published articles and lectures. The database
Oria was used to collect general and specified information and articles. Programing codes for
the quantitative modeling and the simulation were mainly made by the help of professor Anne
Barros, in addition to the help function in MATLAB. Weekly meetings with the main
supervisor has been held, where advices for the thesis was provided. Brief interviews with
both supervisors were conducted regularly, where topics were discussed from predetermined-
and impulsive questions. The author also had several presentations of the thesis status with

the aim of getting feedback.

Throughout the whole thesis the author also had regular contact with the supervisor and co-
supervisor by mail. Meetings and statues presentations were planned, and specific questions

were answered.

1.7 Structure of the Master Thesis

Chapter 1 is the introduction of the specialization project. Here the project aim and objectives
is stated, followed by a general problem description and project limitations. The actors

involved, the methodology approach and the structure of the project is also presented here.

Chapter 2 presents an overview of the problem of issue for the master thesis. It has the
intension to give the reader an additional understanding of the situation and systems at
Kollsens. First an overview of the CDS is presented. Further, a literature review of the
components of the CDS is displayed. The chapter ends with an introduction and formalism of

the RUL.

Chapter 3 is a literature of the aging process. Here the aging process is classified in three

categories, where the most relevant aging process is described closely,



Chapter 4 is linking the aging review from chapter 3 to the CDS. A in depth study of the
aging process are here presented, where the CDS weak parts and condition indicators are

1dentified.

Chapter 5 is a description of the modeling relevant for the thesis. Here model theory are
presented and described in the sense of aging studies. The structure of this chapter is more

general in the beginning, before it gradually gets more specific.

Chapter 6 is the modeling chapter. The modeling of the RUL of the aging CDS is conducted
here. The chapter explains how the model is built up, the modeling is performed and the
results are displayed. The focus of the modeling is on a component level, however season
differences are also considered. Chapter 6 is in addition presenting and conducting a method

of parameter estimation.

Chapter 7 is a discussion based on the results from the previous chapters. The structure of this

chapter is therefore following the structure of the chapters.

Chapter 5 is the conclusion of the project aim and objectives, where a suggestion for further

work is presented at the end.



Chapter 2

Overview of the Problem

Chapter 2 shall contribute to a basic understanding of the problem. First a description of the
compressor drive system is presented, where winter- and summer operation is included, in
addition to a short update on the age of the system. A literature review follows, where the
components of the compressor drive system is described individually. Lastly an introduction

of reaming useful lifetime is presented, where a definition and formalism is displayed.

2.1 Overview of the Compressor Drive System
At Kollsnes there is six parallel compressor drive system (CDS) trains, which are assumed
identical. This indicates that each of the trains contribute one sixth of the total production
capacity. Figure 1 illustrates one CDS train, which consist of, from left, a variable speed drive
(VDS), a motor, a gearbox and a compressor. The capacity requirement for the CDS trains
varies, where all trains might not be needed depending on the season. A more detailed

presentation of the CDS trails is displayed in appendix II.

Figure 1: Compressor drive system at Kollsnes

2.1.1 Winter Operation
During the winter a full capacity is required and all the six CDS trains have to be in operation.
An illustration of the winter situation is presented as a fault tree in figure 2. A fault tree is a
logical system that presents all possible combinations of potential failures that may lead to a
system failure [11]. In the fault tree there is only OR-gates, which means that the top event,
CDS failure, will occur if one of the components fails. This can also be illustrated by the use
of minimal cut sets. A cut set is a set of basic events that will cause the top event to occur, if
the events happen at the same time [11]. A cut set is minimal if the set cannot be reduces
without loosing its status as cut set. Since a single basic event in our case will lead to the top

event the minimal cut sets are as followed:

{1VSDF}, {IMF}, {1GF}, {1CF}, {2VSDF}, {2MF}, {2GF}, {2CF}, {3VSDF}, {3MF},
{3GF}, {3CF}, {4VSDF}, {4MF}, {4GF}, {4CF}, {5VSDF}, {SMF}, {5GF}, {5CF},
{6VSDF}, {6MF}, {6GF}, {6CF}.



Where VSDF = variable speed drive fails, MF = motor fails, GB = gearbox fails, CF =

compressor fails.

Compressor
Drive System
Failure

1CDSF 2CDSF 3CDSF 4CDSF SCDSF 6CDSF
1 1
T T 1 [ T T 1
rTey ey oy 0Ly Qv gy p—
ol o S e

1. Compressor
Drive System

Failure
I
I
| ' : I
1. Variable 1. Motor || 1. Gear box -
Speed Fails Fails Compressor
Drive Fails Fails

GHONONG

Figure 2: Fault tree for the compressor drive system, winter operation

2.1.2 Summer Operation
For the summer only parts of the total capacity are required, where it is assumed that
minimum 3 out of 6 CDS trains has to work to at the same time. A fault tree for this situation
is presented in figure 3. The OR-gate before the top event is changed to a “4 out of 6” AND-

gate. This means that the system will fail if four or more CDS trains fail.

Minimal cut sets can also be found for the summer situation. Since we need four CDS trains
to fail to get a system failure, the cut sets will not be made out of basic event this time.
However, each minimal cut set will now consist of four CDS train failures. A basic event will
still lead to a CDS failure (OR-gate), so it is not necessary to consider each individually. The

minimal cut sets are as followed:

{1CDSF, 2CDSF, 3CDSF, 4CDSF}, {1CDSF, 2CDSF, 3CDSF, 5CDSF}, {ICDSF, 2CDSF,
3CDSF, 6CDSF}, {1CDSF, 2CDSF, 4CDSF, 5CDSF}, {1CDSF, 2CDSF, 4CDSF, 6CDSF},
{1CDSF, 2CDSF, 5CDSF, 6CDSF}, {1CDSF, 3CDSF, 4CDSF, 5CDSF}, {ICDSF, 3CDSF,
4CDSF, 6CDSF}, {1CDSF, 3CDSF, 5CDSF, 6CDSF}, {1CDSF, 4CDSF, 5CDSF, 6CDSF!,
{2CDSF, 3CDSF, 4CDSF, 5CDSF}, {2CDSF, 3CDSF, 4CDSF, 6CDSF}, {2CDSF, 3CDSF,
5CDSF, 6CDSF}, {2CDSF, 4CDSF, 5CDSF, 6CDSF}, {3CDSF, 4CDSF, 5CDSF, 6CDSF}.



Where CDSF = compressor drive system failure
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Figure 3: Fault tree for the Compressor Drive System during summer
2.1.3 Aging System

Statoil has some concerns about the age of the CDS trains. They are fully aware that aging
processes gradually is happening as time goes. This can lead to system failure and it is
therefore of Statoil’s interest to model the remaining useful lifetime (RUL). The electrical
motor is especially exposed for aging, which will be further explained in section 2.2.3 and
chapter 4. It is also worth mentioning that the motors at Kollsnes are “one of a kind”, so the

exact same type of motors are not believed to exist.

Figure 4 below illustrates one of the compressors at Kollsnes. By looking at the workers in
the figure it is possible to get an understanding of the size of the compressors that is in the

CDS trains.

Figure 4: Compressors at Kollsens [12]

2.2 Review of the Components in the Compressor Drive System

2.2.1 Variable Speed Drive
A variable speed drive (VSD) is an equipment that regulates the speed and the rotational
(torque) force output of an electric motor [13]. There are several reasons for using a VSD,
where some motors cannot run without them, while others are using them to save energy [14].
In general a VSD are used to; match the speed of a drive to the process requirements, match

the torque of a drive to the process requirements, save energy and improve efficiency.



2.2.1 Gearbox
A gearbox is a component that provides power transmission [15]. It consists of pairs of gears
that are placed on shared axles as illustrated in figure 5 [16]. Most gearboxes have two or
three gear pairs, were the gears are used to transfer a rotational torque from an axel to another.
The axels can be parallel or be placed in 90° to each other A gearbox is normally conducted
with an inbound and an outbound axel. The transmission occurs due to gears in different sizes
[15], which leads to a different number of revolutions and a different driving force in the

inbound and outbound axel.

Figure 5: A big gearbox, were the upper part is removed [16]

2.2.2 Gas Compressor
A compressor is a machine that changes the pressure in a gas from a lower- to a higher-
pressure level [17]. This is done by mechanically increasing the pressure around the gas,
which leads to a reduction of the volume of the gas [12]. The process of compressing the gas
also increases the gas temperature. Gas compressors are used in various applications and can
be useful in for example transportation of gas in pipelines [18]. The lower gas volume gives a
lower velocity of the gas, which gives less friction between the gas and the pipeline surface.

This results in a lower energy requirement for transporting the gas.

Compressors are divided into two main categories, which are displacement compressors and
dynamic compressors [17]. A centrifugal compressor is of the dynamic compressor type and
is used for large/medium flow and for high pressure [18]. This makes it a good fit for a

process plant like Kollsnes.

Figure 6 illustrates a Rolls-Royce gas compressor that has a centrifugal technology [19]. The
machine is driven by an electrical motor or a gas turbine, and is found in natural gas

compression applications onshore and offshore.
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Figure 6: Rolls-Royce barrel centrifugal compressor [19]

2.2.3 Electrical Motor
A motor is a machine that converts a hydraulic-, mechanical- or electrical driving force into a
mechanical force [29]. There are different types of electrical motors, however, all of them
works under the laws of electromagnetism [21]. The mechanical output power comes from
current carrying conductors, which are placed in a magnetic field. The conductors will
experience a force, which the motor mechanism is exploiting to produce rotation. This
principle is illustrated in figure 7. The motor that this report will focus on is a synchronous

electrical motor, which is the type that is being used at Kollstad.

Force
Magnet

Current in Conductor

Figure 7: Mechanical force produced on a
conductor in a magnetic field [21]

2.2.3.1S8ynchronous Electrical Motor
A Synchronous motor is a rotating-field motor [22]. Of practical reasons it is build with a
fixed stator and a rotating system called rotor [23]. At the stator there is placed conductors,
called windings, which are current carrying and will therefore produce a rotating magnetic
field. The rotor system acts like a permanent magnet with minus and plus poles. The poles at
the rotor will attach to anchor points at the rotating magnetic fields created by the stator. This
way the rotor will rotate at a synchronous speed together with the magnetic field, herby the

name synchronous motor. Due to this the rotation speed is locked and not dependent on the
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load applied to the motor [22]. Figure 8 illustrates a typical synchronous motor with its main

parts, stator- and rotor- core in addition to windings.

Rotor core Rotor windings

Stator core Stator windings

Figure 8: Exploded Synchronous electrical motor [24]

The electrical motors at Kollsenes have been identified as the most critical components of the
CDS trains, due to their current age, condition and maintainability. Most electrical motors in
industrial and utility applications have an expected life of at least 20-40 years before a rewind
is needed [25]. A failure of a motor will lead to a CDS failure, which can result high
production losses (especially during winter). The electrical motor will therefore be the

component of focus in this thesis.

2.3 Introduction of Remaining Useful Lifetime
In section 2.1 and 2.2 an overview of the CDS that the master thesis is considering was
presented. It was denoted that the system is aging, which is why it is of interest to model the

RUL of the system. An explanation of the RUL is thereby in its plays.

The total lifetime of a system is referred to as service life and can be defined as the product’s
total life in use from the point of sale to the point of discard [26]. It can also be described as a
sequence of phases providing a logical path from specification thorough design, development,

commissioning, operation, maintenance and at the end decommission [27].

Since the CDS system has been operating for several years, it is therefore of interest to find
out what is left of the total lifetime. This remaining lifetime is the RUL, which known under
several different names; among them are forward recurrence time and excess life [11]. It is
defined by Rausand et al. as the time to the next failure measured from an arbitrary point of

time t.

RUL can be presented as a stochastic process, where RUL(t) is a random variable

corresponding to the RUL at time t [11]. An stochastic process {Y(t), t € O} is a collection of
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random variables, where the state or condition (y(t)) is called the process at time t for the

index set (0).

2.4 Formalism of Remaining Useful Lifetime
Supervisor Anne Barros has suggested a formalism of the RUL based on a comparison of
different definition of prognostic. The stochastic process RUL(t) can than be defined by the

following formula:

RUL(t) = inf{h:Y(t + h) € S, |Y(2),Y(t) & S} (1)

Where: inf = infinum (the greatest lower bound of a set), t = current time, h = time after t,
Y(t) = current condition, Y (t+h) = future condition at any time after t, S = set of failed- or

unacceptable conditions

In words, the formalism predicts the RUL(t) by considering the current and the future
condition. For this process it is assumed that the current condition, Y (t), not is in a failed- or
unacceptable condition (Sp). The infinum of the future condition is the lowest bound of a
condition to be in the set S;. The RUL(t) will therefore be the time after the current time t

where an failed- or unacceptable condition is observed, here h.
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Chapter 3

Review of the Aging Process

Chapter 3 is a literature review of the aging process. First the total aging is described and
classified into three categories, where each category is briefly discussed. Further the most
relevant aging category, functional degradation, is displayed in a more detailed review,
where degradation mechanisms, failure mode and effect- and monitoring of functional

degradation are discussed.

A system will as a result of time and operation be exposed to degradation processes thorough
out its whole design life. Degradation processes is referred to as aging and will increase
towards the end of the design life and further in a potential life extension [5]. The design life
of a system is the time a system is constructed to last with respect to parameters as fatigue,
corrosion etc. [28]. Design life is defined on the basis of the various property, operation and

maintenance of a system [5].

Aging is the result of the physical properties of a system as well as changes in the company
that owns the system and the environment around the company [5]. The total aging is a
combination of functional degradation, obsolescence and organizational issues, as illustrated
in figure 9 [29], [30]. Aging systems should not be exposed to higher risks when we want to

extend its lifetime [5].

Total Aging

Functional
Degradation

Organizational
Issues

Obsolescence

Figure 9: Total aging based on three functions [29], [30]

3.1 Obsolescence
Aging of a component can occur when the technology changes, and new technology
challenges the old [5] This can for example be a new emission requirement from the
government, new requirement due to a new company strategy and challenges with performing

maintenance etc.

Obsolescence can cause aging due to [29], [31]
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* Equipment becomes “out of date”, leading to for example non-available spare parts,
services, etc.

* New needs and new types of operations requiring new technology or giving other
operational/environmental conditions

* Design changes due to new technologies

* New requirements (emission-, new strategy- requirements)

3.2 Organizational Issues
Organizational issues deals with the importance of having clear responsibilities, maintaining

expertise, for example transferring knowledge from retiring personnel and revising documents

[31].

Aging as a result of organizational issues can be due to [29], [31]
* Reorganization
* Aging of facility personnel and transfer of knowledge
* New operations that require changes in the organization
* Changes in required competence

* Increase in work load (for example due to increased maintenance)

3.3 Functional Degradation
Functional degradation occurs when the function- and performance- ability of a component
decreases as a result of physical aging [5]. Examples on physical aging are corrosion, erosion,

fatigue and wear.

Aging as a result of functional degradation can be due to [29], [31]
* Material properties
* Operational condition (and changes in operational conditions)
* Environmental condition (and changes in environmental conditions)

* Maintenance practices

Functional degradation is the most relevant aging process for this report, and a more detailed

description will therefor follow in the upcoming sections.

3.3.1 Degradation Mechanisms
To establish a reliable life study a good knowledge of the degradation mechanisms of the
component is important [32]. A degradation mechanism is a specific process that gradually

changes the characteristics of a system, structure or a component [5]. Degradation
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mechanisms contribute to challenges with maintaining the desired performance level, and are
affected by the equipment design and process- and operation- parameters such as temperature,
pressure, operation frequency and load. In section 4.3 a review of some significant
parameters, called stressors, is presented. The most relevant degradation mechanisms related

to aging in general are displayed in table 1.

Table 1: Degradation mechanisms due to aging [31]

Degradation Importance | Description

mechanisms (frequency)

Blockage III Blocked (partly or complete) equipment due to scaling,
fouling or build up of corrosion products

Corrosion I Material degradation as a result of interaction the
environment

Creep III Continuous permanent deformation of material due to a
long term load that are below the yield stress

Flow induced I Removal of material from a surface as a result of impact

metal loss from fluids. Ex: erosion and cavitation

Fatigue I Cracking under the influence of fluctuating stresses du to
variation in pressure, temperature or applied load

Hydrogen related I Cracking due to the availability of atomic hydrogen in a

cracking metal

Material I Loss of material properties due to exposure period,

deterioration temperature, environment and load pattern

Overload II The actual load on the system is higher than according to
the design

Physical damage II Damage as a result of dropped objects or maintenance

Temp./Thermal III Embrittlement of alloy steels caused by holding within,

embrittlement or cooling slowly bellow the transformation range

Wear 1T Loss of material due to friction between moving parts

Temperature II Variation in the temperature can cause volume changes

expansion and of the component, which can cause damage on the actual

contraction component or connected equipment

Quick pressure I Pressure changes can cause rupture in a component, for

change example if we get pressure buildup between layers

Accumulated 11 Or ratcheting caused by cyclic load leading to increased

plastic diameter in for example a pipe

deformation

3.3.2 Failure Mode
A failure mode is a state that a component can be in, where a function cannot be performed as
required [29]. The main failure modes related to aging are cracking and fracture, physical
deformation, burst, collapse, leakage, wall thinning, delamination and malfunction [31]. The
degradation mechanisms displayed in table 1 can cause or induce different types of failure
modes. Table 2 below illustrates the relation between failure modes and degradation

mechanisms.

Delamination is a typical failure mode for motor insulation, and is related to the degradation
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mechanisms of corrosion, material deterioration and quick pressure change. Delamination is
separation of layers due to loss of bonding strength and/or impregnating compound [25]. A
more specific study of degradation mechanisms and failure modes for windings are presented

in chapter 4.

Table 2: Relation between failure modes and degradation mechanisms [31]

2 £
0= = @ @
ﬁ S -5 E 7] %‘) -2
- )] o - = N =
L = c | & = | £E 183
Description | o | § 3 | 2|=]| E|E &2 2%
S| e = |l g |3z | 8| &S| 3 ¢ | 2 |gE
2|l elgls|R|E|S|2| 3| =|=s|2¢ =
S| E|g|E| 2| 5| 2 5 5|88
2 =) > ) = = © 2z g B g 2| 9 =
= =) j < > > = ) ) 1 Q0 9
Blo|C|=2|&|Z|=2|O& |||l |lo|ld=
Cracking and
. X X X X X X X X X X X X X X
failure
Physical
. X X X X X X
deformation
Burst X X X X X X X X X X X X X X
Collapse X X X X X X X X X X
Leakage X X X X X X X
Wall-thinning X X X X X
Delamination X X X
Malfunction X X X X X

3.3.1 Effect of Functional Degradation
A failure of the function of a component can be classified in three classes; critical, degraded
and incipient [32]. A critical failure causes immediate cessation of the ability to perform a
required function. A degraded failure is an event that not ceases the fundamental function(s)
of the component, however compromises on other function(s). A degraded failure means that
the component has a degraded stat, which indicates that maintenance are required to avoid
that the state develops further into a critical state [31]. An incipient failure is an imperfection
in the state (or condition) of a component such that a degraded or critical failure might

develop if no actions are taken.

The effect of functional degradation can be considered on the basis of this failure
classification. Aging stressors will lead to degradation mechanisms, which can be viewed an
incipient- or a degraded- failure (depending on the level). When the degradation mechanisms

are on a level where the fundamental function cannot be performed, the component has
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reached the state of failure mode. This state is classified as a state where a critical failure is

present.

In this report a component will be classified in the critical failure category if the fundamental

function cannot be performed, due to a failure as well as an unacceptable condition.

3.3.1 Monitoring of Functional Degradation
Monitoring can be used to detect the technical condition of a component [5]. The monitoring
should provide a measurable variable that are correlated to degradation or loss of performance
[11]. The effect that the functional degradation has on a component may be detected by a

change in these variables [31].

Periodic monitoring is a possible detection strategy, which provides intermittent information
[31]. Some information can be missing with this strategy, however, degradation due to normal
aging is generally relatively slow, and periodic monitoring is therefore suitable as long as the
interval lengths are not excessive. Examples of monitoring technics are sampling of vibration,

corrosion, thickness and temperature measures.
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Chapter 4
Aging of Electrical Motors

Chapter 4 starts with a presentation of studies on electrical motor failure. The most critical
part of the motor is identified and described in more detail. To place the aging subject into
context, a presentation of aging stresses, degradation mechanisms and failure mode specific

for the motor is displayed.

4.1 Studies on Electrical Motors Failures
There have been performed many studies on electrical motors. The results varies a lot, which
is understandable based on the fact that tis exists different types and sizes of motors, as well
as differences in the usage sector, age, maintenance strategies and more. An article written by
Maintenance technology analyses what different studies is saying about large electrical motor

reliability [33].

10 presents a comparison of three different studies on motor failure. The Y-axis displays how
many percentages of the motors that have failed due to a specific motor part, which is in the
X-axis. All three studies found that a majority of faults were a result of bearing failures. The
windings have the second highest rate of failure. The “other” category comes as a close
number three. While the rotor is the motor part that fails least frequent out of the four

categories.

70
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Figure 10: Comparison of ERPI and IEEE
surveys of electrical motor failures [33]

The survey from IEEE (1985) did not only look into general failures like the one from EPRI
does [33]. It also broke out the importance of service factor, speed and maintenance, which
IEEE (1993) further modifies by identifying size and voltage. The results indicated that larger

motors had a higher failure rate than smaller motors, slower speed gave a higher failure rate
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and maintenance gave a lower failure rate. According to IEEE researches, a failure rate can be

reduced by two-thirds when condition monitoring are used.

Although most studies on electrical motors indicates that the bearings is most critical part,
failures of windings is what this paper will focus on. This is due to the following reasons
(Lunde, E. 2016)

* The type of bearings on these machines are quite robust (few incidents)

* Bearing condition is taken care of by vibration monitoring.

* Bearings are easy to replace.

* Stator windings are getting old and winding failure will cause lost production

for several months (not off-the-shelf motors)

For this reason a further literature search of winding was conducted, where the failure
distribution illustrated in table 3 was found. The table is based on the EPRI study from 1983.
We can see that Stator related failures are more frequent than rotor related failures. It is also

clear that most insulation failure is the main root cause for the stator.

Table 3: Failure percentages related to rotor and stator, based on EPRI [34]

Stator Related 36% Rotor Related 9%
Ground Insulation 22% Cage 4%
Turn Insulation 4% Shaft 2%
Bracing 3% Core 1%
Wedges 1% Balance Weight 1%
Frame 1% Other 1%
Cable 1%
Connections 1%
Other 3%

4.2 Electrical Motor Winding
The stator- and the rotor part of a synchronous electrical motor can both have windings on

them. A winding consist of several parts, each with its own function [25].

The windings that are used on the motors at Kollsnes are of the coil type. There are two main
types, which are form-wound coil and random-wound coils [35]. The winding is square- or

rectangular shaped for form-wound coil, while the winding is round- or diamond shaped for

random-wound coils.

4.2.1 Stator Winding
The three main components of the stator are the conductors (often copper), the stator core and
the insulation [25]. The cobber is a conduit for the stator winding current. As previous

mentioned the current introduced in the conductors is creating a magnetic field that forces the
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rotor to move. The current can cause overheating if the cross section of the conductors is too

small. Thermal stress will be covered in section 4.3.1.

The stator core consists of thin sheets of magnetic steel, which concentrates the magnetic field
from the conductors on the stator [25]. This makes a path for the magnetic field from the
stator to the rotor, and in addition it prevents most of the magnetic field from “escaping” as

current into adjacent conductive material.

The final part of a stator winding is the insulation. Insulation is, as apposed to the conductors
and the core, a passive component [25]. This means that it does not produce a magnetic field
or guide its path. The function of the insulation is a combination of providing electrical
isolation, mechanical support, heat dissipation, energy storage and personnel safety [36]. The
insulations primary contains organic material, which in general softens at lower temperatures
and has a lower mechanical strength than cobber and steel [25]. For this reason the insulation
often limits the lifetime of a stator winding, rather than the conductor or the core. Thus, stator

winding maintenance and testing almost always refers to actions regarding the insulation.

4.2.2 Rotor Windings
The rotor winding has in general the same components as the stator, yet there are important
differences [25]. Also here conductors are present to act as conduit for the current. The
current flowing thorough the conductors in the rotor are steady state and usually of DC type
for synchronous motors. The need for a magnetic steel rotor core is less critical due to this
current, which has a lower frequency. For large and high speed motors the centrifugal forces
can be high, which means that the magnetic steel core needs to be forged and not laminated in

layers so the stress can be tolerated.

The material of the rotor winding insulation is also of the organic type [25]. Thus it has poor
thermal and mechanical properties compared to the material of the conductor. For this reason

the insulation often determines the expected life of a rotor winding.

4.3 Aging Stresses of Windings
Failure of insulation in stator and rotor winding is due to presence of degrading stresses, also
called aging processes [36]. This is stress such as thermal, electrical and mechanical stress in
addition to environmental factors. The stresses can be constant, they can be present for only a
brief time and they can act together as multiple stresses [25]. When a constant stress is
present, the time to failure is proportional to the number of operating hours of the motor.

Brief stresses, like those that occurs as the motor starts, has a time to failure that is
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proportional to the number of transients the motor experiences. In addition, radiation stresses

can cause aging.

4.3.1 Thermal Stress
The thermal stress in closely linked to the lifetime of a motor, which means that the
components of a motor can be evaluated from a thermal point of view [22] This stress is
probably the most recognized cause of the aging process [25]. Windings must therefore be
evaluated for its capability to be under thermal stress. The aging processes due to thermal

stress are caused by high temperature environment, resistive losses or chemical instability

[36].

For an electrical motor to operate, transformation of energy is required [22] Transformation
of energy generates resistive losses in the form of heat. Usually, the winding is the largest
heat source of the motor. Organic materials, like the winding insulation, are sensitive against
heat stress. The same is the windings themselves, as well as other metal parts, lubrication and

permanent magnets.

The high temperature causes a chemical reaction when the motor operates above the threshold
temperature [25]. This is an oxidation process that makes the insulation brittle and/or causes
delamination. An approximation for the life of the insulation related to the temperature is as

followed

)

~| W

This formula is based on the Arrhenius rate law, which governs the rate of reaction for the
oxidation process [25], [37]. Where L is the lifetime in hours, T is temperature in Kelvin and
A and B is assumed to be constants. Based on the approximation, the lifetime of the winding
will decrease by 50% for every 10°C increase in temperature. This is only valid at higher
operating temperatures, due to no thermal aging will occur below a threshold, which is
different for each insulation. More than one chemical reaction can also occur at the same
time. Even though the formula is not strictly valid, there is little desire to make it more

accurate since it is firmly entrenched in standards.

The standard estimates the thermal life of a winding on the basis of the formula (accelerated
aging tests), and classifies insulation into thermal classes [25]. With a specific thermal class,

the manufacturer guaranties that (under rated conditions) the described heat sources will not
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impermissibly stress the motor, so that the specific product life expectancy can be reached
[22] For instance, a “thermal class A” insulation will withstand a maximum winding

temperature of 105°C.

The conductors will expand axially if we have a temperature rise [25]. If this temperature
change occurs quickly a shear stress between the conductor and the insulation will be present,
due to metal conductors grows more quickly than organic insulation. This thermal stress can

cause the bond between the insulation and the conductor to break.

Temperature can have an effect on other failure processes that are not strictly thermal, and
high temperatures can also have a positive consequence [25]. However, this will not be

covered in this thesis.

4.3.2 Electrical Stress
The electrical stress is the rated power frequency voltage (V, in kilovolts) divided by the

insulation thickness (d, in mm), as presented in the following equation [25]
%
E = 7 (kV /mm) )

The electric stress has a small impact on the aging process of insulation if the winding
is rated at around 1000 V or less. [25]. This is due to the required thickness of the
insulation is primarily determined by mechanical stress. For windings rated above
about 1000 V, the thickness of the insulation is primarily determined by the electrical

stress.

Power frequency voltage can lead to aging of the insulation if partial discharge (PD)
is presents [25]. PD can be described as an electric- pulse or discharge that occurs
within air pockets (voids) in the insulation or at a dielectric surface on the insulation
system [38]. These discharges can occur in any void, which may be located internal in
the insulation itself, between the outer insulation wall and the grounded frame,
between the insulation and the conductor or along the surface of the insulation. This is

illustrated in figure 11.

The electric pulses contain electrons and ions that bombard the insulation [25].

Organic metals such as the insulation degrades under this bombardment due to
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breaking of chemical bonds. After enough time, the PD will erode a hole through the
organic parts, which will lead to failure. Insulation tracking can also occur, usually on
the insulation surface [38]. This area of PD can bride the potential gradient between
the applied voltage and surface by cracks or paths. Cracks are the most critical
insulation condition due to PD, followed by (in decreasing order) void between
conductor and insulation, void between insulation and core and void internal to
insulation.

Void between
conductor and
insulation

Conductor

Contaminanted

Void internal insualtion cracks

to insulation

Surface discharge
through air

Stator/Rotor Core

Void between
insulation and
core

Figure 11: Surface and internal Partial Discharges, based on [38].

Another way that electric stress can age the insulation is when many repetitive voltage
surges are impressed across the turn insulation [25]. These surges can impose relative
high voltages across the first turn in a stator winding. This process involves, with
every voltage surge, emission of electrons from surface imperfections on the

conductor into the insulation, which can lead to puncture.

The Lifetime of the insulation (L in hours) can be represented by the inverse power

model displayed bellow [25], [39]

L=cE™ (4)

The model is based on the effect of the stress level E (in kilovolt/millimeter) and can
be applied if PDs are present [25]. The c is a constant and n is called the power law
constant. Also for electrical stress there is no effect of aging bellow a threshold. This
threshold is the PD extinction voltage, and can be included in the formula over by

replacing E with E — Ey where E; is the threshold. The power law constant is
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normally between 9 and 12 for insulation systems. If we assume n to be 10, a two-

time increase in electricity stress will reduce the life drastically by about 1000 times.

4.3.3 Mechanical Stress
The insulation on an electrical motor is exposed for three main sources of mechanical stress.
These are centrifugal force, magnetic force and stress caused by transients [25]. The
centrifugal force is a non-vibrating force that can crush or distort the insulation. There are not
much aging related to this, however some material may creep, which eventually may lead to

failure. Creep is when a material slowly creeps away from a high stress area.

The magnetic force is a result of the power frequency current, which gives a mechanical
stress oscillating at twice the power frequency [25]. If the winding coil is loose in the stator
slots, the force causes the coil to vibrate, which can lead to the groundwall insulation being

abraded.

The third common mechanical stress is caused by transients, and can occur while switching-
on of motors, or if a synchronous motor is out of phase [25]. Both gives rise to a large
transient power current that might be five times, or more, higher than the current in normal
operation. This means that if the motor is out of phase during startup, the magnetically
induced mechanical force is 25 or more times stronger than under normal conditions. This
transition force tends to bend the coils in the stator winding, which can lead to insulation
cracks it the force cannot be withstood. If a motor is frequently started and stopped, many

transients may occur, which can result in the end winding to gradually loosen over time.

Cygan et al. specifies that the aging process due to mechanical stress also is caused by the
forces that occur under thermal expansion, etc. [36]. This is explained in the section 4.3.1

about thermal stress.

Unlike Thermal and electrical stresses, there are no well-accepted life models related to
mechanical stresses. There exist models on this, however none have become the basis for
standards. Anyhow, a model that is used is displayed as bellow [40]

L= KpxS™™ (5)

The S represent the mechanical stress that the insulation is subjected to, while the K;;, and m

are constants.
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4.3.4 Environmental Stress
The aging process due to environmental stress is caused by conditions in the environment of
the insulation, such as chemical reaction, oxidation, moisture, radiation, etc. [36]. Stone et al.
refers to this as ambient stress, and list factors as humidity, oil, abrasive particles, dirt and

debris in addition to those derived by Cygan et al. [25].

Each of the stresses can affect the insulation in different ways [25]. Sometimes these factors
in themselves do not cause aging, however, if combined with another stress aging can occur.
For instance can oil and/or moisture combined with dirt, etc., can lead to a partly conductive
film over the insulation, which can cause surface currents and electrical tracking. The same
combinations can also get stuck in ventilation passages and between coins, which can block
cooling airflow and cause thermal determination. Low humidity can for instance lead to

greater PD activity.

For the factors, it is often not possible to relate the level of stress directly to the rate of
deterioration [25]. The factors are usually either present or not when aging testes are

performed.

4.3.5 Multiple Stress
In many cases two or more stresses need to interact before degradation can occur [25]. Many
degradation mechanisms do therefore not arise due to a single stress. However, they are often
a result of a combination of stresses, here referred to as multiple stresses. This is illustrated in
figure 12. When two or more of the single stresses are present, the failure process would be
much faster than if only one single stress where present, if the single stress would ever lead to

failure by itself.

nviron-
mental
Stress

Multiple
Stresses

Electrical
Stress
Figure 12: Combination of multiple aging stresses

In real applications, one of the most frequently encountered situations is electrical- and

thermal- stresses acting simultaneously [36]. Analyses have been performed for motor
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insulations, where different types of stresses, and combinations of them, have been applied.
The aging result obtained was quite different, for stresses applied separately and
simultaneously. Hence, it is not strange that there is an interest in modeling with multiple

stresses.

Multiple stress modeling is of great significant in aging studies on electrical insulation [36].
Normally, models are limited by the electrical- and thermal- stresses. This is due to the reason
that the presence of these two stresses is almost unavoidable. There has therefore been made
several different models for lifetime calculation with these stresses. Based on previous work

the following formula was derived [41]

log(E,)
E —(l & )—1XCT)
b = x =0 (E2) 108 ©
1
=T 1 1 .
Where: L = Tjp3%0.5 B, cT = PR c¢T = the conventional thermal stress, K = the
R E

absolute temperature evaluated in Kelvin, Kgr = the absolute rom temperature in Kelvin, L =
the thermal life at elevated temperature, T, = average life from thermal endurance testing in
hours, T, = the temperature of interest, T = the temperature of the thermal life study, B = the
slope of the corresponding Arrhenius curve, E;= voltage applied to windings, E; = voltage
applied during the studies, E, = the additional stress based upon the initial electrical endurance

of the winding insulation system

There exist models where mechanical stress is added inn addition to thermal- and electrical-

stress, however, this will not be covered in this thesis.

4.4 Degradation Mechanisms of Stator Windings
The thermal- electrical- mechanical and environmental- aging stresses can lead to degradation
mechanisms of a synchronous electrical motor. The main degradation mechanisms due to
aging of the stator windings are presented in table 4.1 and 4.2 below [25]. A similar table for
rotor windings will not be presented in this report, due to the fact that the stator windings is
most exposed to degradation. Many of the degradation mechanisms for stator winding will

also be relevant for rotor windings.

The coil type is significant for which degradation mechanisms that can be present. In table 4.1
and 4.2, degradations mechanisms relevant for form-wound coils are marked with I, while it

is marked with II if it is relevant for random-wound coils. Parenthesis around the type
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indicates that it is unlikely that this type can experience the applicable degradation

mechanisms. The description section covers the topics of general info (I), general process (P)

and root cause (R). Symptoms and remedy is not deliberated in the table.

Table 4.1: Degradation mechanisms for stator windings part 1 [25]

Degradation
mechanisms

Coil
type

Description

1. Thermal
Deterioration

I 11

I: Caused by operation at high temperature. Not common for water-
cooled windings, however one of the most common reasons for
failure for air-cooled motors. P: Can lead to two mechanisms; The
conductors are not held tightly together and PD occurrence in the
delaminated insulation. R: Overload operation, poor design, poor
manufacture, insufficient time between motor starts, high harmonic
currents from drivers, negative sequence currents from voltage
imbalance, dirt, plugging, debris/copper oxide, loose coils, operation
under-excited and to many dips and bakes.

2. Thermal
Cycling

L, (1)

I: Most likely to occur in motors with long stator cores and when
rapid starts and stops are rapidly changing loads. Direct water-
cooled motors are unlikely to experience this due to conductor
temperatures changes slowly. P: Mechanisms such as girth
cracking/tape separation, conventional thermoset determination and
vacuum pressure impregnation. R: A combination of too fast load
change, operation at to high temperature and inadequate design of
the insulation system.

3. Inadequate
Resin
Impregnation

(D), 11

I: Resin impregnation is also called dipping. It seals the windings
against dirt and moisture, improves heat transfer, and reduces
vibrations. Dipping can reduce voids that would lead to PD. P:
Poorly dipping will cause imperfection in insulation, as pinholes or
cracks, which can lead to higher operation temperatures. R: too
thin/thick resin, resin chemistry, to high bake temp, not following
supplier’s recommendations and inadequate covering.

4. Loose Coil
in the Slot

L, (1)

I: Sometimes called slot discharge. Most common in thermoset-type
coils, and not likely for thermoplastic windings. P: Vibrations
between insulation and stator core. Can cause insulation to be
rubbed way, if 30% is rubbed away we will have a failure. Has two
stages, where PD will occur in stage 2. R: Shrinkage of insulation,
ripple springs ability loss and wedge loosening
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Table 4.2: Degradation mechanisms for stator windings part 2 [25]

5. Coating I I: Coating is present to prevent PD. It is most likely to occur for

Failure very high voltage impulses and for air-cooled machines (since
involving PDs). P: determination of the coating of the coils in the
absence of coil vibration. R: Poor maintenance, to high surface
resistance, local heating, and switching voltage frequencies.

6. High I, (Il) | I: A discharge where coil are not loose in the slots. P:

intensity Slot Semiconductive coating becoming isolated from the stator core for

Discharge the entire length of the slot. Since gap between the semicon- ductive
coating and the stator core is discharged when contact is made, a
very large discharge results. T: Poor design, Poor manufacturing

7. Vibration I, (I) | I: Also called spark erosion. Related to loose coil problems. A rare

Sparking problem brought on by poor design. Not a PD mechanism.
P: A spark can be formed if semiconductive coating losses contact
with core and the current is large enough. R: Poor design

8. Repetitive (D, I | I: Gradual aging, if the voltage surges from drive are of high

Voltage magnitude. Smaller motor is most likely to have this problem.

Surges Due to P: Gradual deterioration of insulation and coating due to repetitive

Drives voltage surge. R: A fast surge rise-time, mismatch between motor
and cable, air pockets and presence many surges per second.

9. LII I: Leads to faster thermal deterioration, chemical attack and

Contamination electrical tracking. Electrical tracking occurs most often in dirty and
wet motors with high operation voltage. P: Enables current to flow
over the surface of the insulation. These currents degrades and
eventually causes the groundwall insulation to fail. R: partly
conductive contamination, prior thermal deterioration or winding
vibration.

10. Chemical | L II I/P: Deterioration of the insulation that occurs when exposed to an

Attack environment in which chemical such as acids, solvents, oil and
water are present. R: Presents of chemicals and bad maintenance

11. Inadequate | I I: In large stators, space is left between coisl in the end winding to

End Winding ensure cooling. Unlikely to occur in high-pressure, water-cooled

Spacing motors. P: To small space between coils in the end winding will lead
to PD given sufficient time. R: Insufficient space between coils, thin
groundwall design, inconsistent coil shape, poor installation,
insufficient blocking, poor and chemical control.

12. End I, (I) | I: If the end windings are not adequately supported, the coils will

Winding vibrate. One of the most common degradation mechanism of large

Vibration gas ant turbine generators. P: Current flowing through coil creating
large magnetic forces that leads to vibrations that gradually abrades
the insulation. R: Inadequate initial design, poor manufacturing
procedures, prior out-of-phase synchronization, long-term operation
at high temperatures, and excessive oil in the end winding.

13. Stator III | I: Water leaks from a water-cooling system onto the insulation. A

Coolant Water ground fault can immediately occur. P: Water will reduce the

Leaks mechanical- and electrical- strength of the insulation. A slow
deterioration process that can eventually lead to corrosion. R: Poor
brazing, poor workmanship and marginal plumbing connections.

14. Poor L, (I) | I: Windings consist of hundreds if not thousands of electrical

Electrical connections. P: If the resistance of the connections is too high,

Connections overheating thermally degrades the insulation. Over time the

connections between coils may fatigue-crack. R: Poor workmanship,
poor brazing, poor soldering and inadequately- tightened or
designed bolted connections.
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4.5 Failure Mode of Stator Windings

Degradation mechanisms will eventually cause the windings to reach a failure mode. Recall
that a failure mode is a state where the condition of the winding not is acceptable. The
modeling of the winding RUL is closely related to this state. Therefore, it is of interest to

identify a variable that can represent the aging process towards a failure mode.

4.5.1 Health Indicator of the Windings
Co-supervisor E. Lunde has explained that the PD is the best known measurable variable that
can represent the aging process. In table 4.1 and 4.2 from section 4.4, it can be seen that PD is
closely related to the degradation mechanisms that affects the insulation. Insulation was,
earlier in this chapter, identified as a part that limits the lifetime of the windings. By this, it
can be concluded that PD is a good health indicator for the insulation condition, and can
therefore be formalized as in the equation 7 bellow. The degradation at time t, Y(t), is

determined by the partial discharge at time t, PD(t). PD(t) is measured in nanocoulombs [nC].

Y(t) = PD(t) (7)

4.5.1 Failure Mode based on Partial Discharge
Equation 7 indicates that a high value of PD equals a high level of degradation. Note that a
failure can occur at every value of PD, however, as the condition gets worse the frequency of
failure should increase. Different types of failures can occur, like for example an insulation
crack or a rubbed away coating. Since a failure can occur at any time a failure might not be a
good way to represent the aging process. The failure mode considered in this thesis is
therefore the level of PD that indicates an unacceptable insulation condition. This PD level is

displayed in table 5 in section 5.1.

4.5.1 Monitoring of Partial Discharge
There exist several different ways to detect and monitor the PD [42]. Most detection system
has elements related to sensors to detect pulses, electronics to convert the pulse signal to
digital form and a signaling process that reduces the information to manageable quantities.
The monitoring process can be conducted on-line while a motor is still operating, or the PD
can also be recorded off-line. The PD can be measured both continuously and at periodic

inspections.
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Chapter 5
Model Description

Chapter 5 is presenting classifications, assumptions, limitations and model theory that are of
interest for the modeling of the remaining useful lifetime of a motor. First a classification of
the motor condition will be displayed, which will be the basis of the final model. Then a
presentation of the importance of data will follow. Further a general model description is
presented, which will develop into a more specific study of the model of interest. Several

equations and a estimation method is also presented.

5.1 Classification of Motor Condition

Partial discharges (PD) have a significant importance for the aging process of insulations. PD
will gradually lead to degradation mechanisms such as presented in chapter 4. It was denoted
that the level of PD could represent the condition of the insulation, hence the motor itself.
The modeling of the RUL can therefore be represented by the development of the PD, and a

motor condition calcification based on the PD is therefore in its place

Karsten Moholt has presented a table that displays the insulation condition based on specific
PD value intervals. This is illustrated in table 5, where each condition interval has been
assigned to a state number. The best condition is called excellent and will in this thesis be
referred to as state 5. The worst condition is state 0, where the insulation is said to be
unreliable. This will be thought of as the failed state, however the insulation is not necessary
failed were an unacceptable condition is possible. This means that once a state 0 condition is

observed the motor should be taken out of operation, and thus it is considered as failed.

Table S: Insulation quality measured in PD (nC), based on [43]

Insulation condition Partial Discharge [nC] State
Excellent <2 5
Good >2<4 4
Average >4<10 3
Still Acceptable >10<15 2
Inspection Recommended >15<25 1
Unreliable >25 0

In chapter 6 this classification of the insulation condition will be used for the modeling of the

remaining useful lifetime (RUL) of the motor. To do this it is of interest to investigate
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historical data to se how the PD develops over time. This data is therefore important for

which model that should be used.

5.2 Importance of Data
The selection of the best survival model is, as mentioned to the left, dependent on the
available data. The quality of these data is an important factor, which also means that the
study of the data that are under investigation should be considered [44]. For example should
the uncertainty- and the distribution of the data be of interest when selecting a model, as well
should the credibility- and the size of the study not be overlooked. Sometimes we also have to
deal with an issue related to censored data, which will be presented in section 5.8. There exist
several examples that illustrate the importance of data. For example it is significant that the
data represent a real situation and not special cases, such that the predictions is as accurate as
possible. Also if the data available indicates that the time spent in a state does not have an
exponential behavior, a model that is based on an exponential distribution, like Markov,

would not be a good choice of model.

For this thesis there where no available data that could be used to model the RUL. A model
could therefore not be selected based on data. The model to select should therefore be chosen
based on the properties of the model itself. For example how good the model can present the
aging process of the motor. It is therefore of interest to take a closer look at the theory and

properties behind models.

5.3 Model Introduction

In the chapter above it was explained that data is important for the selection of a model.
Before the selection of a model it is also essential to know the properties of a model. A model
is an abstract representation of a functional/mathematical relationship, in the form of a graph,
chart or equation [45]. These mathematical relationships are build on variables and
parameters, where a parameter is a known constant value and a variable represents a symbol
that can take any value. This can be used to introduce two different models types, called

deterministic- and probabilistic- models.

5.3.1 Deterministic Modeling
If all parameters in a model are known with certainty, the result that the model presents is
assumed to be certain [45]. Models of this type are called deterministic models. A given input
variable in such models will always give the same output result without variations. The
inverse power model presented in equation 4 in section 4.3.2 is an example on a deterministic
model. The relationship between the parameters and variables gives the opportunity to make

lifetime predictions, and to see how variables affect each other.
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5.3.2 Probabilistic Modeling
In contrast, a probabilistic model contains uncertainty, which for example can be a future
condition [45]. This means that more than one outcome of a model is possible, and that there
is some doubt about which outcome that will occur. A probabilistic model can be defined as a

representation of a random event within a sample space [46].

5.3.3 Selection of Model
Since the deterministic models do not include uncertainty, their relation to survival studies
can be a bit unclear. A way they can be useful is in the decision making phase. The models
can give us an indication of the effect the different stresses has on the aging process. For
example it might be possible to use the inverse power model (equation 2) to se how the PD
level behaves as the voltage increases. It is clear that the motor lifetime will decrease as the
voltage increase. This can for example be an indication that the motor voltage (or applied
load) should be reduced if the PD level is in a critical state. Deterministic models can also be
used for parameter estimation, for example by performing accelerated life tests of the motor.
Accelerated life testing is about speeding up the degradation process by increasing stresses,
like for example the temperature [47]. It is known that an Arrhenius relationship exists
between the temperature and the failure time (equation 2). The aim is therefore to extrapolate

the result from the accelerated life test to normal operation conditions.

A probabilistic model seems to be a good fit for reliability issues, due to its uncertainty and
randomness perspective. This is also concluded in an SINTEF report [31]. In this report
Hokstad et al. classifies probabilistic models into four methods, which is lifetime models, rate
of occurrence of failure (ROCOF) models, Markov and probability of failure (PoF) models.
For this thesis, Markov model has been selected, where an explanation for this choice will

follow in the following section.

5.4 Introduction to Markov Modeling
A Markov model is a probabilistic method used to model systems with several states, and the
transitions between the states [31]. This method considers a random process through discrete
states and through a finite number of possible sates. The Markov method can be used to
calculate several survival measures, in addition it is a good tool to get an overview of a

system.

Markov models are a special type of a stochastic process {X(t), t > 0} [11]. A stochastic
process {X(t), t € O} is a collection of random variables, where X(t) is a random variable

that denotes the state of the process at index t, where © is the index set. The index t is often
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represented as time. The collection of the possible states is called state space, and is denoted
by X = {0,1,2,...,7}. A stochastic process with a Markov property is memoryless in the
sense that the future states are given by the present state and are independent of past states.

Such a process is called Markov chain.

5.4.1 Markov Chain
A stochastic process with a finite number of possible states will be considered. The index t is
assumed to be nonnegative values. If X(t) = i, the process is at state i at time t. When the

process in state i we have a fixed probability P; that a transition to state j will occur. That is

PIX(t+1) =1 X(®) =i, X(t—1) = i(t — 1), ..., X(1)
=i(1),X(0) =i(0)} = Py

(®)

for all states j, 1, 1(0), i(1), ... i(t - 1) and for t > 0, the stochastic process is called a Markov
chain. Equation 8 illustrates that the conditional distribution of future state, X(t + 1), depends
and the present state X(t), and is independent of the past states,

X(0), X(1), ..., X(t - 1). P;j will be further presented in section 5.4.2 and 5.4.4, and more
theory about Markov chain can be read in Ross’s book [48].

5.4.2 Markov Process
When dealing with a Markov model the time can be either discrete (taking distinct values {0,
1, 2, ...}), or continuous [11]. If the time is discrete the model is called a discrete-time
Markov chain, and if the time is continuous the model is known as a continuous-time Markov

chain. A continuous-time Markov chain is also called a Markov process.

Consider a Markov process for all times s, t > 0, and nonnegative i, j, x(u), 0 <u <s [48]. Lets
assume that the state of the process at time s is X(s) = i, we can say that the conditional

probability to be in state j at time t + s is [11]

PX(t+s)=jlX@®)=iXw) =xw),0<u<s) )

If equation 9 is equal to P(X(t +s) =j | X(s) = i), the stochastic process has Markov
property, and thus it is a Markov process [11]. In addition, if a transition between two states is
independent of s, the Markov process is said to have a homogenous transition probability
[48]. A process with this property is called a time-homogeneous process, and is valid if

X(t+s)=jlX(s)=1i)=PX()=j|X(0)=1i)[11]. This means that
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P(X(t) =j1X(0)=1i)= Py foralli,jinthe state space (10)

It has been established that the Markov process has Markov property. This means that the

amount of time the process stays in state i, Tj, is memoryless and must thus be exponentially

distributed, T; ~A;e ~*i [48]. In fact, a Markov process has the properties that when it enters

a new state

* The time spent in the state before a transition to a new state is exponentially distributed
with a rate, lets say 4;.

*  When the process leaves the state, it will enter state j with some probability, P, where

Yj=ipij = 1.

5.4.3 State Transition Diagram
A Markov process can be visually presented as a state transition diagram, also known as a
Markov diagram [11]. In the diagram circles are used to represent states, and discrete arrows
are used to represent transitions between the states. The transitions are given as rates, a;,
which can be a repair rate, y;, (a transition to a better state) or a failure rate, 4;, (a transition to
a worse state). For this thesis the state transition diagram will have a sequential structure, and

will appear in the similar style as figure 13 illustrates.

Figure 13: State transition diagram, sequential structure

5.4.4 Transition Rate Matrix and Chapman-Kolmogorov Equation
Consider the probability, Pj;, presented in equation 10. This probability can also be presented
in a matrix form as displayed in equation 11 [11]. When the motor is in sate i at time 0, it
most either be in state i at time t or made a transition to a different state. The sum of each row

in the matrix is therefore equal to 1.

Poo(t) Por(t) - Por(t)
p(p) = [Pe® Pu® - P (an
PrO (t) Prl (t) Prr(t)

From the Markov property defined in section 5.4.2 it is known that the time spent in sate i is
exponentially distributed with rate a;, and a probability, P; to enter a new state j. The

relationship between a; and P;; can be represented as followed
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a;; = q; X PU fOT' all i :/:j (12)

Since a; is the rate at which the motor leaves state i, and Pjjis the probability that it moves to

state j, it means that a;; is the rate at which the motor moves from i to j.

The transition rate a;; can be presented in a matrix, A, as presented bellow, called transition

rate matrix. Opposite from matrix 11 the sum of the rows is equal to 0. This is due to the

notation of the diagonal rate, ;;, which is set to be equal to —a;.

doo ®o1 ° Qor 13

10 @17 0 Qg (13)
A=| .. .

aTO arl o arr

A compact version of Chapman-Kolmogorov forward equation can be presented as [11]
P(t) x A= P(t) (14)
The equation is based on the Markov property and the law of total probability, where P.(t)

represent the time derivative of P(t), and is applicable when a;; = —a;. In matrix form this

can be presented as

Qoo Po1 - Qor
a a coe a . .

[Po(®), .. EOIx [ " T = [Po(®), ..., B(D)] (15)
aTO aTl o ar‘r

More interpretation of the transition rate matrix and the Chapman-Kolmogorov equation(s)

can be found in the book of Rausand et al. [11].

5.5 Survival Measures

There exist several survival measures, which is of interest considering the Markov model.

Some of the most common measures are presented bellow [11].

5.5.1 The Reliability Function
Reliability is a probability and is defined as the ability of a component to perform a required
function under given conditions for a given time interval [32]. From this the reliability can be
expressed as a function of time. The reliability function (or survival function) can be defined

as
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Rt)=1—-F@t)=pr(T>t) fort>0 (16)

Here, t is the time, T is the time to failure and F(t) is the cumulative distribution function
(CDF). The CDF denotes the probability that the component fails within the time interval
(0,t]. The derivative of F(t) displays the probability density function (PDF), which presents
how the probability of failure is distributed. Formalisms and diagrams of the PDF and the
CDF can be seen in the book of Rausand et al. [11].

5.5.2 The Transition Rate Function
Transition rate (or failure rate) is the conditional probability per unit of time that the
component fails between t and t + At, given that it has been working over [0, t]. This

probability is defined as

Pr(t<T<t+At) F(t+At)—F(t)

Pr(T > ¢t) R(t) (1n

Prt<T<t+At| T>t=

To get the transition rate function z(t) we divide this probability by the length of the time
interval, At, and by letting At = 0, z(t) is

o Pr(t<T <t+AtT >t) ~ F{t+At)—F(@) 1 f(®
z(t) = lim = lim =

= 18
At—0 At At—0 At R(t) R(t) (18)

5.5.3 Mean Time To Failure
Mean Time To Failure (MTTF) is the expected time before a component fails, where it can be

defined as

oo

MTTF = —f tR'(t) dt = —[tR()]§ +f
0 0

oo (00

R(t) dt=f R(t) dt (19)

0

Where it can be shown that [tR(t)]y =0 if MTTF is less than infinite.

5.5.4 Sojourn Time
In a model with several states we say that 0 = Sp< S; < S, < ... is times when transitions
occurs. Syis the initial state; hence the transition time of Spis 0. We can then define T; = Sii -
S;to be the ith interoccurrence, or the sojourn time, for i = 0, 1, 2, .... This means that the

sojourn time is the time spent in a state before a transition occurs.
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For a Markov model it is assumed that the time, T;, spent in state i is exponentially distributed
with a rate, like for example a;. Some probability to enter the next state will therefore be

present. The mean sojourn time can be estimated as followed

1
E(T;) = o (20)

2

If a; = 0 we know that state i is an absorbing stat. That means that since we have no transition

out of the state, we will never leave the state.

5.6 Exponential Distribution
The exponential distribution is one if several different types of survival distributions. Survival
distributions can be used to model the lifetime of components [11] Here, only the exponential
distributions will be described, since that is the distribution that is applicable for a Markov

model.

A continuous random variable, as for example time to failure T, has an exponential

distribution with parameter A > 0 if the PDF is in following form [44]

—At
o= {97 120 e

The exponential distribution is also denoted T ~ exp(A). It follow that T has the reliability

function as [11]

R(t) =Pr(T>t) = J.wf(u)du =e M fort>0 (22)

The mean time to failure for exponential distribution is

(00 oo

R(t) dt =f e Mdt = % (23)

MTTF = J.
0

0

The variance of t for exponential distribution is

var(t) = /1—12 (24)
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The standard devotion of t for exponential distribution is

; 1 1 25
SD(t) = Jvar(t) = ﬁ: 7 (25)
The hazard rate function for exponential distribution is
1 1
SD(t) = var(t) = =7 (26)

The conditional survivor function is presented in equation 27 bellow. Here it is of interest to
find the reliability of a component at the additional time point x, when we know it is in a
functioning condition at time t. The equation implies that the exponential distribution has no
memory of the past since the conditional survivor function is R(x). This is presented with an

example in section 6.5.4.

Pr(T>t+x) e At+x)

R(x|t) Pr(T >t) e At 27)

Pr(T>t+x|T>t)=

e ™ = Pr(T > x) = R(x)

5.7 Statistical Inputs

5.7.1 Mean, Variance and Standard Deviation
The mean is an average value of set samples or of a random variable X [49]. This average
value describes where the sample or probability distribution of X is centered. Statisticians
refer to this mean as the mathematically expectation or the value we expect a random value X
to take. It is often denoted E(X), however, it can also be presented in other ways, like for

example |, A,y and MTTF.

By itself, the mean does not given an adequate description of the shape of the probability
distribution [49]. The variance of the sample or the random variable X should also be
considered. It represent the variability/uncertainty in the distribution and is often denoted as

Var(X) or .

The positive square rot of the variance result in a measure called standard deviation of X,

denoted as o or SD(X). This is the deviation of an observation from the mean. If a set of
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values is close to the mean, the standard deviation will be smaller than if the values are

further away from the mean.

The equations for mean, variance and standard deviation for exponential distribution was
presented section 5.6. If a sample set is available then the following formulas can be used

[49]:
n . n . — ®)2
o Y u 2 =Z_:1M ooz (28)

5.7.2 Confidence Interval
Confidence intervals (CI) are used to quantify the variability in the parameter estimation [27].
It is a random interval that is estimated, where the true value of the parameter lies with some
probability. For example, a 90%-CI denotes that we are 90% certain that the true value of the

parameter lies within the interval.

There exist several different ways to calculate CI, where the choice of method is often
dependent on the available data and on which parameter that is of interest. In this thesis an
exponential distribution is assumed and a standard 95%-CI for positive parameters will be

considered. The following approximation is therefore used [50].

106xSD@) SD(R)
P(,ﬁXe WO cu<axe TR ) ~ 0.95 (29)

Here /i is an estimator for the mean, u is the exact value for mean and SD(ji) is an estimator
for the standard deviation. The variable 1.96 denotes that we have a 95%-CI, where 1.96 is
the z-value, z., found in the table presented appendix III. z, is a value that leaves an area of
/2 to the right of the CI, where ¢ is the percentiles outside the CI (5%). Note that the CI is no

better than the quality of the point estimator, in this case the SD (i) [49].

5.73 Error
An error is a discrepancy between an estimated, observed or measured value and the true
value [11]. By considering the error of a parameter estimation, it might be possible to
determine if an estimation good or not. This error can for example be explained by the use of

a percentage error or a standard error.
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The percentage error denotes how many percentage the estimated parameter deviates from the

true value. If the original parameters, let say transition rates 4;;, are known, it is possible to

)

calculate the error with equation 30 [51]

i — As
error = I”—”l x 100 (30)

The standard error of an estimator is its standard deviation [49]. Thus, the standard error
explains the deviation of the estimator from its true value. A small standard error should in
theory mean that the estimator is close to the true value, while a high standard error indicates
that estimate might deviate significantly from the true value. The standard error can be

presented as in equation 31 [49]

SE = SD(0) = 31)

Sl

For an exponential distribution we know that MTTF = i = %and that SD(T) =/ Var(T) =

o= 7. Thus, the standard deviation is equal to the mean for an exponential distribution.

Therefore, the standard error for an exponential distribution can be presented as in equation

32 [50]

(32)

51l

According to the equation 32 over, the largest possible standard error is SE = /i, which will be
the case if n = 1 sample. This means that if a standard error (calculated based on samples with
equation 31) of a parameter is larger than the estimated parameter itself, the estimated

parameter is not applicable for an exponential model.

5.7.4 Maximum Likelihood Estimation
Maximum likelihood estimation (MLE) is a way to estimate the parameters of a distribution
[11]. Consider the likelihood function, L(6, x), which expresses the probability of observing
values from distribution x given the parameter 8. The maximum likelihood principle is to

estimate the value of @ that is most likely to produce the values of x, thus

L(B(x);x) > L(8;x) for® € © (33)
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5.8 Maximum Likelihood Estimation with Censored Data

PD has been identified as the data of interest considering the aging process of the motor. At
Kollsens, PD has been collected on-line, with opportunistic inspections. These inspections
reveal a specific motor state at the time of the inspection. For this reason the exact transition
times are unknown, which means we have to deal with an issue called censored data. Since
the Markov model has been selected for this thesis, it is of interest to see how censored data

can be used to estimate the transition rate parameters of a Markov model.

5.8.1 Censored Data
Incomplete data sets can lead to challenges for the modeling of a process [11]. This might be
a result of an expensive or impractical waiting process to get the complete data, individual
components can be “lost”, or and event or events can occur at unknown times within an
interval of the components lifetime. Thus, there are several different types of censored data.

The three most common are right- left- and interval censored data.

Right censored data is if an event occurs later then the time of censoring (observation), in
which case the true lifetime is “to the right” of the censored time [52]. Left censoring is if the
event of interest has already occurred before the component is observed in the study. Interval

censored data is when the event is only known to occur within an interval.

Table 6 bellow illustrates right- left- and interval censored data, which are collected with
inspections. L denotes the left side of the time interval and R denotes the right side of the time
interval. For sample 1 an inspection was made at time 2 and no transition was observed,
which means that the time of transition, ti, is occurring at an unknown time after time 2. This
is called right censoring. For sample 2 the inspection at time 5 is the first observation of its
condition. At this time it is observed that a transition to a more degraded stat had occurred
sometimes before the recordings had started. Such data is called left censored data. The last
sample, number 3, indicates that the t' has occurred sometimes between the inspection

intervals at time 3 and 6. This is reffered to as interval censoring.

Table 6: Example of censoring types

samplenr| L R Transition
observed

1 2 NA No

2 NA 5 Yes

3 3 6 Yes
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5.8.2 Maximum Likelihood Estimation based on Periodic Inspection
The monitoring of the motor condition at Kollsnes is opportunistic inspected, which in this
thesis is assumed to be inspections at a periodic time, At. This means that at each inspection,
it can be observed if the motor is in the same state as it were at the last inspection, or it can be
observed if a transition to a more degraded state has taken place. Thus, it is not possible to
observe the exact time of the transition, and therefor the exact time spent in state i is

unknown. This type of data is typically interval censored and can be handled as followed.

The available information, about censored date collected at a periodic time, can be

mathematically presented as [51]
Ty <tp < T+ AT (34)
k k

Where k is a specific sample (k =1, ... , n), n is the total number of samples, i is the observed

sample state, Tl,ic and Tl;-C + AT are the inspection dates of sample k between which a

transition from i is present and t/, is the unknown transition time of sample k from state i.

Based on the observations at the inspection dates, T i, it is possible to estimate transition

1
parameters. Barros et al. presents the following maximum likelihood estimation for parameter

Aij, where it is assume that the distribution has a Markov property [51]
Pr(Ty < th < Ty + AT) = (1 — e™HiAT)xe A01dTh (35)

Here l,i( is the number of times a state i condition is observed for sample k. When a transition

from state i has been present, the inspection data Tl,ic are “reset”, such that Tl’ic = AT l,i( is true

for all states in the state space. The likelihood function of lf{ given A;; for all n samples can

then be calculated as
n

L(a; 1) = nPr T, <t <T,;+ AT
(l], k) 1l (lk k I ) (36)

— (1 _ e_lijAT)nXe_lijATZzzl l]"{

By maximizing L(A;; l}) the parameters A;; can be determined:

- . 1 n+Yn_ [
Aij = argmax,lijL(/lij,l}() = —In (¢

37
AT ) (37)

n i
k=1 lk
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Chapter 6
Modeling of the Remaining Useful Lifetime

Chapter 6 is where the modeling of the remaining useful lifetime of the motor will be
conduced. First the model selection is presented, followed by the making of the model and its
fictional transition rates. Further the modeling is conducted with subsequent results, where
several methods-, tests- and component levels are considered. A method for parameter

estimation based on censored data is also presented, where the estimation quality is studied.

6.1 Model Selection

The modeling of the motor RUL will be conducted with a Markov model. The reason for- and
the approach for the selection of this model were presented in chapter 5. The main reason is
the ability of the Markov to model a degradation process, where degraded states can be used
with increasing transition rates. The fact no data of the motor lifetime were available where

also a contributing factor the selection.

The model used is a Markov chain with continuous time (Markov process) and discrete states.
The Markov model is memoryless and it is assumed to be time homogenous were the time
spent in each state is exponentially distributed. No repair is considered and only one transition

can occur at the same time.
6.2 Markov States

6.2.1 Markov Transition Diagram
In section 5.1 the motor condition was classified into the state space X = {5, 4, ...,0}, where
state 5 is the best condition and state 0 is the worst. Based on these six state conditions it is
possible to make a Markov state transition diagram, which is displayed in figure 14. The
figure illustrates the states and how the transitions can occur between them. The transitions
are illustrated with failure rates, A;;, where i is the state the system move from and j is the state
the system move towards. It is assumed that the PD level cannot be better, so no transition to
a better state is possible, and it is also assumed that it is not possible to skip at state by for
example jumping from state 5 directly to state 2. Thus, only one transition can occur at the

time.

/A54 ~- /}\43 ~ /}\32\ /}\21\ /}\10\

5 4 3 2

Figure 14: Markov state transition diagram
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6.2.2 Markov Transition Matrix
Section 5.4.4 describes how transition matrixes are derived. Recall that this matrix can be
used to calculate the probability to be in each state at the given time, by considering the
Chapman-Kolmogorov equation. The Chapman-Kolmogorov equation in matrix form will be

as expressed in figure 15, where the center matrix is the transition matrix of the motor states.

0 1 2 3 4 5
0 0 0 0 0 0 0
1 Ao (hio) 0 0 0 0
2 0 Yo (Ma) 0 0 0 e e e e
Po(1), Py(1), Pa(1), P3(t), Py(t), Ps(t) | X ) = [ Po(0), Pi(0), Pa(1), P5(1), Py(t), Ps(t)
3 0 A2 —(As) 0 0
4 0 0 0 A (M) 0
5 0 0 0 0 Ass —hss

Figure 15: Chapman-Kolmogorov equation in matrix form

6.3 Estimation of Transition Rates
For the transition matrix to be useful it is essential to have a value for each of the transition
rate parameters, A;. A possibility way to obtain these is by estimating based on historical data.
Since there are no available data, an alternative method for the estimation has been used. Here
it is assumed that the expected remaining lifetime is 5 years. This assumption gives the follow

failure rate per hour

1 5

1 = 3ecsza "> Mor = 0.000571 %)
tot

The failure rate, A, is denoting the rate from the current condition into a failed state. Since a
classification of 6 states has been made, the current state should be determined based on the
motor condition at the current time. For this thesis a condition of state 5 will be assumed as
the initial condition. This means that five state transitions should be present before the failed

state 0 is observed. The average of these five failure rates can be calculated as followed

_ Aor _ 0.000571
Aavg - 5 - 5

= 0.000114 (39)

Recall that the failure rate should be increasing as the motor condition degrades. Since the
Aavg 18 constant, MINITAB was used to present increasing parameters based on some
predetermined restrictions. The MINITAB function random data was used, where
exponential distribution was selected to derive increasing parameters. MINITAB was also
asked to print 5 values with a mean equal to the A4,4. The result is presented in table 7

bellow.



Table 7: Transition rates

Aio=0.0003517
A2 =0.0001423
A3, =0.0000876
A3 =0.0000470
Ass = 0.0000378

6.4 Markov Calculations by hand

6.4.1 Markov State Equations

45

From the Chapman-Kolmogorov equation in matrix form presented in figure 15, the

following equations are derived:

Py(t)xA10 = P, (t)

Py(£)X(=2g1) + P3(£)x A5, = Py(t)

Py ()X (—43) + Ps()XAsq = Py(t)

Py(0) =1, P,(0) = 0, P,(0) =0, ..., P;(0) = 0

(40)

By solving the equations from set 40, based on P;(¢t) it is possible to derive equations that are

used to find the probability to be in state i. The calculations can be viewed in appendix 1V,

and the final state equation are as followed:

State 5
Pg(t) = e~ Asat
State 4
154 A
P.(t) = e~ Asat _ g—Aast
4( ) 143 _ 154( )
State 3
A54X243 gt _ -Asgt
P3(t) = e Asal _ =432
30 = s = A x(haz—Tsp) )
A54 X243 Asgt _ -Agst
* (443 — A354)X(A32—A43) X(e e

(41)

(42)

(43)
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State 2
A54XA43XA3; -2 _
Py(t) = X (e *sst — g%t
2(8) (443 — A54) X (A32—A54) X (421 — As54) ( )
A5qXA43X 43, —Agt _ p—Agt
+ X(e 4t — g74a3
(43 — A54)X(A32—A43) X (421 — A43) ( ) (44)
+ ( A54XA43X43, _ A54XA43XA3, ) x(e-Hat — g-int)
(443 — A54)X(A32—A43) X (21 — A32)  (A43 — A54)X(A32—A54) X (421 — 432)

State 1
AgyXAq3X A XA, R Ay XAg3X A3 X2,
Pi(t) = 54X A3 X A32XA21 x(e-Hs4t — Moty + 4 X Aq3 X A3y XAy x (et
(A4 — A54) X (A32—A5) X (A21 — A54) X (A10 — As54) (A43 — Aga) X (A32—A43) X (A21 — A43) X (A10 — A43)
— ety 4+ AsiXA43XAg2 X221 x(e~4zt — g-hiot)
(43 — Asa) X (A32—A43) X (A23 — A32)X (410 — A32)
As4XAg3XA32 XAz
+ x(e“-"" - e~lm)
(s = 250X Q= 25) X (Az1 = D)X (Azo ~ Az2) (45)
Ay XAg3 XAz X4, AggXAq3XA32%X 4
+( 54 X Aga XAz2 X421 + 4 XAq3 X432 X421 Yx (-0t
(43 — Asa) X (A32—A50) X (A21 — Asa) X (A30 — A21)  (Aaz — Asa) X (Aaz—2A43) X (421 — A32) X (A1 — A21)
—ehnty 4 ( Asa X243 XA32 X223
(A4 — Asa) X (A32—A43) X (A21 — A43) X (410 — A21)
. A54 X443 X432 X A1 Yx(e-21t — g0t
(43 — A5a) X (A32—A54) X (A21 — A32) X (A30 — 421)
State 0
As4XA43XA32 X221 X410 As4XA43XA32XA21 X410
Py(t) = X(e %1t —1) + x(1 — e st
o) = s = Aoz 250X G — s ¥ Chag = X (Aa) < Dt B T I X Gy A X Chay — Ae)X o — )X (—z) ¢ )
. AsqXAy3XA3XA21 X109 x(e 52t — 1)
(A3 = A54) X (A32—A43) X (A21 — A32)X(A10 — A32)X(—432)
N A5y XAy3X A3 XA21 X410 X(1— ety 4 ( As4XAy3X A3 X421 X410
(A3 = A54) X (A32—A54) X (A21 — A32)X(A10 — A32)X(—432) (A43 = A54)X(A32—A43) X (A21 — A43) X (A10 — A21)X(—4z1)
- Ag4XAy3XA32XA21 X410 (e Hit — 1) + (. Ag4XA43XA3XA21 X410
(A3 = As4) X (A32—2A54) X (A21 — A32)X(A10 — A21)X(—421) (443 — A54)X(A32~A54)X (421 — A54)X(A10 — A21)%(—~421) (46)
+ Ag4XAg3XA3XA21 X410 IX(1 - e-dat) 4 (. AssXA43XA32 X221 X419
(A43 = A54)X(A32—2A43)X(A21 — A32) X (A10 — A21)X(—421) (A3 = A54)X(A32~243)X(A21 = A43)X(A10 — A43)X (24 10)
. Ag4XAy3XA32XA21 X410 Jx(e et — 1)+ A54XAg3XA3XA21 X410
(A3 = A54) X (A32—A54) X (A21 = A32)X(A10 = A32) X (—~410) (443 = A54)%(A32~A54)X (421 = A54)X(A10 — A54)%( ~410)
- A54XA43XA32XA21 X410 IX(L— e-Hiot) 4 (. Ag4XA43XA3XA21 X419
(A3 = As4) X (A32—A43) X (A21 — A32)X(A10 = A32) X (—410) (A43 = A54)X(A32~A43)X(A21 = A43)X(A10 — A21)X (=4 10)
. AsyXAy3XA3XA21 X109 Jx(1 - ety 4 AgyXAg3XA3;XA21 X410
(A3 = A54) X (A32—A54) X (A21 — A32)X(A10 — A21)X(—2A10) (A43 = A54)X(A32—A54)X(A21 — A54)X(A10 — A21)X (=24 10)
A54XAy3XA32XA21 X410 2
+ X (e A0t — 1
iz~ A XChaz—As2) <Gy — A< Chao ~ Az X ()« )

6.4.2 State Probabilities with Excel
To test the equations with the transition rates an excel calculator has been made. The
calculator is displayed in figure 16. The green cells are for input values and the red cells

provide the output probabilities to be in each state.

Ao Aoy Aa Aaz Asq

Transition rates
Time (Hours)

State 0 State 1 State 2 State 3 State 4 | State 5

Figure 16: Markov state probability calculator, Excel

For a time period of 1 year (8760 hours) the calculator, including transition rates, will look as
figure 17 illustrates. It is displayed that the probability of the motor to be in state 5 after 1
year is 71.81%, and the probability of being in an unacceptable state (state 0) is 0.14%.
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7\'10 }\'21 >\'32 }\'43 7\'54
Transition rates | 0.0003517 0.0001423 0.0000876 0.0000470 | 0.0000378
Time (Hours) 8760
State 0 State 1 State 2 State 3 State 4 | State 5
0.0014 0.0018 0.0089 0.0414 0.2285 0.7181

Figure 17: Test of Markov state probability calculator, Excel

The temporary transition rates and the calculator seems to work correctly, however it could be
interesting to see if a model in MATLAB provides the same result as excel. In MATLAB
there is also better options for plotting, as well as for more possibilities for other reliability

measures.

6.5 Markov Calculations with MATLAB
To make the model in MATLAB a code has been made, which is displayed in appendix V

part I. The same transition rates as for the excel calculator was used, however, several

different time tests has been conducted.

6.5.1 Markov Test 1 — Time Period of 1 Year
The inputs values for test 1 are the same as those used in the Excel calculator. The result is
presented in 18, where the probabilities obtained with MATLAB are the same as those

derived in Excel.

State © State 1 State 2 State 3 State 4 State 5
0.0014 0.0018 0.0089 0.0414 0.2285 9.7181

Figure 18: Test 1 - MATLAB output, state probabilities
In addition to the state probability output, it is of interest to extend the MATLAB model by

including MTTF, reliability and different plots. Figure 19 displays the MTTF and the
reliability.

The reliability is presented to be 0.9986 and the MTTF is 1 year. This indicates that the motor

is reliable, and it should not fail a time period of 1 year when the initial condition is state 5.

- The reliability, R(t), is ©.9986
- The Mean Time To Failure, MTTF, is 1.0@ Years
- The state probabilities are:

State @ State 1 State 2 State 3 State 4 State 5
0.0014 0.0018 0.0089 0.0414 0.2285 9.7181

Figure 19: Test 1 - MATLAB output, MTTF, R(t) and P(t)
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Figure 20 illustrates two different plots for the time period of 1 year. In both plots the x-axis

is the time and the y-axis is the probability.

The plot on the top illustrates the probability for the motor to be in each state, in the time
interval of 0 to 1 years. Each of the six states has been assigned to a color, where all are not
viewable at this plot due to the low time period. The light blue line is assigned to state 5,
which is the best state. At time 0, it is displayed that the probability of being in state 5 is
100%, while the probability of being in state 0-4 is naturally 0%. When time t increases, the
probability of being in state 5 decreases, which can be seen in the plot by an decreasing light
blue line. In the plot in the middle the reliability is represented. It is illustrated that the
reliability is decreasing as time t increases. After 1 year the reliability still is high and not far
from 1. The last plot displays the PDF. The density that is viewable for 1 year period is low,

which indicates that the probability of failure is low for this time period.

State probabilities

1 T
State 0
State 1
State 2
05 State 3| |
State 4
Staee 5
B MTTF
0 1 — 1 <l‘ —
0 02 04 06 08 1 Years
Reliability
1 T T —_—
029995 T+~
0999 + \
09985 . . . .
0 02 04 06 08 1 -->Years
6> 10 Probability Density Function
PDF
MTTF
4F T
2 -
0 1 e 1
02 04 06 08 1

Figure 20: Test 1 - MATLAB output, plots

6.5.2 Markov Test 2 — Time Period of 20 Years
The model with a time period of 1 year did not give a good indicator for the final motor RUL.
For this reason the time period was increased to 20 years, so the whole picture could be seen.

The output result is displayed in figure 21.
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The probability to be in the unacceptable state 0 after 20 years is 98.58%. Hence, the
reliability is 0.0142 and the MTTF is 7.83 years. Based on this, it seams like the motor not
will work after 20 years, and that the expected time of a motor failure will be around 7.83

years.

- The reliability, R(t), is 0.0142
- The Mean Time To Failure, MTTF, is 7.83 Years
- The state probabilities are:

State @ State 1 State 2 State 3 State 4 State 5
0.9858 0.0014 9.0032 0.0039 0.0044 9.0013

Figure 21: Test 2 - MATLAB output, MTTF, R(t) and P(t)

The plots for the time period of 20 years are illustrated in figure 22. The figure now
gives a clearer view of what is happening, where it can be seen how time affects the
probability to be in each state. It is displayed that state 5 decreases all the time, and it
approaches 0 at approximately 16 years. State 4 increases in the start, before it turns
around at around year 3. State 0 is increasing all the time and seams to approach 0 at

year 20.

The reliability decreases as time goes, where line first has a concave shape, before it
turns around slightly before the MTTF and goes into a convex shape. This means that the
reliability is decreasing exponentially until we reach the time where the motor is

expected to fail.

The PDF plot indicates a large variability for a motor lifetime. The low top point and the
density, which is spread out over a long period of time, illustrate this. A precise

prediction of the RUL is therefore though to provide.
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Figure 22: Test 2 - MATLAB output, plots
6.5.3 Markov Test 3 — Time Period of 20 Years and Inspection after 3 Years
It is of interest to see what happens to the reliability when the motor condition changes.
By inspecting the motor condition, the observed situation can be quite different from the
original prognosis. The inspection can revile a worse or a better motor condition than
expected, which will be an important factor for the true RUL. Therefore, conditional

reliability has been included in the MATLAB code as presented in appendix V part Il

A total time period of 20 years is still considered for test 3, however, an inspection after
3 years is assumed to revile a state 4 condition. The output is presented in figure 23,
where the probability to be in state 5 now is 0. This is due to no repair and since a
condition of state 4 has already been observed. The probability to be in the unacceptable
state 0 after 20 years is 99.66%, which is higher then the situation without conditional
reliability (98.58%). The reliability is now 0.0034 (before 0.0142) and the total MTTF is 7.85
year (before 7.83 year). The MTTF in the figure is measured from the time of inspection, so
the MTTF from time O is therefore 3 + 4.85 years. Based on this it is concluded that the motor
most likely not is useful after 20 years, and that time of failure is expected to be around 4.85

years after the inspection.
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For a total time of t = 2@ Year(s),
and a condition of state 4 at time t = 3 Year(s)

- The reliability, R(t), is 0.0034

- When the motor is at state 4 after 3.00 years,
The Mean Time To Failure, MTTF, is 4.85 Years.

- The state probabilities are:

State @ State 1 State 2 State 3 State 4 State 5
0.9966 0.0005 0.0010 0.0011 0.0009 @

Figure 23: Test 3 - MATLAB output, MTTF, R(t) and P(t)

The conditional reliability indicates a slightly worse condition then initially predicted,
since the reliability now is lower. However, the MTTF seems to be slightly better after
the inspection was conducted. This can be perceived as a bit strange since the observed
condition is degraded. A reason for the increased MTTF is that the motor is 100%
certain not failed at the time of inspection. Where, at the starting point at time 0, a
worse- or even a failed motor state was a possibility for time 3. This means that the
reliability is better then first predicted in the first period after the inspection, while it

gets worse as time goes.

Figure 24 bellow illustrates the graphs for a condition of state 4 after 3 years. For the
upper plot, the green line, which represent state 4, is 100%, after 3 years, while the
other states is at 0%. The probability of being in state 5 drops at time 3 at stays at 0%
for the rest of the time period. States 0, 1, 2 and 3 increases right after time 3, while state
4 decreases. States 1, 2 and 3 will increase until they reach a top point before they

decreases towards 0%, while the failed state 0 will increase towards 100%.

The reliability can be seen in the middle plot, where it is 1 after 3 years. It is this high
since the motor is known to work at this point. As time continue to pass beyond 3 years,

the reliability decreases and reaches 0 at around 16 years.

In the last plot the PDF is displayed, where the uncertainty still seams significant.
However, it is slightly less compared to test 2, where spread now is smaller and the top
point is hence higher (approximately 0.018 vs. 0.012 before). The reason for this
improved uncertainty is that more information is known for test 3 due to the inspection.

There are now four possible transitions left, while it was five before.
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Figure 24: Test 3 - MATLAB output, plots

6.5.4 Markov Test 4 — Importance of Time
Test 4 is conducted to test how the time affects the MTTF and the reliability. The test is
conducted in MINITAB, where some small changes were made to the input value. For
test 4 a state 4 motor condition is observed at several different inspection times. This

means that inspections at time 2, 3 and 6 years all reveled a state 4 condition.

The result was a MTTF of 4.85 and a reliability of 0.0034 for all the three inspections.
This proves, as explained in section 5.6, that time has no impact on the Markov model,
which means that what happened before the inspection should not have an significant
effect on the future condition. (Note, since the MATLAB code integrates the reliability
when calculating the MTTF, the total time period after the inspections had to be the
same for all cases (or very large). The total time period was therefore increased by the

same amount as the increasing in inspection time).

6.5.5 Sojourn Times with MATLAB
Recall from section 5.4.4 that the sojourn time is the expected time spent in a state. The
sojourn times for the six degraded states are presented in figure 25, where the initial condition

is assumed to be state 5. It is displayed that state 0 has a time equal to zero, which is since the
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state is an absorbing state. While state 0 is present, the condition will not change since no

repair is considered, and the state is unacceptable so the motor should not be in operation.

The state where the motor is expected to be in for the longest time is state 5. The lower the
state, the less time is expected to be spend in the state. This is natural since the transition rates
are increasing when the motor moves to a more degraded state. The sum of the all to expected

sojourn time is equal to the MTTF.

- The expexted time (hours) spent in each stat is:

State @ State 1 State State 3 State 4 State 5
0.0000 0.3246 0.8022 1.30831 2.4288 3.0200

Figure 25: Expected sojourn time for each state

6.5.6 Confidence Interval of the remaining lifetime
It is possible to find the confidence intervals for the MTTF be using equation 29 from section
5.7.2. To do this an estimation of the standard deviation (standard error) of the MTTF needs
to be derived. Since no samples are used for the derivation of the MTTF, equation 32 from
section 5.7.3, which are applicable for exponential distribution, are been used. First test 2 will

be considered, where the condition of the motor is assumed to be state 5.

I GO T ) = | L= [
Thus, MTTF = 5 = 7.83 >/1—0.128,andSD(MTTF)—\/;— = =7.83

The z-value is set to 1.96 so the confidence of the interval is 95%. The 95%-CI is therefore

7.83 7.83
calculated as: [7.83><e_1'96xm, 7.83Xe1'96xm] that is [1.10,55.59].

The 95%-CI is quite large, where the lowest bound is 1.10 year and to highest is 55.59 years.
Such a large interval was expected since the standard error of the MTTF has the same value
as the MTTF itself. This indicates uncertainty of the RUL of the motor is large when we now

that the motor has a state 5 condition.

For test 3 a condition of state 4 where observed, which gave a MTTF of 4.85 years. The 95%-
CI of test 3 can then be calculated in the same way as for test 4, where the result is

[0.68, 34.43].

The spread is reduces for the 95%-CI of test 3 compared for test 2, which indicates that the

uncertainty is reduced when the degradation process of the motor is increased. However, the
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uncertainty is still quite significant where the lowest bound is 0.68 year and the highest bound

is 34.43 years.

6.6 Censored Data Application
The transition rates that has been used for the Markov models until now was estimated based
on simple assumptions (section 6.3). These parameters are therefore probably not an accurate
representation of a real situation. Another way to derive such transition rates is by estimating

them based on a data set, which are collected with inspections as explained in section 5.8.

6.6.1 Simulation of Inspection Dates
In this section a data set collected with periodic inspections will be considered. These
inspections reveal specific motor states at the given time, and for this reason the exact
transition times are unknown. This section will present a set of censored data and use the

known information to estimate transition parameters.

Supervisor Anne Barros made a MATLAB code that simulates the degradation process of the
motor. The code is based on the transition rates presented in table 7 in section 6.3, and is
attached in appendix V part III. The simulation provides the exact dates of transitions
towards more degraded states. To get more samples the code was run 20 times, and the result
is presented in table 8. A sample is here considered as the lifetime of a motor. For sample 1
the first transition, from state 5 to 4, occurred at time 2.1795 years. The second transition was

at time 4.2294 and so on. The same goes for all the samples.

Table 8: Transition dates, 20 samples

State observed [ Sample 1 | Sample 2 | Sample 3 | Sample 4 | Sample 5 | Sample 6 | Sample 7 | Sample 8 | Sample 9 [Sample 10
5 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
2.1795 1.8884 1.8424 0.7566 0.1099 0.4590 2.7774 2.7648 3.3130 0.6823
4.2294 3.6084 1.9298 3.6632 1.3927 3.3724 6.2383 3.1591 3.9048 1.3035
4.5300 4.1066 3.1600 4.4410 3.6484 3.6069 7.8159 3.7706 4.2275 1.3758
4.6955 4.3479 3.5365 4.6926 4.9849 4.5996 8.1563 4.1911 4.9067 1.3933
5.1724 4.4280 3.9621 4.7254 5.3707 4.6205 8.3690 4.2157 5.0676 1.3953

(I SR

State observed | Sample 11 |Sample 12 |Sample 13 |Sample 14 [Sample 15 [Sample 16 |Sample 17 [Sample 18 [Sample 19 [Sample 20
5 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.5399 4.8123 1.3427 2.1093 0.5063 0.5921 0.3724 2.2240 5.2767 0.4205
0.6600 5.3023 4.1846 7.3839 1.8239 0.6004 5.6315 2.4232 5.5747 1.4306
0.7463 6.6348 4.6692 9.0667 1.8283 1.2139 6.6781 4.3691 6.1972 2.6259
1.0577 7.0829 4.9308 9.1304 3.6194 1.2318 7.6251 5.3055 6.6175 3.0946
1.0886 7.5941 5.0133 9.6653 3.8511 1.2375 7.6885 5.8535 7.1666 3.3539

S — N WA

In reality these transition rates is what we would have observed if continuous monitoring
were conducted. Since the inspections frequency at Kollsnes has been assumed to be periodic,
it is not possible to observe the exact times that the table presents. The exact transition times
will be hidden behind censored data. The data has therefore been rewritten as presented in
table 9, where only the information that are observable with inspection are displayed. The
lifetime of the samples begins at time 0, where a state 5 condition is assumed. This

observation is called inspection number 1. After one year the second inspection will follow
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and the condition observed will be reported. For sample 1, a state 4 condition was first
observed at the 4™ inspection, which indicates that the transition from state 5 to 4 happened at
an unknown time between year 2 and 3. The exact time of the transition was 2.1795, however

this 1s hidden.

Table 9: Censored transition dates, A 1 year, 20 samples

wn

w
—

Inspection nr S le2 | S le3 | S led4 | S Sample 6 | Sample 7 | Sample 8 | Sample 9 |Sample 10

1 5 5 5 5 5 5 5 5 5 5
2 5 5 5 4 5 4 5 5 5 4
3 5 4 3 4 3 4 5 5 5 0
4 4 4 3 4 3 4 4 4 5
5 4 3 0 3 2 2 4 2 3 —>
6 1 0 0 1 0 4 0 1
7 0 0 4 0
8 3
9 2
0

— =
—_ o

Inspection nr | Sample 11 |Sample 12 |Sample 13 [Sample 14 |Sample 15 [Sample 16 |Sample 17 [Sample 18 |Sample 19 |Sample 20

1 5 5 5 5 5 5 5 5 5 5

2 2 5 5 5 4 3 4 5 5 4

3 0 5 4 5 2 0 4 5 5 3

4 5 4 4 2 4 3 5 2
-> 5 5 4 4 0 4 3 5 0

6 4 1 4 4 2 5

7 3 0 4 3 0 3

8 2 4 2 1

9 0 3 0 0

10 3

11 0

Each of the samples can be presented as a timeline, such as sample 3 in figure 26. The
timeline gives a clear overview of which state that is observed at the inspections. In addition
to display in which time interval a transition(s) has been present, the timeline can also

indicate the range of the sojourn times in the six states. This is

1<Ts <2, 0<T, <1, 1<T; <3 0<T,<1, @
0<T, <1, 0<Ty <1,
State 5 State 5 State 3 State 3 State O
iy @ iy @ i)
I1 I2 I3 le I5 >Inspection
number

Figure 26: Timeline for sample 3

6.6.2 Study 1 - Parameter Estimation Based on Censored Data
In chapter 5 it was explained how censored data similar to table 9 could be used to estimate
the parameters 4; i with equation 37. For study 1, the inspection time AT has been set to 1
year, the numbers of samples n to 20 and the observations in state i to I} = 46, [ = 32, [3 =

17,1; =17 and l;, = 11. Examples of calculations are

~ 1 (20+46
nl(—/—

3 1 /20 +46
Asq = 71 6 ) =0.0000412 .. A= 7l (—) =0.0001837  (48)

46
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Table 10 bellow, displays all the transition parameters that are obtained with the estimation

Table 10: Study 1 - Estimated transition rates

A10=10.0001837
A151=10.0001183
13,=0.0000888
A43=0.0000554
As4=0.0000412

6.6.3 Error and Standard Error of Estimated Parameters
It is of interest to find out how good the parameter estimation of study 1 is. Since the original
transition rates, 4;;, is known, it is possible to calculate the percentage error with equation 30
from section 5.7.3. The result is displayed in table 11, where the best estimate by percentage

is A3, with an error of 1.37% and the worst is A, with an error of 47.98%.

Table 11: Study 1 - Percentage error of parameter estimation

Original parameter | Estimated parameter Error
Aio=10.0003517 A10=0.0001837 47.76%
Ao =0.0001423 A21=0.0001183 16.88%
A3> =0.0000876 A3,=0.0000888 1.35%
43 =0.0000470 A43=0.0000554 17.92%
As4 =0.0000378 A54=0.0000412 9.903%

An accepted error percentage limit has not been presented in this thesis, due to the reason that
no fixed standard was found and the limit would vary from situation to situation. However,
some of the error seams to significantly deviate from the true value, so a better set of

parameters could be estimated.

First, the standard error of the estimated parameters of study 1 will be considered. The
standard error is based on the sample size and the standard deviation of the estimated
parameters. Since the parameters is estimated based on interval censored data, the standard
error can be calculated by, SE(TU)/\/H, where the standard deviation, SD/(TU), will be
calculated by using equation 28 from section 5.7.1. Since the exact time is interval censored,
the worst possible situation will be assumed, where all transition within an interval occurs the
second after the inspection has been conducted. An illustration of the standard deviation

calculation for parameter A, is:
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n (=% (2-13)% (1-13)?  (0—13)
SD(Asy) = ——n=1 __20-1 20—1 20—1 A
>4 356 24 356 * 24 (49)
= 0.000166

The standard errors for the estimated parameters are displayed in table 12. All the standard
errors are lower than the parameters, which means that they are applicable for an exponential
distribution. The standard error for Ag, is however quite close to the estimated parameter. As
the motor gets more degraded the standard error decreases, and thus error margin increases.
The reason for this is that the expected time spent in a state gets lower. A higher standard
error might therefore be accepted for a lower sojourn time, while it would not be acceptable
for a larger sojourn time. For example for A3, the standard error of 0.0000434 is accepted,

however if the standard error of A5, were 0.0000434 it would not have been applicable.

Table 12: Study 1 - Standard error of parameter estimation

Estimated parameter Standard error
A10=0.0001837 0.0000113
A21=0.0001183 0.0000154
A3,=0.0000888 0.0000190
A43=0.0000554 0.0000434
As54=0.0000412 0.0000371

6.6.4 Study 1 - Confidence Interval based on Censored Sample Data
In the previous section it was explained that the estimated parameters were applicable for an
exponential model. This can also be seen be considering confidence intervals for each of the
estimated parameters. To test this, equation 29 from section 5.7.2 is used, which calculates the
95%-CI for the parameters. The equation also takes the standard errors from table 12 into

consideration.

The result is presented in table 13, where it is displayed that all the estimated parameters are
within the 95%-CI. This confirms that the estimated parameters are applicable for an
exponential model. It is also illustrated that the lengths of confidence intervals are decreasing

as the motor gets more degraded.
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Table 13: Study 3 - 95%-CI for estimated parameters

Estimated parameter 95%-CI

A10=10.0001837
A51=10.0001183
A3,=0.0000888
A43=0.0000554
As4=0.0000412

[0.0001621, 0.0002066]
[0.0000916, 0.0001621]
[0.0000584, 0.0001351]
[0.0000115, 0.0002591]
[0.0000070, 0.0002410]

6.6.5 Study 2 and 3 — Improvement of Estimation
With the aim of reducing the percentage error and the standard error, some changes in the
input variables were implemented. For study 2 the inspection frequency was increased to
inspections every 6 months, and the same 20 samples are considered. The censoring table is
attached in appendix VI part I, and the result is presented in the table bellow. The percentage
error is more evenly spread out among the parameters, and the standard errors are slight better
or the same. Thus the estimation of the new parameter seams slightly better now that the

inspection frequency is increased.

Table 14: Study 2 - Estimated parameters and their errors

Original parameter | Estimated parameter Error Standard error
Aio=10.0003517 A10=0.0002860 18.68% 0.0000064
Ao =0.0001423 A21=0.0001528 7.34% 0.0000127
A3> =0.0000876 A32=0.0001009 15.15% 0.0000188
43 =0.0000470 A43=0.0000621 32.10% 0.0000435
Ass =0.0000378 As4=0.0000504 33.28% 0.0000369

For study 3 an inspection frequency of 6 months was still considered, while the sample size
was increased to 40. The exact transition times of the 40 samples and the censored data table
can be found in appendix VI part II and III. The estimated parameters with errors and

standard errors are presented in table 15 bellow. The percentage error does not seam to have a

significant improvement, however, the standard error has decreased for all parameters.

In section 6.6.4 it was illustrated that the estimated parameters should be in the 95%-CI if the

standard error denoted that the estimated parameters were applicable for an exponential

Table 15: Study 3 - Estimated parameters and their errors

Original parameter | Estimated parameter Error Standard error
Aio=10.0003517 A10=0.0002182 37.97% 0.0000064
Ao =0.0001423 A21=0.0001612 9.25% 0.0000083
A3> =0.0000876 A3,=0.0001020 16.46% 0.0000122
43 =0.0000470 A43=0.0000625 33.01% 0.0000284
Ass =0.0000378 As4= 0.0000449 18.81% 0.0000301

6.6.6 Study 3 - Confidence Interval based on Censored Sample Data
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model. This is also valid for study 2 and 3. Since study 2 is based in the same 20 sample sets
as for study 2 a confidence interval for the estimates of study 2 will not be provided. Study 3

is considering 40 samples, which is why its confidence interval will follow.

Equation 29 from section 5.7.2 is used to calculate the 95%-CI, where the standard errors
from table 15 is considered. The result is displayed in table 16, where all the estimated
parameters areas suspected within the 95%-CI. It is also displayed that the lengths of
confidence intervals are shorter then what they were for study 1. This is a good indicator that

the estimations of study 3 are better then for study 1, since less uncertainty is involved.

Table 16: Study 3 - 95%-CI for estimated parameters

Estimated parameter 95%-CI
A10=0.0002182 [0.0002060, 0.0002310]
A21=0.0001612 [0.0001457, 0.0001783]
A3,=0.0001020 [0.0000807, 0.0001289]
A43=0.0000625 [0.0000257, 0.0001522]
As54=0.0000449 [0.0000121, 0.0001670]

6.6.7 Study 1, 2 and 3 - Interpretation of Estimation
Three sets of transition rates were estimated in the section above, where three different
combinations of input values were used. According to the standard error, all the three

estimations where applicable from an exponential point of view.

When the numbers of inspections and the number samples were increased, the standard error
decreased. This indicates that the estimated parameters should get closer to the real value,
hence the estimations is better with more samples and more frequent inspections. This was

also illustrated with 95%-CI, where the intervals decreased when the sample size increased.

However, the error in percentage did not have the same improvement as the standard error,
while the sample size was increased and inspections were doubled. Solutions, that might be
able to reduce the error, are to increase the sample size or the inspection frequency even
more. Maybe another estimation formula for the parameters could have been more accurate as

well.

The issue can also be a result of errors in the simulated data. Consider the exact transition
dates presented in table 8 in section 6.6.1, where the sample size is 20. A quick analysis of the
data displays that the average time spent in state 5 is 1.75 years. Recall from section 6.5.1 that
the expected time spent in state 5 was 3.02, which makes the simulated data that is used for

estimation quite pessimistic. The same analysis was performed for all states and for simulated
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data with 40 samples, where the result is presented in table 17. The average time spent in each
state is quite similar for both sample sizes (with some deviation), where the sojourn times are

lower than what was expected.

Table 17: Expected sojourn times, true values and 20- and 40 samples

Statei | Expected time | Average time spentin | Average time spent in
spent in state i state i, 20 simulation state i, 40 simulation

5 3.02 1.75 2.02

4 243 1.64 1.62

3 1.30 0.84 0.84

2 0.80 0.52 0.51

1 0.32 0.23 0.29

The error percentage of the sojourn time is presented in table 18 bellow. It seams like the
error is slightly better for 40 simulations compared to 20 samples. Overall, for both sample
sizes, the error is quite significant, so it is not strange that the estimated transition rates also

are a bit off.

Table 18: Expected sojourn time error in percentage for 20 and 40 samples

Statej | Error percentage, | Error percentage,
20 simulations 40 simulations
S 42.05 3311
4 32.51 3333
3 35.38 3538
2 35.00 36.25
1 28.12 934

The reason why the simulated values have an error percentage this significant can be
explained by the probability density function (PDF). A PDF graph is illustrated is figure 22,
where it is displayed that the density is spread out over a long time period of almost 20 years.
The top point is as low as 0.012, which means that the variability of the lifetime is quite
significant. This can also be illustrated by the 95%-CI for the remaining lifetime presented in

section 6.5.2. Where, the motor lifetime is predicted to be between 1.10 and 55.59 years.

6.6.8 Study 4 — Parameter Estimation with Optimal Observations
The average sojourn times (presented in table 17) for 40 samples can be used to find the
optimal number of observations based on the inspection frequency. For example, the expected
sojourn time for state 5 is 2.02 years. With inspections every 6™ month, a total number of 4
state 5 observation would have been optimal for 1 sample. The sojourn times can also be used
to find failure rates, where A = 1/(sojourn time). A calculator that estimates transition rates
based on the optimal number of observations were made in excel, and is attached with
viewable formulas in appendix VII. The error in percentage is also displayed since it is a good
measure for comparing estimates with the true value. The standard error is not included due to

its indication of applicable estimates for study 1 2 and 3.
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Figure 27 displays an example of parameter estimation with optimal observations, where the
green cells are input values. The inspection times are set to every 6" month (4272 hours), the
“old parameters” are the transition rates that generated the observations and the sample size
are set to 40. In this case the old parameters are found by considering the 40 original
simulations. Since the number of observations is calculated to be optimal, the sample size will
not affect the estimated transition rates. This means tat the estimated transition rates will be

the same for all values of n in this calculator. The error in percentage is also included.

The result illustrates that the optimal number of observation of a state 5 condition is 248, for
state 4 it is 199 and so on. The error percentage is smaller than those obtained earlier in this
thesis. However, they are still significant considering that the observations are optimal. The
reason for this is that interval censoring is still an issue. There is only one way to make more

information available, and that is by increasing the inspection frequency.

Parameter Estimaiton Based on Optimal Observations

Inspection frequency: 4272 Number of samples : 40
Transition [ Optimal # of | Estimated old Error
of Interst | Observations | Parameter |Parameter | Percentage
5->4 248 0.000035 | 0.000038 | 7.30%
4->3 199 0.000043 | 0.000047 | 8.87%
3->2 107 0.000074 | 0.000088 | 15.05%
2->1 66 0.000111 | 0.000142 [ 21.87%
1->0 27 0.000215 | 0.000352 | 38.97%

Figure 27: Study 4 - Optimal parameter estimation, At = 6 months

The inspection frequency was therefore increased to 3" month and the result of the estimation
is as displayed in figure 28. The error percentage is now lower for all the estimated
parameters. Note that the error percentage is increasing as the parameters are increasing. This
is always the case in theory when optimal observation are considered, which indicates that

estimated parameters are closer to their true value when lower parameters are considered.
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Parameter Estimaiton Based on Optimal Observations

Inspection frequency: 2136 Number of samples : 40
Transition | Optimal # of | Estimated Old Error
of Interst | Observations | Parameter |Parameter | Percentage
5->4 495 0.000036 | 0.000038 | 3.83%
4->3 398 0.000045 |0.000047 | 4.71%
3->2 214 0.000080 | 0.000088 | 8.33%
2->1 132 0.000124 | 0.000142 | 12.68%
1->0 53 0.000262 | 0.000352 | 25.43%

Figure 28: Study 4 - optimal parameter estimation, At =3 months

If the maximum acceptable percentage error is set to be 10%, the goal seek tool in excel can
be used. This can be done the following way; set the cell with the highest error percentage
(H13) to 0.0999 by changing the cell with the inspection frequency (E5). The result are
presented in figure 29, where it is displayed that a estimation will then be accepted if

inspections are performed every 653 hour (= 27 days) or more often.

Parameter Estimaiton Based on Optimal Observations

Inspection frequency: 652.8621 Number of samples : 40
Transition [ Optimal # of | Estimated old Error
of Interst | Observations | Parameter |Parameter | Percentage
5->4 1621 0.000037 | 0.000038 1.21%
4->3 1304 0.000046 | 0.000047 1.50%
3->2 699 0.000085 | 0.000088 | 2.75%
2->1 431 0.000136 | 0.000142 | 4.38%
1->0 174 0.000317 ] 0.000352 | 9.99%

Figure 29: Study 4 - optimal parameter estimation, goal seeking

If the inspection frequency were reduced to 1 hour, the monitoring process would be
approximately continuous. Such a low inspection frequency would provide data that displays
transition date close to the true value. This was tested in the Excel calculator and the result is
provided in figure 30. The Percentage error is now close to 0 for all the estimated parameters,
which means that the estimated parameters are approximately the same as the true parameters.

The estimations are therefore accurate when all information is available.
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Parameter Estimaiton Based on Optimal Observations

Inspection frequency: 1 Number of samples : 20
Transition [ Optimal # of | Estimated old Error
of Interst | Observations | Parameter |Parameter | Percentage
5->4 529101 0.000038 | 0.000038 | 0.00%
4->3 425532 0.000047 | 0.000047 | 0.00%
3->2 228311 0.000088 | 0.000088 | 0.00%
2->1 140548 0.000142 |0.000142 | 0.01%
1>0 56818 0.000352 | 0.000352 | 0.02%

Figure 30: Study 4 - optimal parameter estimation, At =1 hour

6.6.9 Markov Modeling with Estimated Parameters
The transition rates estimated from 40 simulations and an inspection frequency of every 6"
month has been used for Markov modeling as figure 31 and 32 bellow illustrates.
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Figure 31: Markov transition diagram, censored data

0 1 2 3 4 5
o[ 0 0 0 0 0 0 i
1| 0.0002182 -0.0002182 0 0 0 0
2 0 0.0001612  -0.0001612 0 0 0
3 0 0 0.0001020 -0.0001020 0 0
4 0 0 0 0.0000625 -0.0000625 0
51 0 0 0 0 0.0000449 -0.0000449 |

Figure 32: Markov transition rate matrix, censored data

To find reliability measures and plots for the estimated transition rates, they were places in
the MATLB code. The output result is displayed in table 19, together with the original result

(from test 2) for comparison. A time period of 20 is used for both cases.

It is illustrated that the new MTTF is shorter compared to the old one. The 95%-CI has moved
to lower values in addition to a decreased interval length. The reliability at time 20 years is
lower for the new model, however both are significantly low and the motor condition would
most likely be in the unaccepted at this point. All in all the predictions of the new estimates

are more pessimistic and a shorter RUL is predicted based on the new parameters.
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Table 19: Comparison of MATLAB output, old vs. new model

New model Old model
MTTF 6.71 7.83
95%-CI for MTTF [0.95,47.64] [1.10, 55.59]
Reliability at 20 0.0040 0.0142

Figure 33 bellow presents the plots for the new and the old model. They illustrate the same as
the table above, where the RUL predicted are more pessimistic for the new model. In addition
the PDF seams to have a smaller spread then before. The higher top point of the PDF in new
model illustrates this, in addition it seams like its density is more compact around the MTTF.

This indicates that the newer model predicts a lower variability then what the old model does.
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Figure 33: Comparison of MATLAB plots, old vs. new model

6.7 Markov Modeling based on season

Until now a single electrical motor has been considered for the modeling. In reality a CDS
train consist of 3 additional components, which naturally will affect the RUL of the CDS. The
4 components in the CDS are in a series structure and will be simplified and represented by a

merged state, as illustrated in figure 34.
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Figure 34: Merged compressor drive system state
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Each CDS will be assumed to be in either a functioning- or a failed state. The transition rate
will be established based on the fact that a series structure is at most as reliable as the least
reliable component [11]. The motor is the least reliable component, where it was predicted

from fictional transition rates that the RUL was 7.83 years. This will be used to calculate the

1

failure rate for the full CDS train, where A = —————— = 0.00001458. This is based on the
7.83X365x24

assumption that the initial motor condition is excellent. The failure rate will be the same for

all the CDS train, due to the assumption that each of them are identical to another.

There are also two different seasons which have different requirement for the number of
operating CDS train. This is the winter season were it is required that all the 6 CDS train is
operating, and the summer season were 3 out of 6 trains are required. No repair will be
considered and the time spent in each sate is assumed exponentially distributed. It is also
assumed that a failure is observed at the same time that the event occurs. No common cause

failure will be considered, and thus only 1 train can fail at the time.

6.7.1 Markov Modeling Winter Operation
A Markov transition diagram for winter operation is presented in figure 35, where all 6 CDS
train are required to operate. The 6 trains are represented with states 1 — 6, while a system

failure is represented as sate 0.

1 — 2=0.00001458

2 — A
3 —2
4 — A
5 —A
6 — A

Figure 35: Markov transition diagram, winter operation

Since all the CDS trains are identical, it is possible to make the Markov transition diagram
more simplified. This is illustrated in figure 36. The failure rates are merged into one, where it

is calculated as 64 = 6x0.00001458 = 0.00008748.
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Figure 36: Simplified Markov transition diagram, winter operation

The Markov diagram was used to make a transition matrix illustrated in figure 37

0 1

0 0 0
1| 0.000086934 -0.000086934

Figure 37: Markov transition matrix, winter operation

The result of the Markov modeling is presented in section 6.7.3.

6.7.2 Markov Modeling Summer Operation
During summer operation it is required that 3 out of the 6 CDS trains are operating. Several
different operation strategies are therefore possible, where two will be considered in this
thesis. The first strategy is displayed in figure 38, where all 6 CDS are initially operating. In
state 4 there are 6 trains operating, in state 3 there are 5 trains operating and so on. If 4 trains

has failed and 2 are operating it is assumed that the whole system has failed.
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Figure 38: Markov transition diagram summer, operation, no redundancy

The transition matrix is as followed

0 1 2 3 4
0 0 0 0 0 0
1| 0.00008748 -0.00008748 0 0 0
2 0 0.00007290 -0.00007290 0 0
3 0 0 0.00005832  -0.00005832 0
4 0 0 0 0.00004374 -0.00004374

Figure 39: Markov transition matrix, summer operation, no redundancy

The result of the Markov modeling is presented in section 6.7.3.

Strategy number two is called passive redundancy, which means that once a motor fails,
another will take its place. The minimum requirement of 3 operating trains will therefore be

the initial strategy, where 3 trains are standby. It is assumed that the switching happens
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without any production losses. The Markov transition diagram with passive redundancy is
presented in figure 40. Here, it is illustrated that exactly three motors is operating in the states
1 - 4, and the system is failed in state 0 where 4 motors not is operating (no passive

redundancy motors left for replacement).

Figure 40: Markov transition diagram, summer operation, passive redundancy

The transition matrix is displayed bellow

0 1 2 3 4
0 0 0 0 0 0
1| 0.00004374 -0.00004374 0 0 0
2 0 0.00004374 -0.00004374 0 0
3 0 0 0.00004374 -0.00004374 0
4 0 0 0 0.00004374 -0.00004374

Figure 41: Markov Transition matrix for, summer operation, passive redundancy

The result of the Markov modeling is presented in section 6.7.3

6.7.3 Results of Markov modeling for Winter- and Summer
The MATLAB codes in appendix V part I was used to model the different types of CDS
operations, where the matrix dimension in the code where change to fit the seasons. The result
is presented in table 20 bellow where each of operation types are compared. Since 1 season
last for 6 months the reliability is presented at this date. Both the two summer operations has
a good reliability, while it is significantly lower during the winter. Thus, the MTTF is quite
short for winter while it is longer for the summer, where the passive redundancy gave the best
result. Compared to the MTTF of a single CDS, which is 7.83, the passive redundancy MTTF
is longer, while it is slightly lower for the summer without redundancy. The confidence
intervals are, as always for exponentially distribution, predicting that the RUL of a CDS will

vary a lot. This goes for all three types, where the variability is lowest during the winter.
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Table 20: Comparison of MATLAB output, winter vs. summer(s)

Winter Summer Summer
operation operation operation
No redundancy | No redundancy Passive
redundancy
MTTF 1.33 7.41 10.44
95%-CI for MTTF [0.19, 9.44] [1.04, 52.61] [1.47,74.12]
Reliability at 0.5 0.68 0.99 1

Figure 42 bellow presents the plots for the three operational types. Since the predicted RUL
of the CDS vary a lot from the types, the time period of the plots are different. The time
periods considered are; 7 years for the winter, 20 years for the summer with no redundancy
and 30 years for the summer with passive redundancy. A dotted line, which represents the
first season, is displayed in each plot. It is clear that a failure of the CDS at the 6 month date
is less and less expected as the operation type gets better. Thus, the plots give the same
demotion as table 20 above. The probability of failure is largest during winter operation,

while the passive redundancy is the best option for the summer operation.
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Figure 42: Comparison of MATLAB plots, winter vs. summer vs. summer w/redundancy
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Chapter 7

Discussion

In this chapter the result of the thesis will be discussed. The chapter shall explain the
relations between the main topics of the report, in addition to clarify what the topics
contribute with towards the stated aim and objective. First the physical aging will be
discussed and linked to the electrical motor. Further the selection of model will be discussed
based on the aging process of the motor. Lastly the concept and result of the remaining useful

lifetime modeling will be discussed.

7.1 Aging of Electrical Motor

The aging of a component consist of several accepts, where functional degradation is most
relevant for the compressor drive system (CDS) at Kollsnes. This is due to the fact that the
CDS has been operating for several years and a system will be exposed to aging stresses
through its lifetime. The CDS consist of four components in a serial structure, where Statoil

has identified the synchronous electrical motor as the most critical of them.

The synchronous electrical motor has therefore been the main focus of the thesis, where
bearings and windings were found to be the motor parts that have most frequent failures. The
motor bearings at Kollsenes are quite robust, they are condition monitored and are easily
replaced. The windings are getting old and are not easy to replace, where a failure can cause
production loses for several months. Insulation is the part of the winding that often limits the
lifetime, due to the mechanical strength of its organic material. In this thesis, the insulation

condition has therefore been selected to represent the synchronous electrical motor condition.

Through its lifetime the motor will be exposed to aging stresses that will cause degradation
mechanisms and eventually a motor failure. The aging process of the motor was covered in
chapter 4 and it was identified that partial discharges (PD) was significant for the motor
lifetime. PD is related to several degradation mechanisms like for example thermal
deterioration, inadequate resin impregnation, loose coil in the slots and semiconductive

coating failure.

7.2 Selection of Model
The aim of the master thesis was to model the RUL of the aging CDS. The RUL modeling is
about predicting a future motor condition considering the current condition. The current
condition will change as the system gets older, and it is therefore of interest to identify a

variable that can represent the aging process. This variable would be the basis of the model.
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Since PD has a significantly important for the aging process of the electrical motor, it would
also be a good health indicator for its condition. The PD level can be monitored online with
no need to take the motor out of operation. The current condition of the imotor can therefore
be observed without any production losses. By monitoring the PD it is possible to observe its
development over time, which means that the motor health can be recorded as it get older.
Such PD data seams to be the best option to consider in the making of a RUL model for the

motor.

There exist several different options of models that can be used for the RUL prediction. For
the aging stresses several well-accepted life approximations was presented in section 4.3.
These are deterministic models, which means that no variability is included. The temperature
is for example a parameter and not a variable, and the approximated life is not a function of
time. This means that a deterministic model might not give a good representation of the PD

development as the motor ages.

A probabilistic model seams to be suitable for the RUL predictions, due to its aspect of
uncertainty. Among several different types of probabilistic models, there was no optimal
choice since no data was available. In the end a continuous time Markov process with discrete
states was selected. A Markov model was chosen due to the possibility to model degraded

states with increasing failure rates, and since it gives an good overview of the situation.

Karsten Moholt presented a classification of the motor condition and it was adapted to
represent the degraded states of a Markov transition diagram. A sequential structure was
selected and no repairs were considered. Since no PD data was provided the transition rates
was estimated based on the assumption of a remaining lifetime of 5 years. These rates are
therefore not based on real life motor condition development, however they are perfect to
illustrate how the RUL can be modeled with such parameters. Historical PD data can be used

to estimate the transition rate parameters, which will be discussed later in section 7.3.

7.3 Remaining Useful Lifetime modeling
In this thesis the RUL modeling with Markov has been conducted with Excel and MATLAB.
In Excel the probability to be in each state was calculated, where the formulas was derived by
hand. The calculations where time consuming and required almost 10 pages of formulas. If
the system was more complex, with more then 6 sates, repair rates and a possibility to skip
states, the model will expand fast. The method with hand- and Excel calculations would not

be efficient and it would be easy to make mistakes. The suggested method for RUL modeling
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is therefore MATLAB. In MATLAB Markov modeling is conducted by coding, and it is

therefore possible to include many different survival measures and survival plots.

Several different tests for the Markov model were conducted. The first one was with a time
period of 1 year. The probabilities that the motor was in one of the working states was high,
and therefore the reliability was as high as 0.9986. This indicates that the motor condition is
predicted to be acceptable after 1 year, which also can be seen by the MTTF of 1 year. The
RUL should therefore be longer than 1 year, which is why the time period was increased to 20

years for test 2.

The result of test 2 displayed that the probability to be in the unacceptable state was 98.58%
at the time of 20 years. A failure is therefore expected to have occurred after 20 years, thus,
the RUL should be smaller than 20 years. The MTTF was found to be at 7.83 years, which
means that the RUL is predicted to be 7.83 years since no repair of a failure is considered.
The 95%-CI were calculated to be [1.10,55.59]. This means that the true RUL can deviate
significantly from the predicted estimate. The reason for this large uncertainty can be
explained be the probability density function, where it denotes a wide spread of the density

and a low top point.

The Markov modeling with test 2 was conducted without inspection of the condition in the
time interval 0 to 20 years. If however a condition was observed at a time later than 0, an
updated Markov model based on the new observed state should be made. This was done at
test 3 where a state 4 condition was observed at time 3 years. The result denoted that the
probability to be in the unacceptable state at time 20 still was high. The new MTTF was 4.85,
which means that the RUL prediction from test 2 was accurate (3 + 4.85 = 7.85 = 7.83). A
state 4 condition observed at time 3 is therefore an indication that the motor condition is
developing close to the expected average. The PDF of test 3 indicated a slightly less
uncertainty then for test 2, where the 95%-CI of [0.68, 34.43] indicates the same. The reason
for this improved uncertainty is that more information is known for test 3 due to the

inspection. There are now four possible transitions left, while it was five before.

Test number 4 considered how the RUL was changing when inspections where conducted at
different times, while the observed condition always was found to be state 4. The result
displayed that the RUL was 4.85 no matter if the inspection was after 2, 3 or 6 years. This is
the effect of the Markov property where the past has no impact on the future. However, since

an observation of state 4 was on point at time 3, the observation at time 2 indicates a worse
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condition then expected and the observation at time 6 indicates a better condition then

expected.

A Markov model is based on transition rates between the states. A way to estimate these
parameters based on periodic inspection observation was therefore presented in the thesis.
The data that are collected with periodic inspection will be of type interval censored, which
means that a transition is known to have occurred at an unknown time in-between two
inspections. The parameter estimation with the interval censored data was conducted with
four studies. Several studies were conducted to see how the estimation quality changed by

considering the percentage error and the standard error.

Study 1 was conducted with 20 samples with a time interval of 1 year, study 2 was with 20
samples and an interval of 6 months, study 3 was with 40 samples and an interval of 6

months, while test 4 was with perfect observations.

The percentage errors of study 1, 2 and 3 did not have a clear improvement when the number
of samples and the inspection frequency was increased. In addition they seamed to deviate
quite significant from the true transition parameters. A reason for this is that the simulated
transition times not gave a good representation of the true parameters. This is also due to the
probability density function of the true failure rates. An increased simulation with a large
number of samples should however by able to represent the true transition times. Nonetheless,
the standard error of study 1, 2 and 3 did denote that all the estimated parameters were
applicable for an exponential distribution. Predictions based on the estimated transition rates
would be quite pessimistic since most of the rates were estimated to be larger then the true
value. The motor should therefore, on average, have a longer RUL compared to what the

prediction from the estimates would indicate.

To compensate the bad simulations an Excel calculator was made, which was based on
optimal observations according to the expected sojourn times. The result presented the
importance of the interval censored data. With large inspection frequencies the error would be
large, since more information about the true value would be unknown. A lower interval
frequency therefore gave estimates closer to the true parameters. When the interval frequency
was set to approximately continuous (1 hour) the error of the estimates was close to 0, which

means that the estimates represented the true parameters almost perfectly.

The estimated parameters from study 4 were tested in a Markov model, where the result was

compared to the original Markov model (test 2). The result was as suspected more
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pessimistic, and the RUL with parameters from study 4 was 6.71 years (test 2 was 7.83
years). Based on the PDF, it seamed like the uncertainty was a bit smaller for the study 4
model. The reason for this is the reduced RUL, where the 95%-CI indicates a lower upper

bound [0.95, 47.64].

The last modeling section considered the full CDS in addition to season differences. Each
season was modeled individually, which clearly presents the differences in the two seasons
reliabilities. Due to complexity and uncertainties it is often of interest to make simplified
versions of the Markov processes. For this reason the four components of the CDS were

merged into one state.

First winter season was considered, where 6 out of 6 CDS trains was required to operate. The
RUL for the full system was significantly reduces compared to the RUL for a single CDS,
respectively 1.33 and 7.83 years. For the summer season it is required that 3 out of 6 trains is
operating. Two strategies were tested, where the first was to operate all from from the start,
while the second was to operate 3 in the start with the remaining 3 in standby (passive

redundancy). The result was respectively 7.41 and 14.44 years.

Based on the season modeling the winter is clearly the bottleneck, where the RUL is
significantly lower then for both the summer strategies. Considering reliability the best
summer strategy is passive redundancy. However, if it is possible to “saved up” gas from
operating all 6 trains in the summer, a reduced winter production could be accepted since the
savings could be used to cover the market demand. This is not considered in the models or in
this thesis, hence passive redundancy is the recommended summer strategy. During the
summer season there are an opportunity to conduct maintenance activities to prepare the
system for the winter. If it is wanted to maximize the systems lifetime and to avoid potential
losses, this is the season to implement actions. However, as mentioned in section 4.3, startups

and shutdowns of components (like the synchronous motor) can lead to additional stresses.
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Chapter 8

Summary

Chapter 8 presents a summery of the content of the thesis and a conclusion of the RUL

predictions. Suggestions for further work are given as well

8.1 Summary and Conclusions

The master thesis had the aim of predicting the remaining useful lifetime (RUL) for an aging
compressor drive system (CDS). Objectives established to achieve this were related to studies
of the CDS, aging processes, degradation modeling, condition classification and parameter

estimation.

Due to limitation, the focus of the master thesis has been on the electrical motor, which is the
most critical component of the CDS. Based on motors studies the insulation was identified as
the part that limits the motors lifetime. A reason for this is its lack of maintainability and its
vulnerability to several degradation mechanisms. Partial discharge (PD) are closely linked to
these degradation mechanisms, and it has been presented as the variable that is the best
representation of the aging process. The PD level is therefore concluded to be a good health

indicator of the insulation condition, thus the motor condition.

The prediction of RUL is based on the current condition of the motor and how the condition
of similar motors has developed historically. There are several probabilistic models that can
be used for this prediction. A Markov process has been selected for this thesis, mainly due to

its ability to model degraded states with an increasing failure rates.

Fictional transition rates were used for the Markov process modeling since no real failure data
was available. The RUL was estimated to be 7.83 years, thus one single motor should on
average function for a long time. However this average had a spread out probability density,
and a large variance for the true motor lifetime is therefore expected. This can also be seen in
the 95%-CI, which denotes a lifetime between 1.10 and 55.59 years. Frequent inspections of
the PD are therefore recommended, since the development of the motor condition can deviate

significantly from the predictions.

The Markov model is considering transition rates, which can be estimated based on censored
data. A method for performing such estimations were presented and conducted, where the
quality of the estimations were tested. The result indicated that a large inspection interval
presented estimates far from the true value, while a smaller interval gave parameters that are

closer to the true value. The importance of the quality of the inspected samples was tested as
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well. A sample set that represented the true average lifetime of a motor did naturally present
the best estimates. In theory, a large number of samples should represent this true average
lifetime. In practice it can be impossible to consider such a sufficient number of samples, due
to the variance of the motor RUL in addition to the complexity and rarity of the motor. The
quality of the estimated parameter can be concluded to be best for larger sample sizes and for

frequent inspection intervals.

The main focus of the master thesis was on the motor as a single component. In addition a
model at a system level was conducted, where all the CDS trains and the differences in
winter- and summer operation were considered. The winter operation was concluded to be the
critical season by far, where the system reliability was significantly reduces compared to a
single component. The reliability during summer operation was therefore better, where the
best strategy with passive redundancy gave a higher RUL then it was for a single motor.

Activities to expend the system RUL should therefore by conducted during the summer,

To sum it all up the RUL for the motor were predicted to be 7.83 years. There are large
uncertainty related to this estimate, witch among other things can be explained by the 95%-CI
of [1.10, 55.59]. Due to this uncertainty the inspections should be performed as often as
possible. This way the predictions of the RUL can be regulated as the condition develops.
This can reduce to possibility of unexpected failures and thus losses. Frequent inspections can
also be useful in the future, where the observed data can be used for predictions of the RUL of
new motors. Actions to extend the RUL should be conducted during the summer, since the

CDS is at is most reliable during this season.

8.2 Suggestion for Further Work
From the discussion chapter it was identified several accept of the modeling of the RUL that
could be of interest to investigate on a deeper level. Also based on the thesis limitations a
suggestion for future work is as followed:
e Take a closer look at all the components of the CDS,
* Model the RUL of the whole CDR, considering all four components, for both summer
and winter operations (multiphase Markov).
* Look more into the deterministic life approximation models, in the sense of
accelerated life testing
* Describe symptoms and remedy for degradation mechanisms
* Include more failure modes, repair rates (if component is repairable) and common
cause failures for the modeling
*  Model with other types of probabilistic models

* Suggest maintenance strategies for the summer, with the aim of expanding the RUL.
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Appendix I: Abbreviations

MSc
RAMS
NTNU
MTP
RUL
CDS
PD
HSE
VDS
VDSF
CF

GF
MF
CDSF
ERPI
IEEE
nC
ROCOF
PoF
CDF
PDF
MTTF
CI
MLE
VSD

Master of Science

Reliability, Availability, Maintainability and Safety
Norwegian University of Science and Technology
Department of Mechanical and Industrial Engineering
Remaining useful lifetime

Compressor drive system

Partial Discharge

Health, safety and environment

Variable speed drive

Variable speed drive fails

Compressor Fails

Gearbox Fails

Motor Fail

Compressor drive system fails

Electric Power Research Institute

Institute of Electrical and Electronics Engineers
nanocoulombs

Rate of occurrence of failure

Probability of failure

Cumulative distribution function

Probability density function

Meant Time To Failure

Confidence interval

Maximum likelihood estimation

Variable Speed Drive
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Appendix III: Table for z-value

Table F.1 The Cumulgtive Standard Normal Distribution

d(2)=P(Z<2)= / L2y,
-00 2

z 000 001 002 003 004 005 006 007 008 009
00 500 .504 508 512 516 520 524 528 532 536
0.1 540 544 548 552 556 560 564 567 571 575
02 579 583 587 591 595 599 603 606 610 614
03 618 622 626 629 633 637 641 644 648 652
04 655 659 663 666 670 674 677 681 684 688
05 691 695 698 702 705 709 712 716 719 .12
06 726 729 132 736 739 742 745 749 152 755
07 758 761 164 61 70 713 776 779 782 785
08 788 .791 794 797 800 802 805 808 811 813
09 816 819 821 824 826 829 831 834 836 839
10 841 844 846 849 851 853 855 858 860 862
1.1 864 867 869 871 873 875 877 879 881 883
12 885 .887 889 891 893 894 896 898 900  .90I
13 903 905 907 908 910 911 913 915 916 918
14 919 921 922 924 925 926 928 929 931 932
15 933 934 93 937 938 939 941 942 943 944
1.6 945 946 947 948 949 951 952 953 954 954
17 955 956 957 958 959 960 961 962 962  .963
1.8 964 965 966 966 967 968 969 969 970 971
19 971 972 973 973 974 974 975 976 976 977
20 977 978 978 979 979 980 980 981 981 982
21 982 983 983 983 984 984 985 985 985 986
22 98 98 987 987 987 988 988 988 989 989
23 980 990 990 990 990 991 991 991 991 992
24 992 992 992 992 993 993 993 993 993 994
25 994 994 994 994 994 995 995 995 995 995
26 995 995 996 996 996 996 996 996 996 996
27 997 997 997 997 997 997 997 997 997 997
28 997 998 998 998 998 998 998 998 998  .998
29 998 998 998 998 998 998 999 999 999 999
30 999 999 999 999 999 999 999 999 999 999

P(—2)=1-P(2)

[37]



Appendix IV: Hand Calculations of State Probabilities

State 5 (Eq6.)

Ps(t)X(—Ass) = Ps(t)
e’ x[P5(t) + Ps(t)Xs4] =0

esstxP(t) = C

Pg(t) = e *set

Calculations for C

When we set t = 0 for the second last equation we know that:

Ps(0)=1
Thus:
1 = Cxe 440
=>(C=1
State 4 (Eq5.)

Py(t)X(—A43) + Ps(t)XAss = P4(2)
Py(t) + AgsXPy(t) = Aggxe Aot

£ [eMtxP (1)] = eMatx[AgyxeAset]

2
Py(t) = ——1—xe~Asst 4 Cxe At
2'43 154

}'54
)'43 - )'54

Py(t) = (et — ehuat

Calculations for C

When we set t = 0 for the second last equation we know that:

| xe st

‘ Xe/lut

‘ Integral



P,(0)=0
Thus:

i
Py(t) = — 22— xe st 4 Cxe st
Ayz — Asq

_154
Az = Ass

State 3 (Eq4.)

Py ()X (=A32) + Py (t)XA43 = P3(2)

. Agy XA Ay XA
P3(t) + 132XP3(t) = #XQ_ASJ' - %;3 xe”l‘ﬂ‘ Xelszt
43 — Asy 43 — Asq
A2t — pAspt 54 X443 =Assl _ AseXAs3 ~Agst
a2 xPs(0)] = e X[i43—/154xe T e €] ‘ Integral
Py(t) = AsaXAy3 e-Asat — AsaXAy3 xg-Aust
(43 = A54)X(A32—2As4) (A43 — A54)X(A32—243)
+ Cxe Hazt
A54XA43
P3(t) = e Asat _ g3t
3 = s~ Zsx @250 )

A54X243

+ x (e *32t — g=M3t
(443 — A54) X (A32—A43) ( )

Calculations for C

When we set t = 0 for the second last equation we know that:
Py(0)=0

Thus:

As4 X243 - AsaXAg3

xe Asst — xe it 4 Cxe~hut
(A3 — As4)X(A32—4s54) A4z — A54)%X(A32—A43)

Py(t) =

- Asa X243 + Asa X243
A4z = A54)X(A32—As54)  (A43 — A54)X(A32—A43)

State 2 (Eq3.)



Py(£)X(=Az1) + P3(t)XA3; = Py(t)

A5y XA43 A5y XA43

P,(t)X(—2A,4) + . & xe Assl — xe At
‘ o [(/1.15 — A54)X(A32—As4) (A3 — Asa)X(A32—A43)
AgsXAy3 AgaXAy3 ; .
+ £ - o —)xe~*2t|xAy, = Py(t
((/143 —A54)X(A32—A43)  (Agz — As‘tl)x(/lsz_/-sl‘,)) XAz, 2(6)
p AsaXAg3X A3, AsaXA43X 23,
P,(t) + Ay XP,(t) = xe st — xe At
: nne (Aaz = A54)X (A32=As4) R4z = Asa) X (A32—A43) xelat
AsaXA43 X3, As4XA43%X 23,

=Asat

* ((143 — A54)X(A32—A43) B Az — 154)"(}»32_154)))(8

e?21EX[P,(t) + A3 XP,(2)] =

e/i“lx[ . ’154)‘/143)('1324 X@AA“[ o AsaXAy3X 23, Xe—l,,jt + (= /15A«,X/1,‘3X/1324 -
(As3=As4)X(A32=2s54) (As3=A54)%(A32=243) (As3=As4)X(A32=243)
AgyXAy3XA3; ~
. 54X As3 ’JAA )Xe /1“[]
(As3=254)%(A32-454)
d 1,25t =
2 xPy ()] =
Integral
AssXA43XA3, xg-ls,,tXelnt _ AssXAy3XA35 xe"'ﬂ'xe"nt +( AssXA43X A3, _ g
(As3=A54)X(A32-454) (A43=A54)%X(A32-A43) (As3=A54)X(A32-443)
AssXAs3X A3, )xe‘lsztxe‘n‘
(As3=A54)X(A32=As4)
e)’>lZXP—; (t) = . AseXAy3X A5, Xe"lﬁﬂ‘:‘xelllr o . ASI;.XA-:»}XZJ;' . xg—l,._,j[XeAm[ +
- (Ae3=A54)X(A32=254) X (A21=A54) (A43=254)%X(A32=A43) X (A21=443)
( . )~5-;X/1~t{XA31 . o AseXA43XA3; - )Xe—A“tXel“[ +C xe Azt
(Aa3=A54)X(A32=243)%(A21=432)  (Rs3—A54)X(A32=254) X (A21~432)

P,(t) = Asq4XA43X A3, o A4 XAy3X A3, xe—Hast
(A3 — A54) X (A32—A54) X (421 — 454) (Aaz — A54) X (A32—A43) X (A21 — A43)
+ ( As54XA43X23; _ As4XAy3X A3, )
(Aaz — A54)X(A32—A43) X (A21 — A32)  (Aaz — As4)X(A32—As4) X (421 — A33)
xe"'ﬂ’ + Cxe"‘u’
P.(t) = AsaXAy3X A3, xe—Asst _ AsaXA43X A3, e—Aust
7 (Aaz = Ase)X(A32—A54) X (A1 — As4) (Aaz — A54)X(A32—A43) X (A21 — A43)
+ ( As4XA43XA3, - AsaXA43XA3, )
(Aaz — Asa) X (A32—A43) X (A21 — A32)  (A4z — Asa)X(A32—A54) X (A21 — 432)
-2 AssXA43XA3,
xe A2t 4 [—
™ s — s x G252 x Clgs — 259)
+ A5y XA43X 23, B A4 XA43%X 23,
(Aa3 — A54)X(A32—A43) X (A21 — A43)  (Aaz — Asa) X (A32—A43) X (421 — A33)
As4XA43XA3; At
+ xe Az
G W 17 B g W Loy
A5y XA43XA3;
P,(t) = x (e Asst — g~ At
A T T " W T/ S T R )
+ A54X2A43X23; x(e~tait — gty
(443 — A54)%X(A32—A43) X (421 — A43)
+ ( A54XA43X 23, _ A54XA43X43; ) x(e Pt — g~hat)
(443 — A54)X(A32—A43) X (421 — A32)  (A43 — A54)X(A32—A54) X (421 — 432)

Calculations for C

When we set t = 0 for the second last equation we know that:



P,(0)=0
Thus:
AsaXAq3X A3, 2 AsaXAy3 XAz,
Py(t) = xe At — xe At
28 = s A x sz A5 X iz — A52) (s — 250X Gz —Ae)X s — 23)
+ ( A5y XAy3X A3, _ A5y XA43XA3, )xe‘)‘ﬂ'
A4z — Asa)X(Aa2—2A43) X (A21 — A32)  (Aaz — Asa) X(A32—A54) X (A21 — 432)
+ Cxe Pt
0= As4XA43X A3, N AsyXA43X A3,
(Aaz — A54)X(A32—A54) X (421 — As4)  (Aaz — Asa) X(A32—A43) X (A21 — A43)
+ [ A5aXAy3X A3, - A54XA43X A3, J +C
Az — Asa) X (A32—A43) X (A21 — A32)  (Aaz — Asa)X(A32—A54) X (A21 — A32)
C=— As54XAg3X A3, + As4XA43XA37
A4z — A54)X(A32—A54)X(A21 — As4)  (Aaz — A54)X(A32—A43) X (A2 — A43)
_ As4XA43X 23, + A54XA43X A3,
(A3 — A54)X(A32—A43)X(A21 — A32) (A3 — Asa)X(A32—A54)X (A2 — 432)
State 1 (Eq2.)
Py (t)X(=210) + P, (t) XAz, = Py(t)
P (£)X(—449)
+ A5y XA43 X3, e=sat _ AgaXAy3X A3, xg—ast
(Aa3 — As4)X(A32—A54) X (A21 — 4s4) (Asz3 — Asa)X(A32—A43) X (A21 — A43)
+ ( A4 XA43%X A3, B AsaXAy3X A3, ) xe—Ast
(A43 — Asa)X(A32—A43)X(A21 — A32)  (A43 — A54) X (A32—A54) X (421 — 432)
+(- AsaXAy3X A3, + A5aXAy3X A3,
(Aaz — Asa)X(A32—A54) X (A1 — Ass)  (Aaz — Asa) X (A32—A43) X (A21 — A43)
AcyXAy3X A5 Asg XAy3 X A4
B 54X A43X A3 + 54X A43X A3 Yxe=H1t]x,,
(Aaz — Asa)X(A32—A43)X(A21 — 432)  (Aaz — Asa)X(A32—As54)X (421 — 432)
=P (1)
IAGEZ A
_ AsaXAy3X 35Xz, xe—Asst _ AsaXAg3XA33X A5, xe—Aest
(43 — Asa)X(A32—2As4) X (A21 — A54) (Aaz — A54)X(A32—A43) X (A21 — A43)
+ ( AsaXAy3X 35X A5, _ A5 XAy3XA35 XAz, )xe"'H‘
A4z — Asa)X(A32—A43) X (A21 — A32) (A4 — Asa) X(A32—A54) X (A1 — A33)
+(- A54XAy3XA35X 251 + A54XAy3XA35 XAz,
(A3 — Asa)X(A32—A54) X (A21 — As4)  (Aaz — A54)X(A32—A43) X (A21 — A43)
_ A4 XAy3XA35 XAz, + AsaXAy3X 35X A5, YxeHat
(A43 = Asa)X(A32—A43) X (A21 — A32) (A4 — A54)X(A32—A54)X (221 — 432)

xetiot



e?10tX [Py (£) + A40XPy (t)] =

eﬂwtx[ Ay XA43XA35%X A5, Xe_AS t_ Ay XAg3XA33%XA5,
(A43=A54)X(A32=A54) X (A21~As4) (Aa3=A54)X(A32=A43) X (A21=As3)

( AssXAi3XA35X A5, o AssXA43XA3, %25,
(Ag3=A54)X(A32=A43)X(A21=A32)  (Aez=As54)X(A32=A54)X(A21-437)

AssXAy3XA35X A2 AseXAy3X A3, XAz, AsaXAy3XA35 XA,

xe At 4

)xe"l“t +

(

(Ae3=A5e)X(A32=A54)X(A21=As55)  (Aaz=As5)X(A32=A43)X(A21-As3)  (A43=254)X(A32-243)X(A21-43,

AssXAs3XA35X A2, )Xe—l“[]
(Ae3=A54)X(A32=A54) X (A21~432)
AseXAs3XA35 X451

A5y XAs3XA35XA5,

+
)

dr a _ -4 a
= [etotxpy (1)) = xe Asitxghiol -

e~ sty pdiol 4 ( AsaXAy3X A3 X2z, _ AssXA43XA35X A0,
(Aa3=As4)X(A32=A43) X (A1 =A32)  (Aez=Ass)X(A32=A54)X (A21-232)
( AssXAy3XA3,XA5, AseXAs3XA35XA5, AsaXAy3 XAz XAz,

)Xe"‘n‘xe‘w

X
(A43=2A54)%(A32=254) X (A2~ 2s4) (Aa3=A54)% (A2~ A43)X(A21=253)

t+

a (Aa3=2A55)X(A32-A50)%(A21-254)  (Aaz=As50)X(A32=A43)X(A21-As3) - (Aa3=A54)X(A32=A43) X (A21 =232
AsaXAg3XA35 XAz,
(Aa3=A54)X(A32=A54) X (A1~ A32)

)Xe‘lzxt)(elmt

AsaXAq3X A3 XAz, AsaXAq3X A3z XAz,

)+

R e A X O As )X — 20X~ Za) ¢ Ol — A X G Aan) X Ol — A X —A) ©
+ XAg3XA32X A5, N AgqXA43XA32X A5, ) g-Asat
\(Aaz — As4) X (Aa2—A43) X(A21 — A32)X(Aao — A32)  (Aaz — Asa)X(Aaz—As54) X (A21 — A32)X (A1 — A32)/
. AseXAq3 XAz XA5, AzeXAg3XA32X A2,
xehot 4 (—— - - —+ — - -
(43 — Asa) X (Aa2—Asa) X (21 — Asa) X (A0 — A21)  (Aaz — Asa) X(A32—A43)X (A2 — Aa3) X (A0 — A21)
AgaXAg3XA32X A2,
N (Aaz — Asa)X (A32—A43) X (A21 — A32) X (A0 — 421)
AgaXAg3XA32X A5, L . .
TR T v o Ty Wy
P(t) = Asa XAz X 32X Azy xe-dsst — AsaXAg3 XAz XAz, xe-Mst
(Aaz = Asa) X (A32=250)X(Az: = As) X (Aio — Asa) Loz = Asa) X (Asz—Aea) X (A2r — A43) X (1o — As3)
+( AgaXAq3XAzz XAz _ AsaXAya X3z XAz ) xe-Ast
(Zas = Asa)X(Aaz=A43) X (A21 — A32)X(Aro — Aaz) (s — Asa) X(Aaz—Ase) X (Azx — A32) X (Aso — Az2)
( AgaXAq3X A3z XAa: + Asa XAy X3z XAz,
(Aas = Asa)X(Aaz=A5a) X (A21 — As)X(Aro — Az1)  (Aaz — Asa)X(Aaz—Aas) X (Azx — Aea) X (Aso — 421)
_ AsaXAy3 XAy XAzy + AsaXAga XAy XAzy )xe"‘“‘
(s = Asa)X (32— Aax) X (Azx — A52)X(Aio — A21)  (Aez — Asa) X (Aaa—2sa)X (A2 — 232) X (Aso — 421)
+ Cxe et
P(t) = AsaXA43XA32 XAz, xe-dst _ As-«’f/lu)()»zzx)-:\ xe-ast
(A3 — Ase)X (A32—A54) X(A2: — A54)X (Aro — As4) (Aaz — Asa)X(A32—A42) X (A21 — A43)X (A1o — Aa3)
+ ( AsaXA43XA32X A2, o AsaXA43 XA32X A2, ) xe-Aszt
\(Aa3 — Asa)X (A32—Aaz) X (A21 — A32)X (Ao — A32)  (Aaz — Asa)X(Aa2—254) X (A21 — A32) X (As0 — A32)/
+ ['_ AgqXA43XA32X A5, + A4 XAy3XA32X A2,
\ (Au - ASG)X(AJZ—)'S1)X(A'M - )-sa)x()lla - An) (/)Lu - ;-34)X(A:;z"/lu)x()-zz - ’.»c.s)x(lm - All)
-~ AsaXA43XA32 X421 AsaXA43XA32 X421 Y wo-dzit
(143 - Asn)x(;l.iz_/lu)x(/{zx - )'Jl)x(AlU - An) N (1-13 - )-54)x(/1:u_xst)x()-zl - A:{z)x(xm - 121)) e
+ l_ AsqXAg3XA32X 22, N AsqXAq3XA32X A5,
(Aas = As)X (A32=A5a) X (A21 — Asa)X (1o — Asa) ~ (Aaz — Ase) X (32— A43) X(A21 — A43) X (A10 — Aa3)
AsaXAq3X 32X A2y A XA g3 XA33X A2,
B (A3 — Asa)X (A32—243) X (A21 — A32) X (A1o — A32) N (A3 — A54) X (A32—A54) X (A21 — A32)X (Arg — A32)
+ AsaXA43X 32X 221 _ AsaX A3 X232 XA,
(a3 — As)X(A32=2A54) X (A2: — A5a)X(Aho — A21)  (Aez — Asa) X(A32—243) X (A21 — A43)X (Ar0 — A21)
Asa XA43X 32X Az, AsaXAq3X2A32 XAz, xe-Hot

|
+ x— -
(a3 — As)X(A32=2A43) X (A2: — A32) X (A1o — A21) (a3 — Asg)X(A3z=As4) X (Az1 — As2)X(A1o — A21))

Integral

xe A0t



Py(t) = AgyXAy3X A3, X451 x(e-sit — gHuoty
(443 — A54)X(A32—A54)X (421 — A54) X (410 — A54)
+ X (e 410t — g=443
(A43 — A54)X(A32—243)X(A21 — A43) X (410 — A43) ( )
+ A5gXAy3XA3 X421 x (et — g=hot)
(443 — A54)X(A32—243)X(A21 — A32) X (410 — 432)
+ X (e 410t — =432
(A43 — A54)X(A32—A54)X(A21 — A32) X (410 — 432) ( )
+( A54XAy3XA35X 251
(443 — A54)X(A32—A54)X(A21 — A54)X(A10 — 421)
+ A5y XA43XA35 X421 Yx (g0t — g~Aart)
(443 — A54)X(A32—243)X(A21 — A32) X (410 — 421)
+( A54XAy3XA35X 251
(A43 — A54)X(A32—A43)X(A21 — A43)X(A10 — 421)
A54XA43XA35 X421

+ x (e %21t — g~ 410t
(A43 — A54)X(A32—A54) X (A21 — A32)X (410 — 121)) ( )

Calculations for C

When we set t = 0 for the second last equation we know that:
P, (0)=0
Thus:

AsaXAy3X A3 XA, xe-hset _ Asa XAy XA32 XAz, xe-

(e = Asa) X (As2—Az0) X (A21 — Asa) X (A0 — Asq) (Aas — Asa)X(Aaz—Aq3) X (Az1 — Aa3)X(Aro — A43)

+ ( Ay XAy XAy XAz, _ AsgXAq3X A3y XAz,
(R = Asa)X(Aa2=Aa3)X (A21 — 232)X(Aro — As2)  (Raz — Asa)X(As2—As0) X (A21 — Aaz) X (Ar0 — A32)

+ (_ Asa XAy XA3p XAz, + AsaXAq3XA53 XA,
(A4z = Asa) X (Aaa—Asa) X (Aaz — Asa)X(Aro — A21)  (Aez — Asa)X(As2—Ae3) X (A21 — Aaz) X (Azo — 421)
AsaXAy3XA32 XA Ao XAq3 XAz XA

- (Aaz = 254)X (Aa2—=A43)X (A2 — 232) X (10 — A2:) - (Aaz = A5a)X (As2=A50)X (A1 — A32) X (A1 — A21)

XAg3XA32X A2, Ay XA 43 XA

Aest

Pi(t) =

)Xe«xur

) XAzt 4 Cxe-tot

_ AsqXAq3XAsy XAy + Age X443 XA32 X A1 + Aga X443 XAgz XAz
(Aas = A5a)X (As2—Ase) X (A2y — Asa) X (Ao = Asa)  (Aaz — Asa) X(Asz—Aaa) X (A2y = A4a)X(Aro = Aaz)  (Aaz — As) X (Aaz—Aa3) X (A2z — A32) X (A1o — A32)
AsaXAy3X A3z XAz Asa XAy X232 XAz

- (Za3 = Asa) X (A3z=As) X (A21 — As2) X (Ao — A32) - (Aez = Asa)X(Raz=254) X (Azz — A50) X (Ar0 — A21)

+ AsaXAq3 X232 X421 _ AsaXAya X232 XAz,
(Za3 = Asa)X(Aaz=2az) X (A2 — A4a)X (oo — 221) (A — Asa)X(Aaz—2a3) X (A2 — A32) X (Aro — A21)

+ AgaXAq3 XAz X421
(Zaz = Asa) X (A3z=As) X (A21 — As2) X (Ao — 221)

C=

State 0 (Eql.)



Py(t)XA10 = Py(t)

[ A5aXAy3XA33X A5, xe—Asat _ A54XA43XA35X A5, xe—Aust
(A43 — A54) X (A32—A54) X (A21 — A54) X (A0 — As54) (43 = A54)X(A32—243) X (A21 — A43) X (A9 — A43)
( A5 XAy3XA35X A5, Ag4XA43XA35X A5, )
(A43 — As4) X (A32—A43) X (A21 — A32)X (410 — 132) (43 — A54) X (A32—2A54) X (A21 — A32) X (A10 — 432)
xe—Aazt
+ (_ As54XA43X A3, X251 + A5 XA43XA35 X251
(43 — A54) X (A32—As4) X (A21 — A54)X (A0 — A21)  (Aaz — A54)X(A32—A43) X(A21 — A43)X(A10 — 421)
B A54XA43XA35 X451 + A5y XAy3XA32XA5, )
(43 = A54) X (A32=A43)X (A1 — A32)X(A10 — A21)  (A43 — A54)X(A32—A54) X (A21 — A32) X (410 — A21)
xe~tat
4= A4 XA43XA35X A2, + A4 XA43XA35X A5,
(A43 — As4)X(A32—A54)X(A21 — A54)X(A10 —As4) (a3 — A54)X(A32—A43) X(A21 — A43)X(A10 — A43)
B As4XA43XA35 X251 + AsaXA43XA35XA5,
(43 = A54)X(A32—A43) X (A21 — A32) X (A0 — A32)  (Ag3 — As54) X (A32—A54) X (A21 — A32) X (A1 — 432)
+ Ag4XA43XA35X A5, B AgqXA43XA35X A5,
(A43 — As4) X (A32—A54) X (A21 — A54)X(A10 — A21) (a3 — As4)X(A32—2A43) X (A21 — A43) X (410 — A21)
A4 XA43XA35X A5, As4XA43XA35 X251

+ -
(A43 — As4) X (A32—A43) X (A21 — A32)X (A0 — A21) (A3 — A54)X(A32—A54) X (A21 — A32) X (A10 — A21)
xe "t x4, = Py(t)

A5y XAs3XA32XAz1 X410 AssXAs3XA35 X291 XA1o

Py(t) = st xRt
(Aeg = A58)X(Aa2—As54) X (A2 — A58)X(Ayp — 154) (A3 — As4) X (A32=As3)X (A1 = Ae3)X(Aso — A43)
N ( A5 XAy3XA32 X491 X410 _ AssXAg3XA32XA5; X419 ) xe-tszt
(A3 = A56)X(A32=A53)X (A1 = A32)X(A1o = A32)  (Aas — A54)X(A32=A54) X (A21 — A32)X (A1 — A32)
+ (_ A5y XAs53XA32 X291 XA1o A55XA43XA32 X491 X A0
(Ae3 = A58)X(A32=A54)X (A2 = A58) X (A10 — /121) (A3 = A54)X(A32=A43)X (A21 = A43)X (A10 = A21)
_ AseXAs3XA32XA91 X410 A54XAg3XA35X 221 X410 )xe_lng
(A3 = As5)X(A32—A53)X (A1 — A32) X (A1 — /121) (As3 = A54)X(A32=254)X (A2 — A32)X (30 — A21)
N [_ AseXAy3XA32 X251 XA1o A54X 453X A3 X251 XA1o
(A3 = A54)X(A32~A54) X (A21 = A54)X(A10 — As4) (/143 = A54)X(A32=A43) X (A21 — A43) X (A0 — A43)
_ A5 XAs3XA32XA91 X410 As54XAg3XA32X 221 X410
(A3 = A54)X(A32=A53)X (A1 = A32) X (A1 — /132) (A43 = A54)X(A32=254)X (A2 = A32) X (10 — A32)
+ A5 XAs3XA32XA91 X410 _ A54XA43XA35X 221 X410
(As3 = As)X(A32=A5)X(Aa1 = Asa)X (Ao = A21) (a3 = Asa)X(A32=A43) X (A2 = Ae3)X(As0 = 421)
¥ AseXAg3XA32XA91 X410 _ A5 XAs3XA32 X251 X410 1 xe-iot]xe ot
(Ass = As)X a2~ As3)X (A1 — A32)X(Aao = A21)  (Aas — As0)X(Aa2=254)X(Az1 — A32) X (Ayo — Za1)]
ilp )] = As54XA43XA32X 421 XA10 “Asat _ As54XA43XA32 X221 X410 xe-Aiat
s’ ° (A43 = A54)X(A32=2A54) X (A21 — A54)X (A0 — /154) (A43 = A54)X(A32=A43) X (A21 — A43) X (10 — A43)
( AssXAg3XA33 X251 XA10 AseXA43XA33XA21 X410 )xe"‘H‘
Gz = As)X(az=A43)X (s — As2)X(hzo — Aa2) (g — Asa) X(haz—Ass) X (Azy — Aaz) X (Azg — Azz)
( AssXA43XA33 X221 X410 A5y XA43XA3X A1 XA
(43 = A54)X(A32—A54) X (A21 — A54) X (430 — X21) (Ag3 = Ase)X(A32=243) X (A21 — A43)X(A10 — A21)
AssXAg3XA32 X251 X410 A5 XA43XA32 X221 X410 ) xe-tait
" (s = Asa)X(az—A43)X (a1 — Aa2)X (Ao — /121) (A43 = A54)X(A32=254) X (A21 = A32)X (410 = A21) Integral
[ As4XAg3XA32 X291 X410 A5 XA43XA32 X221 X 10
(Ae3 = A5)X(A32—A54)X (A1 — A54) X (A1 — 154) (A3 = A54)X(A32~243)% (A21 — A43)X(A10 = A43)
As4XA3XA35 X A1 XA A5 XA43XA33XA21 X109
(143 = A54)X(A33—A43)X(A21 — A32)X (A1 — Asz) (Ag3 = As4)X(Aa2—A54) X (A21 — A32)X(A10 — A32)
As54XA43XA32 X221 X410 A54XA43XA32XA21 X410
(343 = As)X(Aaz—As8)X (a1 — Ase)X(ag — A21)  (Aaz — Asa) X (haz—As3) X (Rar — Aga) X (hag — A1)
AssXA3XA3X A1 X410 A5 XA43XA33XA21 X419 ]Xe‘lm‘jxe“m‘
(143 = As)X (33— A43)X (a1 — As)X(Azo — A21)  (Aaz — Asa)X(Aaz—Ase) X (Az1 — A32)X (Ao — Az1) )




AsaXA43XA32XA91 XA1o A5 XAg3XA35X A9 XA10

Py(t) = Xe Asst — xe-Aat
(A3 = A54)X(A32=A54) X (A1 = A54) X (A10 = A54)X(—As54) (As3 = A56)% (A32~A53) X (A21 = A43)% (A10 = Ae3)X(—A43)
+ ( A5y XAy3XA35X A1 XA10 _ AssXAy3XA3 X1 XA59 )Xe"l“‘
(As3 = A5e)X(A32=A53)X (A1 = A32)X (A0 = A32)X(=432)  (Aez = A5e) X (A32—A50)X(Aa1 = A32) X (A10 — A32)X(—232)
+ (_ A54XA43XA35XA91 X Ao + AseXAg3XA35 X491 X410
(Aes = A54) X (A32—=A54)X (A1 = A54) X (A0 = A21)X(—421) * (Aes = A5e)X(A32~As3) X (A21 = A43) X (A10 — A21)X(—421)
_ Ass X Ay3X A3y XA XA10 + AssXAy3XA3p XAz XA19 ) xe-dut
(g3 = Asa)X(A32~A43) X (A21 = A32) X (A10 = A21)X(—A21) ~ (As3 = A54)X(A32=A55) X (A1 — A32) X (A10 — A21)X(—221)
+ [_ A5 XAy3XA30X A1 XA10 + As4XA43XA32XA21 X410
(As3 = A5e) X (A32~A54) X (Aa1 = A56) X (A10 = A5)X(—A10) ~ (Ass — Ase)X(A32—2A43)X (A1 — As3)X(A10 — As3)X(—210)
AseXAy3XA35X A1 X410 A5 XAg3X A3, X291 XA10
(A3 = As58) X (A3~ A43) X (21 = A32) X (A0 = A32) X(—210) * (Aez = A56)X(A32=A54) X (A21 = A32)X(A10 = A32)X(=A10)
+ AseXAg3XA35 X491 XA10 AseXAg3X A3 X291 X Ao
(A3 = A58)X (A= A58)X (21 = A58)X(Aro = 220)X(—A10)  (Aes = A5e)X(A32~Ae3) X (A21 = A43)X(A10 — A21)X(—A10)

AseXA43X A5 X291 XA10 As4XAg3XA55XA91XA1g

+ - ]xe“"w‘ +C
(As3 = Asa)X(A32~A43) X (A21 = A32) X (A10 = A21)X(—A10)  (Aez = Ase)X(A32=A54) X (A21 =~ A32)X (A0 — A21)X(—A10)

A5y XAg3XA32XA21 X410

Po®) = A5y XAg3XA3XA21 X419 x(ePsit — 1) + X(1 — e-dat)
(A43 = A54)X(A32—A54)X(A21 — A54)X(A10 — A54)X(—A54) (A43 = A54)X(A32~243)X (21 — A43) X (410 — A43)X( —443)

+ Ag4XAg3XAz2XA21XA10 x(e-H2t — 1)
(A43 = A54) X (A32—243) X (A21 — A32)X(A10 — A32)X(—432)

+ As54XA43X A3 X451 X419 X(1— ety 4 (. AsaXAy3XA32XA21 X410
(A43 = A54) X (A32~A54) X (A1 — A32)X (10 — A32) X(—432) (443 = A54) X (432~ A43) X (421 — A43)X (10 — A21)X(—421)

+ AgyXAy3XA32XA21X 410 (et — 1) + (. AgeXAg3XA32X 421 X410
(A43 = A54)X(A32~A54) X (A1 — A32)X (410 — A21) X(—421) (443 = A54)X (432~ A54) X (421 — A54)X (10 = A21)X( —421)

As4XAg3XA32XA21 X410 As4XA43XA3XA21 X410

— e~ At
TP Py =T T 7o T POy iy T P 0 T o 0 Ak SRR ¢ PRy W < Pt 19 T B YO T B P g P

. Ag4XAy3XA32 X421 X410 Yx(e-Hiot — 1) + AgyXAg3XA32X 421 X419

(443 = A54) X (A32~A54) X (A1 — A32)X (410 — A32) X( —A10) (443 = A54)%X (432~ A54)X (421 — A54)X (10 — A54)X( —A10)
N Ag4XAy3XA32 X421 X410 IX(1 = e-Huit) + AgyXAg3XA32XA21 X419

(443 = A54) X (432~ 243) X (A21 — A32)X (410 — A32) X( —A10) (443 = A54)% (432~ 243)X (421 — A43)X(A10 — A21)X( —210)

AgyXAy3XA32 X421 X410 AgyXAg3XA32XA21 X419

— g Aot
P 0 T PO W 17 PO T T/ By 0 T o S Lk SRR 7 PP W T ot B 1 WO W <1 By O G

AgyXAy3XA32 X421 X410

+ x(eh0t — 1
(433 = A54) X (A32—A43) X (A21 — A32)X(A10 — A21)X( _Aw)) ( )

Calculations for C

When we set t = 0 for the second last equation we know that:



Py(0)=0
Thus:

AgyXAy3X A3y X291 XAy At A5y XAg3 X235 X291 XA4g gt
Py(t) = xe st — e e
(A = As)X(A3;=A5) X (4, — A5)X (A = A54)X(—25) Ay = A5)X(A3=A43) X (4, — Ag3) XA, — Ag3)X(—Ay3)
. ( A5y XAy3X A3 X 51 XAyg B A5y XAy3 X A3 X A5y XAyo ) et
(Ayy = As)X(A3y=A43) X (4, — A3)X(Ay5 — A3)X(—435) (A5 — As)X(A3—A54)X (A, — A32) X (A — A32)X(—235)
(_ A5y XAg3X A3 XApy X419 + A5y X A3 X A3 XAp1 XAyg
Ay = A5)X (g =A5)X (A, — A5 )X(Ayy — A )X(—A51) (A — Ag )X (A3~ A43)X (A, — A43)X (A, — A1)X(—2p;)
B A5y XA43X A3 X251 XAyo + A5y XAg3X A3, X251 XAy >xe"13“
(A3 = A5)X(A33=A33)X(Ay, = )Xy = A)X(=231) (A = As)X(Ag =25 )X (Ayy = A3p)X (R, = Ap)X(—2y,)
. [_ AgsXAyaX A3 X A1 XAyg + Agy XAy3X A3y XAz X410
Ay = As)X (33— A5 )X (A, — Asg)X (A — As)X(—A1p) (A, — As)X (A3~ 243)X (A, — A43)X (A, — A43)X(—240)
B A5 XAy3 X A3y XAz X g9 . AsyXAg3XA35 X251 XAy
(A3 = As)X(A3p=Ag3)X (A, — A3x)X (A, — 23)X(—A30) (A3 — A5e)X(Agp—A50)X (A, — A32)X (A, — A32)X(—24g)
A54XAy3X A3y XAy XAyg A5y XAg3XA35 X291 X419

+ -
(A3 = A5)X (A3 =A5)X (4, = A5 )X(A ) = A))X(=Ayp) (A, — A5 )X (A2 =A43)X (A, — A3)X(A) = A51)X(—4y0)

. A5y XAy3X A3 X251 XAyo _ AgyXAg3X A3, X251 XAy et 4+ C
(A3 = A5)X(A33=A33)X(Ay, = )Xy = A )X(=210) Ay = Ase)X(Ag =25 )X (Ayy = A3p)X (A, = A9 )X(—Ayg)
0=
Lo
C=— Ay XAy3 XAz X A5 XAy . Ay XAya X3y XAp1 X A4y
(A3 = As)X(Agp=A5)X () — A5)X(A,, — A )X(—As4) (A5 — A5)X(A3p=A43)X(4,, — Ag3) XA, — A43)X(—243)
B A5y XAy3XA35 X251 X419 . A54XAg3 X5y X251 XA 19
Ay = Asa)X(A32=A43)X (A, = A32)X (A, — A3)X(—A3) (A — A54)X(A32=254)%X (4, — A3)X (A, — A3)X(—23;)
+ A5y XA43XA35 X251 X419 B A54XA43 X5y X251 XA 19
Ay = Asa)X(A3=A54)X (A, = A5)X (A, — 20X (—A51) (A — A54)X(A32=2A43)%X (4, — A43)X (A, — A5)%X(—2y;)
+ A5y X443 X435 X251 X410 _ A54XAg3X A5y X251 X410
(A3 = As)X(Ag=A43)X (A, = A32)X(A,, = A))X(—Az1) (A = As)X(A3p=A5)X(4,, — A3)X (A, — A5)%X(—23;)
. AegXAg3XAg XA XAy B s g XAy XAgy XAy XAy
(Ayy = A5)X(Aa=A5 )% (A,; = A5 )X (A, = As)X(—A10) (g = A5 )X (A3 =A3)X (A5, — A43)X (A, — A42)X(~219)
4 A5y XAy3XA35 X291 X1 B A54XA43X A5y X251 XA 19
(A = Asa)X(A32=A43)X (A, = A32)X(A,, — A3)X(—Ay0) (A3 = A5)X(A32=254)%X (4, — A3)X (A — A3)X(—2yq)
B A5y XA43XA35 X251 X419 . A54XAg3 X5, X251 XA 19
Ay = Asa)X(A3=A54)X (A, = A5)X (A, — 40X (—A30) (A — A5)X(A32=243)%X (4, — A43)X (A, — A5)X(—2y0)
A5y XA43XA35 X251 X419 A54XAg3X A5y X251 X410

- +
(A3 = As)X(Ag=A43)X (A, = A32)X(A,, = A)X(—A30) (A3 = As)X(A3p=A5)X(4,, — A32)X (A5 = A51)%X(—2yp)



Appendix V: MATLAB Codes

Part I: Markov test 1 and test 2 (change matrix dimensions to fit the seasons)

function Markov(time);

y0=[0 0 0 O 0 17; % initial state

A=xlsread( 'Markov', 'Arkl', '"H34:M39"); % import transition matrix
SOJOURN=xlsread( 'Markov', 'Arkl', 'H55:M55"); % import sojourn times
time=24*365*1; % *20 for test 2

delta=876;
y=[1;

for i = O:delta:time,
ytempo=y0*expm(i*A);
y = [y; ytempo];

end

¢define space and seperators

BE=(' '1;

L= — oo "1;
disp(L);

$Print reliability
TimeText = [ 'For time t = ',num2str(time/(24*365),'%.0f"'), ' Years'];
disp(TimeText);

disp(L);

X = ['- The reliability, R(t), is ',num2str(1l-
y((time/delta)+1,1), '%.4£f")]

~e

disp(X);

$ Print MTTF

Int = (trapz(l-y(l:(time/delta)+1,1)));

MTTF = (Int*delta)/(24*365);

M = ['- The Mean Time To Failure, MTTF, is '...
,num2str (MTTF, '$.2f'),"' Years'];

disp(M);

)

% Print state probabilities



StateText = '- The state probabilities are:';

disp(StateText);

disp(E);

StateText2 = ...
' State 0 State 1 State 2 State 3 State 4 State 5';
disp(StateText2);

disp(y((time/delta)+1,1:6));

% Print sojourn time

°

SojournText = '- The expexted time (years) spent in each stat is:';

disp(SojournText);

disp(E);

disp(StateText2);
disp(SOJOURN) ;

$Plots
CDF = y(l:(time/delta)+1,1);
PDF = diff (CDF);

MTTFx = [MTTF*(24*365/delta),MTTF*(24*365/delta)]; sfor plot
MTTFy = [0,1]; $for plot
MTTFy2 = [min(1-CDF),1]; $for plot
MTTFy3 = [0,max(PDF)]; $for plot

% add first plot in 3 x 1 grid

subplot(3,1,1)

plot(y)

set(gca, 'XTick',0:((time*1752)/(8760*delta)):... % set xaxis to years
(time), 'XTickLabel',{'0"',((time*1)/(8760*5)) ...
,((time*2)/(8760%5)), ((time*3)/(8760%*5)), ...
((time*4)/(8760*5)),time/8760, ' -->Years'});

line (MTTFx,MTTFy, 'Color',[1 0 1])

legend('State 0', 'State 1','State 2','State 3','State 4',6'State

5', 'MTTF')

title('State probabilities')

% add second plot in 3 x 1 grid



subplot(3,1,2)

plotR = plot(1-CDF, 'Color',[0 0.447 0.741]);

set(gca, 'XTick',0:((time*1752)/(8760*delta)):..

[}

.% set xaxis to years

(time), 'XTickLabel',{'0"',((time*1)/(8760*5)) ...

, ((time*2)/(8760%5)), ((time*3)/(8760%5)),
((time*4)/(8760*5)),time/8760, ' -->Years'});

PlotMTTF = line(MTTFx,MTTFy2, 'Color',[1 0 11);

legend([plotR plotMTTF],{ 'Reliability', "MTTF'});

title('Reliability')

% add second plot in 2 x 1 grid

subplot(3,1,3)
plot (PDF)

set(gca, 'XTick',0:((time*1752)/(8760*delta)):...

[}

% set xaxis to years

(time), 'XTickLabel',{'0"', ((time*1)/(8760*5))...

, ((time*2)/(8760%5)), ((time*3)/(8760%5)),
((time*4)/(8760*5)),time/8760, ' -->Years'});
line (MTTFx,MTTFy3, 'Color',[1 0 17)

legend('PDF', 'MTTF')

title( 'Probability Density Function')

end

Part I: Markov test 3 and test 4. Conditional reliability

function Markov(time);

y0=[0 0 0 0 O 17];

A=xlsread( 'Markov', 'Arkl', 'H34:M39");
SOJOURN=xlsread( 'Markov', 'Arkl', 'H55:M55");

time=8760%20;
delta=876;
y=[1;

y2=[0 0 0 0 1 0];

timet = 8760%*3;
timex = time - timet;
for i = 0:delta:timet,

ytempo=y0*expm(i*A);

y = [y; ytempo];
end

% initial state

import transition matrix

oe

)

% import sojourn times

% *19*%21*23 for test 4

% Observed state

Inspection time, *2*4%*6



for i2 =

ytempo2=y2*expm(i2*A);

y = ly;

end

O:delta:timex,

ytempo2];

% define state name

if y2 ==[1 0

S0 =
else
S0 = 0;
end
if y2 ==[0 1
Sl =
else
S1 = 0;
end
if y2 ==[0 0
S2 =
else
S2 = 0;
end
if y2 ==[0 0
S3 =
else
S3 = 0;
end
if y2 ==[0 0
S4 =
else
S4 = 0;
end
if y2 ==[0 0
S5 =
else
S5 = 0;
end
S6 = S0 + Sl

¢define space and seperators

E=[' '1;

% disp(E);

000O0];
0;

01;

01;

+ S2 + S3 +S4 +S5;



R "1;
disp(L);

$Print reliability
if timet == 0;
TimeText = |['For time t = ',num2str(time/(24*365),'%.0f"'), '
Year(s)'];
disp(TimeText);
else timet > 0;
TimeText2 = [ 'For a total time of t = '
,num2str(time/(24*365),'%$.0£"'), ' Year(s),'];
disp(TimeText2);
TimeText3 = ['and a condition of state ' ,num2str(S6) ...
' at time t = ',num2str(timet/(24*365),'%.0f'), ' Year(s)'];
disp(TimeText3)
end

disp(L);

X = ['- The reliability, R(t), is ',num2str(1l-
y((time/delta)+2,1), '%.4£f")]

~e

disp(X);

$ Print MTTF
if timet ==
Int = (trapz(l-y(((timet)/delta)+2:(time/delta)+2,1)));
MTTF = (Int*delta)/(24*365);
M = ['- The Mean Time To Failure, MTTF, is '...
,num2str (MTTF, '$.2f'),"' Years'];

disp(M);

PDF = diff(y(l:(time/delta)+2,1)); $for plot
CDF = (y(l:(time/delta)+2,1)); $for plot
MTTFx = [MTTF*(24*365/delta),MTTF*(24*365/delta)]; sfor plot
MTTFy = [0,1]; $for plot
MTTFy2 = [min(1-CDF),1]; $for plot
MTTFy3 = [0,max(PDF)]; $for plot

else timet > 0;
Int2 = trapz(l-y((timet/delta)+2:(time/delta)+2,1));
MTTF2 = (Int2*delta)/(24*365);
M2 = ['- When the motor is at state ' num2str(S6) ' after '...



num2str(timet/(24*365), '%.2f")
num2str (MTTF2, '$.2f"),"' Years.\n'];
fprintf(M2);

years,\n The Mean Time To Failure, MTTF, is '...

PDF = diff(y(l:(time/delta)+2,1)); $for
CDF = (y(l:(time/delta)+2,1)); $for
MTTFx = [ (MTTF2*(24*365/delta))+(timet/delta),... sfor

(MTTF2*(24*365/delta) )+ (timet/delta)]; g$for
MTTFy = [0,1]; $for
MTTFy2 = [min(1-CDF),1]; sfor
MTTFy3 = [0,max(PDF)];

end

$ Print state probabilities

StateText = '- The state probabilities are:

disp(StateText);

disp(E);

StateText2 = ...

14

' State 0 State 1 State 2 State 3 State 4 State

disp(StateText2);

disp(y((time/delta)+2,1:6));

$ Print sojourn time

°

SojournText = '- The expexted time (years)

disp(SojournText);

disp(E);

disp(StateText2);
disp(SOJOURN) ;

$Plots
CDF = y(l:(time/delta)+2,1);

PDF = diff (CDF);

% add first plot in 3 x 1 grid

°

subplot(3,1,1)

spent in each stat is:

plot
plot
plot
plot
plot
plot

5';:

14



X

plot(y)

set(gca, 'XTick',0:((time*1752)/(8760*delta)):... %
(time), 'XTickLabel',{'0', ((time*1)/(8760%*5))
,((time*2)/(8760%5)), ((time*3)/(8760%5)),
((time*4)/(8760*5)),time/8760, ' -->Years'});

line (MTTFx,MTTFy, 'Color',[1 0 1])

legend('State O0', 'State 1','State 2','State 3

5', 'MTTF')

title('State probabilities')

% add second plot in 3 x 1 grid

subplot(3,1,2)

plotR = plot(1-CDF, 'Color',[0 0.447 0.741]);

set(gca, 'XTick',0:((time*1752)/(8760*delta)):... %
(time), 'XTickLabel',{'0', ((time*1)/(8760%*5))
, ((time*2)/(8760%5)), ((time*3)/(8760%5)),
((time*4)/(8760*5)),time/8760, ' -->Years'});

PlotMTTF = line(MTTFx,MTTFy2, 'Color',[1 0 11);

legend([plotR plotMTTF],{ 'Reliability', "MTTF'});

title('Reliability')

% add second plot in 2 x 1 grid

subplot(3,1,3)

plot(subplus (PDF))

set(gca, 'XTick',0:((time*1752)/(8760*delta)):... %
(time), 'XTickLabel',{'0', ((time*1)/(8760%*5))
,((time*2)/(8760%5)), ((time*3)/(8760%5)),
((time*4)/(8760*5)),time/8760, ' -->Years'});

line (MTTFx,MTTFy3, 'Color',[1 0 17)

legend( 'PDF', 'MTTF')

title('Probability Density Function')

end

, 'State

set xaxis to years

4','State

set xaxis to years

set xaxis to years



Appendix VI: Censoring Table and Transition Dates

Part I: Censored transition dates, A6 months. 20 samples

Inspection nr | Sample 1 | Sample 2 | Sample 3 | Sample 4 | Sample 5 | Sample 6 | Sample 7 | Sample 8 | Sample 9 [Sample 10
1 5 5 5 5 5 5 5 5 5 5
2 5 5 5 5 4 4 5 5 5 5
3 5 5 5 4 4 4 5 5 5 5
4 5 5 5 4 3 4 5 5 5 0
5 5 4 3 4 3 4 5 5 5
6 4 4 3 4 3 4 5 5 5
7 4 4 3 4 3 4 4 4 5
8 4 4 2 4 3 3 4 3 4
9 4 3 0 3 2 2 4 2 3
10 3 0 2 2 2 4 0 2
11 1 0 1 0 4 1
12 0 0 4 0
13 4
14 3
15 3
16 3
17 2
18 0
Inspection nr | Sample 11 [Sample 12 [Sample 13 |Sample 14 |Sample 15|Sample 16 [Sample 17 [Sample 18 |Sample 19 |Sample 20
1 5 5 5 5 5 5 5 5 5 5
2 5 5 5 5 5 5 4 5 5 4
3 2 5 5 5 4 3 4 5 5 4
4 0 5 4 5 4 0 4 5 5 3
-> 5 5 4 5 2 4 5 5 3
6 5 4 4 2 4 3 5 3
7 5 4 4 2 4 3 5 2
8 5 4 4 2 4 3 5 0
9 5 4 4 0 4 3 5
10 5 3 4 4 2 5
11 4 1 4 4 2 5
12 3 0 4 4 1 4
13 3 4 3 0 3
14 3 4 3 2
15 2 4 2 1
16 1 3 2 0
17 0 3 0
18 3
19 3
20 1
21 0
Part II: Transition dates for 40 samples
State observed | Sample 1 | Sample 2 | Sample3 | Sample4 | Sample5 | Sample 6 | Sample 7 ple 8 ple 9 | Sample 10
5 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
4 2.1795 1.8884 1.8424 0.7566 0.1099 0.4590 2.7774 2.7648 3.3130 0.6823
3 4.2294 3.6084 1.9298 3.6632 1.3927 3.3724 6.2383 3.1591 3.9048 13035 |=>
2 4.5300 4.1066 3.1600 4.4410 3.6484 3.6069 7.8159 3.7706 42275 1.3758
1 4.6955 4.3479 3.5365 4.6926 4.9849 4.5996 8.1563 4.1911 4.9067 1.3933
0 5.1724 4.4280 3.9621 4.7254 5.3707 4.6205 8.3690 4.2157 5.0676 1.3953
State observed | Sample 11 | Sample 12 | Sample 13 | Sample 14 | Sample 15 | Sample 16 | Sample 17 ple 18 ple 19 | Sample 20
5 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
4 0.5399 4.8123 1.3427 2.1093 0.5063 0.5921 0.3724 2.2240 5.2767 0.4205
->| 3 0.6600 5.3023 4.1846 7.3839 1.8239 0.6004 5.6315 2.4232 5.5747 1.4306 |[=>
2 0.7463 6.6348 4.6692 9.0667 1.8283 1.2139 6.6781 4.3691 6.1972 2.6259
1 1.0577 7.0829 4.9308 9.1304 3.6194 1.2318 7.6251 5.3055 6.6175 3.0946
0 1.0886 7.5941 5.0133 9.6653 3.8511 1.2375 7.6885 5.8535 7.1666 3.3539
State observed | Sample 21 | Sample 22 | Sample 23 | Sample 24 | Sample 25 | Sample 26 | Sample 27 ple 28 ple 29 | Sample 30
5 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
4 0.5421 6.1574 4.8879 0.5139 0.7339 3.4055 23122 1.8912 0.6565 5.3576
-> 3 0.7526 8.8773 4.9514 1.2885 1.3656 4.2269 8.1009 4.2009 2.6613 5.4846 [=>
2 3.1084 9.5662 5.0013 2.5996 2.4340 4.7098 8.8177 4.3211 4.2824 5.5358
1 3.1721 9.5967 5.5093 2.6355 2.7308 5.9862 8.8576 5.0212 4.9195 5.9244
0 3.3024 9.6069 5.5727 3.5933 3.2326 6.5915 9.0600 5.6457 5.5845 6.7254
State observed | Sample 31 | Sample 32 | Sample 33 | Sample 34 | Sample 35 | Sample 36 | Sample 37 ple 38 ple 39 | Sample 40
5 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
4 1.5960 4.4854 0.1937 3.1297 1.1629 0.1665 4.1573 3.0890 0.0541 1.3740
->| 3 4.1839 6.6096 0.7341 4.5686 3.2294 0.4483 6.7101 3.2586 1.8064 4.2221
2 4.5204 7.1450 1.5559 5.3355 3.4677 1.1305 7.5698 42215 43145 4.7998
1 5.6914 7.3194 2.1395 5.4770 3.9191 1.4636 8.6011 5.4080 5.2664 5.0393
0 5.7982 8.0335 2.3686 5.5423 4.2080 1.6150 8.6492 5.4364 5.5208 5.4676
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Appendix VII

AUV hIWIN

10
11
12
13

Inspection frequency:

C D

E F

G

Parameter Estimaiton Based on Optimal Observations

652.862083191741

Number of samples : 20

Transition of Interst

5>4
4->3
3>2
21
1>0

Optimal # of Observations

=((1/G9)/SES5)*$1S$5

=((1/G10)/SES5)*$I$5
=((1/G11)/SE$5)*$185
=((1/G12)/SES5)*$18$5
=((1/G13)/SES5)*$18$5

Estimated Parameter

=(1/SES$5)*(LN(($I$5+C9
=(1/SE$5)*(LN(($I$5+C1
=(1/$E$5)*(LN(($I$5+C1
=(1/SE$5)*(LN(($I$5+C1
=(1/SES5)*(LN(($I$5+C1

Old Parameter

0.0000378
0.000047
0.0000876
0.0001423
0.000352

Error Percentage

=(G9-E9)/G9
=(G10-E10)/G10
=(G11-E11)/G11
=(G12-E12)/G12
=(G13-(1/E5)*(LN(($IS$3




