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Abstract

The Bogoliubov-de Gennes equations have been solved numerically for a number of
two-dimensional ballistic proximity structures comprised of superconductors, normal
metals and ferromagnets, with both interfacial and in-plane spin-orbit coupling. These
results have been compared to results obtained for similar structures in the absence of
spin-orbit coupling. The results show that spin-orbit coupling in general enhances
superconductivity in ferromagnet-superconductor-structures, and causes the critical
temperature, as well as singlet and triplet amplitudes, to become dependent upon the
orientation of the magnetic field. The protective effect of spin-orbit coupling on the
superconducting state grows stronger the closer the magnetic field comes to being
perpendicular to the effective fields induced by spin-orbit coupling. Both interfacial
and in-plane spin-orbit coupling have these effects in common, but the effect is most
prominent for the in-plane spin-orbit coupling. The observed effects can be explained
by projecting the Cooper pair states onto the eigenbasis of the system, which reveals
that the singlet state adapts a long-ranged pseudotriplet component in the presence
of spin-orbit coupling. Spin-orbit coupling thus serves as an alternative to inhomo-
geneously magnetized structures, as it enables control of the critical temperature, as
well as both singlet and triplet amplitudes, by adjusting macroscopic parameters. Ad-
ditionally, the protective effect spin-orbit coupling introduces on the superconducting
state allows for such structures to be made smaller than in its absence.
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Sammendrag

Bogoliubov-de Gennes-likningene har blitt løst numerisk for todimensjonelle ballis-
tiske systemer satt sammen av superledere, normalmetaller og ferromagneter, med
spinn-bane-kobling både i grensesjiktet og i planet. Disse resultatene har blitt sam-
menliknet med resultater av liknende systemer uten spinn-bane-kobling. Resultatene
viser at spinn-bane-kobling generelt sett styrker superledning i ferromagnet-superleder-
systemer, og gjør både kritisk temperatur, singlett- og triplettamplituder avhengige av
orienteringen til det magnetiske feltet. Den beskyttende effekten spinn-bane-kobling
påfører den superledende tilstanden øker jo nærmere det magnetiske feltet kommer
å være normalt på de magnetiske feltene indusert av spinn-bane-kobling. Begge
typer spinn-bane-kobling har dette til felles, men effekten er tydeligst for spinn-bane-
kobling i planet. Den observerte effekten kan forklares ved å projisere Cooper-parene
på egenbasisen til systemet, hvilket viser at singlettilstanden får en komponent av en
langtrekkende pseudotriplett når spinn-bane-kobling er tilstede. Spinn-bane-kobling
kan derfor fungere som et alternativ til inhomogent magnetiserte systemer, da det åp-
ner opp for kontroll av kritisk temperatur, samt singlett- og triplettamplituder, ved å
justere makroskopiske parametre. Den beskyttende effekten spinn-bane-kobling har
på den superledende tilstanden gjør i tillegg at slike systemer kan lages mindre enn i
fraværet av spinn-bane-kobling.
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1 Introduction

1.1 Background and motivation
Superconductivity is one of the largest research fields in condensed matter physics,
the latter being the largest research branch in physics. Its most well known property is
giving zero electrical resistance, thus enabling electrons to move frictionlessly inside
a superconductor. An obvious application is therefore using it simply as an electrical
conductor, resulting in no energy dissipation. This would lead to less power consump-
tion and less heat production, which are both attractive properties for all types of wires
and electrical circuits. Taking it a step further, the properties of superconductors make
them potentially useful as building blocks for logic circuits in spintronics.1 Hence, we
need methods of controlling superconductivity with macroscopic parameters, which
is the main motivation behind this thesis.

When the superconducting state arises, the conduction electrons condense into a
condensate of Cooper pairs. These Cooper pairs are pairs of electrons, which in the
simplest s-wave superconductors consist of electrons of opposite spin and momenta,
ψs ∼ |k, ↑〉 |−k, ↓〉−|k, ↓〉 |−k, ↑〉, which are called singlet pairs. Under normal circum-
stances, electrons repel each other due to Coulomb repulsion, and will thus not pair up.
In superconductors however, forming Cooper pairs may under certain circumstances
be energetically favoured, and this is indeed what makes superconductors supercon-
ducting. When Cooper pairs are formed, an energy gap in the dispersion relation of the
single-particle states appears. This implies that the electrons in the Cooper pair can-
not scatter into other nearby single-particle states, and hence they move frictionlessly
through the superconductor. However, a superconductor is not superconducting under
all circumstances. Firstly, if the thermal energy becomes sufficiently high, the Cooper
pairs will be ripped apart, and superconductivity breaks down. Secondly, when the
superconductor is subject to a magnetic field, surface currents appears. When the en-
ergy associated with these currents exceeds the energy the electrons gain by paring
into Cooper pairs, Cooper pairs will no longer be the preferred stable state. Thus, for
sufficiently strong magnetic fields, superconductivity breaks down.

As a matter of fact, one of the very defining properties of singlet s-wave super-
conductivity is its incompatibility with ferromagnetism. Interestingly though, this
antagonistic relation is also what makes for some of the most interesting properties
from a technological point of view. Cooper pairs consisting of electrons with op-
positely aligned spins will gain different momenta when subject to a magnetic field.
This causes a relative phase between |k, ↑〉 |−k, ↓〉 and |k, ↓〉 |−k, ↑〉 as they gain a non-
zero center-of-mass momentum,2 causing leakage of singlet pairs, which effectively
breaks down superconductivity. The leakage of Cooper pairs gives rise to a new type
of Cooper pairs, namely triplet pairs. A single, homogeneous magnetic field will
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produce triplet pairs of the type ψt ∼ |k, ↑〉 |−k, ↓〉 + |k, ↓〉 |−k, ↑〉. If we introduce a
magnetic inhomogeneity, such as a domain walls,3,4 or a second magnetic field point-
ing in another direction,5,6 these triplets will be “rotated” into another kind of triplet
pairs,7,8 namely ψ±t ∼ |k, ↑〉 |−k, ↑〉 ± |k, ↓〉 |−k, ↓〉. These different types of triplets are
all channels which cause leakage of singlets from the superconductor. If this leakage
is sufficiently large, superconductivity breaks down. By controlling the magnetic field
configuration, we may control these channels, and may therefore control supercon-
ductivity.

An interesting property about the triplets is that they have a non-zero total spin, that
is a dimensionless spin of |S| = 1. As spin is of binary nature, superconductors are
therefore promising building blocks for logic circuits. Instead of transporting infor-
mation by using voltage, as in electronics, we may use the electron spin as information
carrier, giving rise to the field of spintronics.9 However, as implied by quantum me-
chanics, the spin-projection of a spin-1 state may evaluate to either 0 or ±1. Both the
singlet state and the triplet state produced by a homogeneously magnetized, z-aligned
ferromagnet always carry a spin sz = 0, and thus cannot single-handedly transport
binary information. The spin-polarized triplets however, containing terms as |↑〉 |↑〉
and |↓〉 |↓〉, have a non-zero sz, and may thus be used to carry information. Another
interesting property about triplets is that they may be long-ranged inside magnetic
fields. The singlet state and the first triplet, both consisting of terms ∼ |↑〉 |↓〉, will be
torn apart by magnetic fields parallel to the axis of quantization because they both ac-
quire a non-zero center-of-mass momentum. These pairs are thus ripped apart by the
magnetic field, and are due to this called “short-ranged” Cooper pairs. The triplets ψ±t
will however have no center-of-mass momentum inside a magnetic field parallel to the
axis of quantization, and they are thus called “long-ranged” inside this magnetic field.
The long-ranged triplets reach much further into ferromagnets than their short-ranged
relatives,10–13 which is potentially useful for technological purposes.

Instead of inhomogeneously magnetized ferromagnetic regions, the inclusion of
spin-orbit coupling (SOC) in ferromagnet-superconductor-structures may serve as an
alternative way of controlling critical temperature and triplet production.14 Addition-
ally, it has earlier been proposed that SOC combined with an s-wave superconductor
mimics p-wave topological superconductivity,15–17 which may further realize Majo-
rana fermions.18–20 An experiment performed in 2014 provided strong evidence for
just this effect.21 Exploring how SOC interacts with superconductivity is therefore of
interest from a technological as well as a phenomenological point of view.

1.2 Scope and structure
The search for system configurations in which macroscopic parameters may be used to
control both the singlet and triplet amplitudes are of particular interest in this field of
research. A vast amount of possible configurations using ferromagnets and supercon-
ductors are already explored in previous literature. The scope of this thesis is therefore
to instead study how SOC may be used together with magnetic fields in order to con-
trol superconducting properties of a system. As will be evident later in this thesis,
SOC shows promising properties for this purpose. Both adjusting the strength of SOC
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and rotating a magnetic field relative to the SOC-region affect the critical temperature,
and can thus be used as control parameters for superconductivity.

In Chapter 2, we will analyze the effect of SOC from a mathematical point of view,
as well as go through some theoretical groundwork necessary for developing the nu-
merical methods used in later chapters. These numerical methods will be explained
in detail in Chapter 3. In Chapter 4, we will use these methods to calculate pair
amplitudes, local density of states and critical temperatures for systems built up by
superconductors, normal metals and ferromagnets. These systems have been explored
earlier, and this chapter therefore contains few new results. The main motivation be-
hind including this chapter is to make the thesis complete, as well as to make certain
that the method is capable of reproducing well known results. Additionally, most cal-
culations in this thesis are performed in two dimensions, while these systems earlier
have mostly been explored in three dimensions. Chapter 4 therefore serves as refer-
ence for the results obtained in Chapter 5, where SOC is included. The main new
results in this thesis are presented in Chapter 5. We will explore SOC both in the in-
terface between two materials, as well as in-plane SOC inside a ferromagnetic region.
All results in this thesis are obtained in the ballistic limit. This is the limit where the
system under consideration is much shorter than the expected mean-free-path of the
electrons, enabling us to neglect any scattering events. All results have been calculated
numerically by using a full quantum mechanical approach.
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2 Fundamental concepts

2.1 Superconductivity

2.1.1 The BCS theory

The BCS theory22 was the first full quantum theory which managed to explain super-
conductivity. It is still used as the standard theory, and is based upon the following
mean-field Hamiltonian:23

H =
∑
σ

∫
drψ̂†(r, σ)Heψ̂(r, σ) +

∫
dr

{
∆∗(r)ψ̂(r, ↓)ψ̂(r, ↑) + ∆(r)ψ̂†(r, ↑)ψ̂†(r, ↓)

}
,

(2.1)
where ψ̂(r, σ) is an electron field operator, and where r is position and σ denotes
spin. This Hamiltonian includes, in addition to the kinetic term, He, an attraction term
between electrons with opposite spin and anti-parallel momentum. The magnitude
of the attraction is determined by ∆(r), which is called the superconducting gap pa-
rameter. This attraction is the origin of superconductivity, and for the singlet s-wave
superconductivity, it is defined as

∆(r) = V
〈
ψ̂(r, ↑)ψ̂(r, ↓)

〉
, (2.2)

where V is a coupling strength, being non-zero only inside a superconductor for elec-
trons within a certain energy interval.24 We will come back to the superconducting
gap parameter in section 2.1.3, where we will also define s-wave superconductivity
properly.

2.1.2 Diagonalizing the BCS Hamiltonian

The BCS Hamiltonian given in Eq. (2.1) is not diagonal in the operators, and one
cannot immediately read out the eigenstates. If we manage to diagonalize H however,
we can read off both the eigenstates and the energies of the system. We will do so by a
purely mathematical method using only linear algebra, and eventually generalize this
into a Bogoliubov transformation.

We start out by expressing the Hamiltonian with momentum operators instead of
fields operators, as we expect the energy eigenstates to have well defined momentum
p = ~k. We transform Eq. (2.1) into

H =
∑
k,σ

εkc†k,σck,σ +
∑

k

{
∆∗kc

−k,↓ck,↑ + ∆kc†k,↑c
†

−k,↓

}
. (2.3)
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where εk = ~2k2

2me
is the dispersion relation of free electrons, ∆k is the coupling strength

between electrons with wave vectors k and −k, and ck,σ and c†k,σ are the annihilation
and creation operators of an electron in the state (k, σ), respectively. In order to make
this Hamiltonian diagonal in the operators, we clearly need to do an operator trans-
formation. With matrix notation, the Hamiltonian in Eq. (2.3) may be rewritten into
matrix form,

H =
1
2

∑
k

c†kTkck, (2.4)

where Tk and ck are defined as

ck =


ck,↑

ck,↓
c†
−k,↑

c†
−k,↓

 , Tk =


εk 0 0 ∆k
0 εk −∆k 0
0 −∆∗k −εk 0
∆∗k 0 0 −εk

 . (2.5)

For notational simplicity, the k-index on the matrices is being suppressed from now
on. The standard diagonalization procedure from linear algebra involves defining a
unitary matrix P which diagonalizes T,

PTP† = D, (2.6)

where D is a diagonal matrix. The elements of D are the eigenvalues of T, and the
columns of the diagonalization matrix P are the eigenvectors of T. If we utilize the
unitarity of P, that is PP† = I, we may write

H =
1
2

∑
k

c†k(P†P)T(P†P)ck =
1
2

∑
k

γ†kDγk. (2.7)

In the second equality we implicitly defined γk = Pck for a new set of operators
γk = [γk,↑, γk,↓, γ

†

k,↑, γ
†

k,↓]
T. These new operators are thus linear transformations of

the old operators. We may also refer to them as rotated operators, as one can picture
the new states as rotated versions of the old ones. Equivalently, we have to perform
the operator transformation ck = P†γk when rotating the new operators into the old
ones. In order to diagonalize H, we now need to find the eigenvalues of T. This is a
straightforward procedure, resulting in

E±k = ±

√
ε2

k + |∆k|
2
≡ ±Ek, (2.8)

which gives the following operator transformation matrix:

P =
Ak

2


Ek + εk 0 Ek − εk 0

0 −Ek + εk 0 −Ek − εk
0 ∆∗k 0 ∆∗k
∆∗k 0 ∆∗k 0

 . (2.9)
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This matrix is however not unique, as the eigenvectors are only determined up to a
normalization constant Ak. A natural choice of Ak is such that the transformation is
unitary. If we insert (2.8) and (2.9) into the Hamiltonian, we get

H =
∑

k

(
Ekγ

†

k,↑γk,↑ + Ekγ
†

k,↓γk,↓

)
. (2.10)

which reveals the eigenstates as the states created and annihilated by the γk,σ-operators.
We refer to these states as quasiparticles, and we observe that their dispersion relation
is Ek. The quasiparticles can be regarded as rotated electron-/hole-states. That is, the
new states span the same Hilbert space of states as the old states, as linear combi-
nations of the old ones. To check that we have a consistent result, we observe what
happens when ∆k = 0, that is when superconductivity is absent. The dispersion rela-
tion becomes simply Ek = εk, equal to the one of electrons. Furthermore, P simplifies
such that ck,σ = AkEkγk,σ. In other words, with a proper choice of Ak, the eigenstates
simplify to electrons. When superconductivity is absent, we are thus back to where
we started, which is a consistent result.

This was an example of a very specific operator transformation. It works ade-
quately, but the procedure is a bit time consuming. Especially working out the P-
matrix demands a fair amount of calculations. A natural generalization of this trans-
formation is a so-called Bogoliubov transformation, where we start out by expressing
the old operators as a linear combinations of the new ones25,26

ck,↑ =
∑
σ′

[
uk,↑,σ′γk,σ′ − v∗k,↑,σ′γ

†

k,σ′
]
,

c
−k,↓ =

∑
σ′

[
uk,↓,σ′γk,σ′ + v∗k,↓,σ′γ

†

k,σ′
]
.

(2.11)

We have written the old operators in terms of the amplitudes uk,σ,σ′ and vk,σ,σ′ , which
are to be interpreted as wave functions in momentum space. Note the minus sign used
in the definition of ck,↑, which is introduced only due to convention. These amplitudes
must be chosen such that the Hamiltonian becomes diagonal in the new operators, that
is on the form

H =
∑
k,σ

Ek,σγ
†

k,σγk,σ. (2.12)

In addition to requiring all non-diagonal terms in H to disappear, we want the transfor-
mation to be unitary. We thus require

∑
σ′

(∣∣∣uk,σ,σ′
∣∣∣2 +

∣∣∣vk,σ,σ′
∣∣∣2) = 1. These constraints

combined determine the set of uk,σ,σ′’s and vk,σ,σ′’s, and define both the operator trans-
formation γk = Pck as well as the new (spin-dependent) dispersion relation Ek,σ. If
we use this formalism on the system defined by the Hamiltonian in Eq. (2.3), we get
the exact same result as was obtained by the linear algebra approach in Eqs. (2.8) and
(2.9). This method is however more general, and is more suited for a self-consistent
numerical approach, which will be addressed later in this thesis.

Eventually, we want to go back to our field operator formalism, which enables us
to work in the position space. Following the textbook definition of field operators, this
is a straightforward procedure, resulting in27

8



ψ̂(r, ↑) =
∑
k,σ

[
uk,↑,σ(r)γk,σ − v∗k,↑,σ(r)γ†k,σ

]
,

ψ̂(r, ↓) =
∑
k,σ

[
uk,↓,σ(r)γk,σ + v∗k,↓,σ(r)γ†k,σ

]
.

(2.13)

The amplitudes uk,σ′,σ(r) and uk,σ′,σ(r) are to be considered as real space wave func-
tions of electrons or holes in the state (k, σ′, σ). One may check that a proper choice
of these amplitudes indeed diagonalizes the real space Hamiltonian in Eq. (2.1).

2.1.3 The superconducting gap

The singlet superconducting gap parameter for s-wave superconductivity was defined
in section 2.1.1. To include all forms of superconductivity, we have to be a bit more
general. We include the time-coordinate in the field operators, and define the super-
conducting gap parameter more generally as

∆σσ′(r, t; r′, t′) = Vσσ′

〈
ψ̂(r, t, σ)ψ̂(r′, t′, σ′)

〉
. (2.14)

The different forms of superconductivity are related to how electrons with different
quantum numbers form Cooper pairs. The only constraint on this pairing is that the
Cooper pair state must obey the Pauli principle, thus it must be overall antisymmetric.
We relate three quantum numbers to every electron, namely spin, position and time.
Fully equivalently, we may use momentum and frequency instead of position and time,
which are merely Fourier transforms of the corresponding quantum numbers, and thus
span the same subspace of the Hilbert space of states as their counterparts. An odd
state requires either being odd in one and even in two quantum numbers, or being
odd in all of the three quantum numbers. s-wave superconductivity is spherically
symmetric, that is we may set r = r′, and must hence be antisymmetric in either
relative time, τ = t − t′, or in spin. Forms of superconductivity which is not a result of
s-wave singlet pairing is referred to as unconventional superconductivity. An example
of such is if the superconducting gap parameter is antisymmetric in momentum, and
symmetric in time and spin, which is called p-wave superconductivity.

In this thesis we will focus on s-wave superconductivity, which is what is predicted
by the BCS theory, and we therefore only use the coordinates (r, τ) from now on.
Whenever we refer to singlets or triplets from now on, we implicitly refer to the s-
wave versions of these. We observe that ∆σσ′(r, τ) is proportional to an expectation
value of two electron annihilation field operators. Its interpretation should be that if
∆σσ′(r, τ) , 0, there is both an attraction mechanism and a correlation between two
electrons with spin σ and σ′ at position r and with relative time τ. Two electrons
which are correlated can be said to form a pair, and such electron pairs are the origin
of superconductivity, commonly referred to as Cooper pairs.

The singlet superconducting gap can be written as

∆s(r) =
1
2

(
∆↑↓(r) − ∆↓↑(r)

)
, (2.15)

9



which simplifies to Eq. (2.2) if we use the anticommutation relations of fermionic
operators. In the BCS theory, these Cooper pairs are the source of superconductivity.
We can see this from the Hamiltonian in Eq. (2.1), as the only intrinsic pairing mech-
anism is between electrons of opposite spin, and at equal space and time coordinates.
The singlet superconducting gap was written with an s-index in Eq. (2.15). From
here on, when ∆(r) is given without any indices, as well is without the τ-coordinate,
we implicitly refer to the singlet gap. The other possible s-wave channels are so-
called odd-frequency Cooper pairs.28 These require τ , 0 to be finite due to the Pauli
principle, and are called triplets, as they have a dimensionless spin of |S| = 1. The
odd-frequency (sz = 0)-triplet gap is defined as

∆of,1(r, τ) =
1
2

(
∆↑↓(r, τ) + ∆↓↑(r, τ)

)
, (2.16)

while the corresponding spin polarized triplet gaps with (sz = ±1) are given as

∆of,2(r, τ) =
1
2

(
∆↑↑(r, τ) − ∆↓↓(r, τ)

)
, (2.17)

∆of,3(r, τ) =
1
2

(
∆↑↑(r, τ) + ∆↓↓(r, τ)

)
. (2.18)

Note that none of these (sz = ±1)-triplets are σz-eigenstates, which their name might
suggest. However, the ± signifies that they are linear combinations of pairs with sz = 1
and sz = −1, and this convention will be used throughout the thesis. Odd-frequency
superconductivity does not occur naturally in clean s-wave BCS superconductors. s-
wave odd-frequency superconductivity is therefore also referred to as a kind of uncon-
ventional superconductivity, as it is not of singlet nature. Odd-frequency superconduc-
tivity is for instance believed to exist in Sr2RuO4.29–31 Although a clean s-wave BCS
superconductor does not form odd-frequency Cooper pairs, this does not exclude the
possibility of these pairs ever being formed in a hybrid system. We therefore define
the pair amplitude

fσσ′(r, τ) =
〈
ψ̂(r, τ, σ)ψ̂(r, 0, σ′)

〉
, (2.19)

which is equivalent to ∆σσ′/Vσσ′ . The fσσ′-amplitudes capture the correlation between
electrons with spinσ andσ′, and are not constrained to zero if an explicit interaction is
not present, that is if Vσσ′ is zero. Of particular interest is the pair amplitude indicating
normal singlet Cooper pairs, as well as the odd-frequency triplet pairs. We therefore
define

f0(r) =
1
2

(
f↑↓(r) − f↓↑(r)

)
, (2.20)

which is the pair amplitude for singlet Cooper pairs. This pair amplitude is for instance
useful when studying how far into metals and ferromagnets normal singlet Cooper
pairs reach before being broken down. The superconducting gap parameter, ∆(r),
would have been zero inside this region due to V↑↓ being zero, and f0 may thus bring
information which is not contained in ∆. We furthermore define the triplet amplitudes,
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f1(r, τ) =
1
2

(
f↑↓(r, τ) + f↓↑(r, τ)

)
, (2.21)

f2(r, τ) =
1
2

(
f↑↑(r, τ) − f↓↓(r, τ)

)
, (2.22)

f3(r, τ) =
1
2

(
f↑↑(r, τ) + f↓↓(r, τ)

)
, (2.23)

where f1 is the amplitude for (sz = 0)-triplet Cooper pairs, while f2 and f3 are the am-
plitudes for (sz = ±1)-triplet Cooper pairs. If any of these three odd-frequency triplet
amplitudes are non-zero in a system in which the only intrinsic superconductivity is
of singlet nature, it implies that some other effect has been participating in creating
them. Both experiments and theoretical simulations have shown that different setups
with magnetic fields create this effect,32 and of special interest are inhomogeneous
magnetic fields, which produce several of these triplet amplitudes.33

2.2 The Bogoliubov-de Gennes equations
The Bogoliubov-de Gennes (BdG) equations are matrix equations equivalent to the
Schrödinger equation. Their matrix nature makes them well suited for finding the
eigenstates and energy eigenvalues of a system. We will first derive them for the
system described by the Hamiltonian in Eq. (2.1), and thereafter generalize them to
systems which include magnetic fields and an electric potential.

The key to the derivation is to calculate the commutator[
H, ψ̂(r, σ)

]
(2.24)

in two different ways. If we then equate the two results, the resulting equations are the
BdG equations. We use the anticommutation relations of fermionic operators to show
that

[∫
dr′ψ̂†(r′, σ′)ψ̂(r′, σ′), ψ̂†(r, σ)

]
= ψ̂†(r, σ′)δσ,σ′ ,[∫

dr′ψ̂†(r′, σ′)ψ̂(r′, σ′), ψ̂(r, σ)
]

= −ψ̂(r, σ′)δσ,σ′ ,
(2.25)

and

[∫
dr′ψ̂(r′, σ′)ψ̂(r′, σ′′), ψ̂†(r, σ)

]
= ψ̂(r, σ′)δσ,σ′′ − ψ̂(r, σ′′)δσ,σ′ ,[∫

dr′ψ̂†(r′, σ′)ψ̂†(r′, σ′′), ψ̂(r, σ)
]

= ψ̂†(r, σ′)δσ,σ′′ − ψ̂†(r, σ′′)δσ,σ′ .
(2.26)

If we insert these commutation relations into (2.24), using the Hamiltonian in Eq.
(2.1), we obtain
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[
H, ψ̂(r, ↑)

]
= −Heψ̂(r, ↑) − ∆(r)ψ̂†(r, ↓),[

H, ψ̂(r, ↓)
]

= −Heψ̂(r, ↓) + ∆(r)ψ̂†(r, ↑).
(2.27)

We now perform the Bogoliubov transformation of the field operators, resulting in

[
H, ψ̂(r, ↑)

]
=

∑
k,σ

[(
− Heuk,↑,σ − ∆kvk,↓,σ

)
γk,σ −

(
− Hev∗k,↑,σ + ∆ku∗k,↓,σ

)
γ†k,σ

]
,

[
H, ψ̂(r, ↓)

]
=

∑
k,σ

[(
− Heuk,↓,σ − ∆kvk,↑,σ

)
γk,σ +

(
− Hev∗k,↓,σ + ∆ku∗k,↑,σ

)
γ†k,σ

]
.

(2.28)

When calculating the commutator the second way, we insert the Bogoliubov transfor-
mations of the operators from Eq. (2.13) into the Hamiltonian before computing the
commutator. We know that these operators by definition diagonalize the Hamiltonian,
implying

[
H, γk,σ

]
= −Ek,σγk,σ,[

H, γ†k,σ
]

= Ek,σγ
†

k,σ,
(2.29)

where we have used the anticommutation relations of the γk,σ-operators. If we addi-
tionally calculate the commutator in Eq. (2.24) explicitly after inserting the Bogoli-
ubov transformation, we finally obtain

[
H, ψ̂(r, ↑)

]
=

∑
k,σ

(
− uk,↑,σEk,σγk,σ − v∗k,↑,σEk,σγ

†

k,σ

)
,

[
H, ψ̂(r, ↓)

]
=

∑
k,σ

(
− uk,↓,σEk,σγk,σ + v∗k,↓,σEk,σγ

†

k,σ

)
.

(2.30)

The commutator has now been calculated in two different ways. Equate Eqs. (2.28)
and (2.30), which gives the following set of equations:

Heuk,↑,σ + ∆vk,↓,σ =Ek,σuk,↑,σ,

Heuk,↓,σ + ∆vk,↑,σ =Ek,σuk,↓,σ,

−H∗e vk,↑,σ + ∆∗uk,↓,σ =Ek,σvk,↑,σ,

−H∗e vk,↓,σ + ∆∗uk,↑,σ =Ek,σvk,↓,σ.

(2.31)

These are the BdG equations, commonly represented as a matrix equation
He 0 0 ∆

0 He ∆ 0
0 ∆∗ −H∗e 0
∆∗ 0 0 −H∗e



uk,↑,σ(r)
uk,↓,σ(r)
vk,↑,σ(r)
vk,↓,σ(r)

 = Ek,σ


uk,↑,σ(r)
uk,↓,σ(r)
vk,↑,σ(r)
vk,↓,σ(r)

 . (2.32)
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By finding the eigenvectors of this matrix, one also finds the eigenstates of the physical
system. Note that the exact looks of the BdG equations depend upon the Bogoliubov
transformation. If we choose another sign convention in the Bogoliubov transfor-
mation, these changes will cause sign changes in the BdG equations as well. In the
literature, one usually finds this convention, in addition to one in which there is a
negative sign on the anti-diagonal of the matrix in the bottom left corner.

We now want to include an electric potential, V(r), and a magnetic field, h(r),
to the Hamiltonian in Eq. (2.1). We define the magnetic field h(r) such that it in-
cludes the necessary constants in order to represent the magnetic field Hamiltonian as
Hh = −h· σ̂, where σ̂ is the dimensionless spin-operator. The dimension of h is thus
energy. The full Hamiltonian is

H =
∑
σ

∫
drψ̂†(r, σ)

[
He + V − h· σ̂

]
ψ̂(r, σ)

+

∫
dr

{
∆∗(r)ψ̂(r, ↓)ψ̂(r, ↑) + ∆(r)ψ̂†(r, ↑)ψ̂†(r, ↓)

}
.

(2.33)

The BdG equations for this system can now be derived by doing only a minor analysis
of the Hamiltonian. We observe that both V(r) and Hh enter the Hamiltonian in the
same term as He. Since V(r) is a scalar, it is not spin-dependent, and we may only
substitute He → He +V(r) every time He appears the BdG equations. Hh however is an
operator in spin space, which may be represented in terms of the Pauli matrices. The
bottom half of the matrix in Eq. (2.32) is complex conjugated. While σx and σz are
left unaltered by this operation, we have σ∗y = −σy. Furthermore, σx and σy couple
operators of different spin, giving them an additional minus sign in the bottom right
corner, as implied by how ∆ appears in the two lower lines of Eq. (2.31). Following
this analysis, we obtain the BdG equations


He + V − hz −hx + ihy 0 ∆

−hx − ihy He + V + hz ∆ 0
0 ∆∗ −(H∗e + V − hz) −hx − ihy

∆∗ 0 −hx + ihy −(H∗e + V + hz)



uk,↑(r)
uk,↓(r)
vk,↑(r)
vk,↓(r)

 = Ek,σ


uk,↑(r)
uk,↓(r)
vk,↑(r)
vk,↓(r)

 .
(2.34)

Note that we have dropped the σ-index which appeared in Eq. (2.32), as the Hamilto-
nian did not depend on this index. From now on, when we refer to the BdG equations,
we refer to this matrix equation. In Chapter 2.3 we will add spin-orbit coupling to the
Hamiltonian. By utilizing the analysis made in this chapter, it will however be an easy
task to determine how spin-orbit coupling enters the BdG equations.

2.3 Spin-orbit coupling

2.3.1 Derivation in the first quantization

An electron possesses electric charge and spin, both of which interact with an electro-
magnetic (EM) field. For an electron which is stationary relative to an EM field, the
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charge will couple to the electric field, E, while the spin will couple to the magnetic
field, B. These two couplings correspond to the Coulomb and Zeeman interaction.
However, if there is a relative motion between the electron and the EM field, cross
couplings will occur. To derive this, we refer to a result of special relativity. The
Lorentz transformation of an EM field between two inertial frames of reference reads

E′‖ = E‖
B′‖ = B‖
E′⊥ = γ(E⊥ + v × B)

B′⊥ = γ(B⊥ −
1
c2 v × E),

(2.35)

where the primed and un-primed variables are evaluated in the two separate inertial
systems respectively, and where the ‖- and ⊥-indices refer to the field parallel to and
perpendicular to the relative motion, respectively. v is the relative velocity of the two
frames of reference, c is the speed of light in vacuum, and γ = 1√

1−v2/c2
is the usual

gamma factor. We note that this is a result of classical mechanics, where we view
electrons as point objects with a well defined velocity v. Since the energy of a system
is a scalar, and scalars are invariant under Lorentz transformations, we can always
evaluate the Hamiltonian of a system in any inertial reference frame of choice. We
may therefore evaluate the coupling between the EM field and the electron’s charge in
the inertial frame in which B = 0, and the corresponding Hamiltonian thus reduces to
the Coulomb Hamiltonian. With the same argument we may go to the rest frame of
the electron when evaluating the coupling between the spin and the EM field, in which
frame the corresponding Hamiltonian reduces to the Zeeman interaction.

We have seen that for non-stationary electrons, there is in general a coupling be-
tween the spin and the electric field. This interaction is called spin-orbit coupling,
abbreviated SOC. We now consider a system where B = 0 in the rest frame of the
physical system (in which the electrons move), that is a system without an exter-
nal magnetic field. An electron moving with velocity v thus experiences a magnetic
field34

B = −
γ

c2 v × E (2.36)

in its own rest frame. This magnetic field couples to the electron’s magnetic moment
as usual, giving the Hamiltonian contribution

HSO = −µe·B, (2.37)

where µe =
egs
2me

S is the electron’s magnetic moment. Here, S is the electron’s spin,
and me is the electron mass. gs is a constant predicted to be 2 by a first order ap-
proach, corrected to gs ≈ 2.00116 by including anomalous contributions from loop
calculations in quantum electrodynamics. The SOC thus enters the Hamiltonian as a
magnetic field, depending however upon the electron’s orbit, or more accurately, on
its velocity. If we write this out, rewriting v = ~k/me in order to only include well
defined quantum mechanical variables, we end up with35,36
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HSO = −αRσ· (n̂ × k), (2.38)

where we have written the spin operator S = ~
2σ in terms of the dimensionless

Pauli matrices, σ, and written the electric field as E = En̂. We have also defined
αR =

γgse~2E
4m2

ec2 , where we set γ = 1 as a reasonable approximation for the relevant condi-
tions in solid-state physics. Now apply the vector identity a· (b × c) = b· (c × a), valid
for any vectors a, b and c, and rewrite σ· (n̂ × k) = (σ × n̂)·k. The SOC Hamiltonian
thus takes the form

HSO = αR· (n̂ × σ)k. (2.39)

To give an interpretation of the effect SOC has on the electrons, we add the ki-
netic contribution to the Hamiltonian in Eq. (2.39). By completing the square, we
obtain37,38

He + HSO =
~2

2me

(
k + kSO

)2
−
~2k2

SO

2me
, (2.40)

where we implicitly defined kSO = me
~2 αR(n̂ ×σ). Note that kSO ∝ (n̂ ×σ), which is an

operator in spin space. Thus SOC lifts the spin degeneracy by moving the minima of
the dispersion relations for different spin polarizations differently. If we quantize the
spin along the direction of the eigenstates of kSO, we can treat kSO as a usual vector,
and the minimum of the dispersion relation thus shifts ±kSO for spin-up or spin-down
electrons in this quantization direction, dependent upon the electrons momentum k.
We further note that an electron described by the state |k, ↑〉 and another one described
by |−k, ↓〉 experience the same shift in the dispersion relation.

2.3.2 Transition to the second quantization

By using the definition of second quantized operators expressed in the spin-momentum
basis, the general spin-orbit coupling Hamiltonian reads

HSO =
∑

k′,k′′,σ′,σ′′
〈k′, σ′|αR(n̂ × σ)·k|k′′, σ′′〉 c†k′,σ′ck′′,σ′′ , (2.41)

where the summation over σ′ is a summation over a complete set of spin quantum
numbers, but where we in general have not explicitly defined the spin quantization
axis. We also treat the electric field, E, as a constant, and will come back to this
issue later. Without loss of generalization, we now choose the z-axis to be the spin
quantization axis. An explicit calculation of Eq. (2.41), using the Pauli matrices
representation for σ and the orthogonality relation 〈k′, σ′|k′′, σ′′〉 = δk′,k′′δσ′,σ′′ , gives

HSO = Hx
SO + Hy

SO + Hz
SO, (2.42)

where we have defined
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Hx
SO =

∑
k,σ

[
αR(nzky − nykz)

]
c†k,σck,−σ,

Hy
SO =

∑
k,σ

[
− iσαR(nxkz − nzkx)

]
c†k,σck,−σ,

Hz
SO =

∑
k,σ

[
σαR(nykx − nxky)

]
c†k,σck,σ,

(2.43)

where the ni’s are the components of n̂, the unit vector pointing in the direction of the
electric field.

We may now interpret the effect of SOC even further. Like the magnetic field
Hamiltonian, Hh, this Hamiltonian has one diagonal contribution, Hz

SO, and two spin-
flip contributions, Hx

SO and Hy
SO. Both Hh and HSO are odd under spin inversion

σ→ −σ However, as opposed to the magnetic field Hamiltonian, HSO is odd under
k→ −k as well, that is HSO(k) = −HSO(−k). The SOC Hamiltonian is therefore odd
under parity inversion, that is a pseudoscalar.

Expressing the Hamiltonian with field operators is a straightforward process. By
using the definition of the field operators, the Hamiltonian in its most general form
takes the form

HSO =
∑
σ

∫
drψ†(r, σ)

[
iαR(σ × n̂)· ∇

]
ψ(r, σ). (2.44)

If we once again choose the z-axis to be the spin quantization axis, we obtain the
Hamiltonian given in Eq. (2.42), but with each term given as

Hx
SO = −

∑
σ

∫
drψ†(r, σ)

[
iαR

(
nz
∂

∂y
− ny

∂

∂z

)]
ψ(r,−σ),

Hy
SO = i

∑
σ

∫
drψ†(r, σ)

[
iσαR

(
nx
∂

∂z
− nz

∂

∂x

)]
ψ(r,−σ),

Hz
SO = −

∑
σ

∫
drψ†(r, σ)

[
iσαR

(
ny
∂

∂x
− nx

∂

∂y

)]
ψ(r, σ).

(2.45)

which are analogous to the spin-momentum-space versions in Eq. (2.43), only ex-
pressed with field operators. We observe that the Hamiltonian is still diagonal in Hz

SO,
while Hx

SO and Hy
SO represent spin-flip events. If we define the SOC-operators (~ is

used to mark that it is an operator, as we reserve the more conventional ^ for use later
in the thesis)

h̃k
SO = iαRεklmnm

∂

∂l
, k, l,m ∈ {x, y, z} (2.46)

where εklm is the antisymmetric tensor of rank 3, and where Einstein’s summation
convention is implied, we observe that we may write
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Hx
SO = −

∫
drΨ†(r)σxh̃x

SOΨ(r),

Hy
SO = −

∫
drΨ†(r)σyh̃

y
SOΨ(r),

Hz
SO = −

∫
drΨ†(r)σzh̃z

SOΨ(r),

(2.47)

where Ψ(r) = [ψ(r, ↑), ψ(r, ↓)]T are spinors, and where the σi’s are the Pauli ma-
trices. Writing the Hamiltonian on this form confirms that the h̃i

SO-terms enter the
Hamiltonian like magnetic fields, just like we found in the classical derivation. There
is however one important difference, namely that the SOC-induced magnetic field,
given in Eq. (2.46), is k-dependent.

2.3.3 Spin-orbit coupling at an interface

From the derivation of SOC, we have found quite generally that this is a phenomenon
which arises when electrons move within a gradient in the electric potential. Strictly
speaking, there is a potential gradient everywhere, as the world is not completely
homogeneous. In solid-state physics, materials are often structured in lattices at the
atomic level. The electric potential will in general be position dependent inside the
lattice, thus implying a potential gradient everywhere. However, if we average this
effect over the unit cell, the effect disappears inside a lattice which preserves inver-
sion invariance. In the following we will do this approximation, thus neglecting the
contributions to SOC which emerges at smaller length scales than the unit cell.

Potential gradients in solid-state materials are in general found where there is an
inversion asymmetry,39,40 in other words, where the lattice is invariant under the inver-
sion operation. An example where this occurs is at the interface between two different
materials, or at the surface of a material (which is an interface between the material
and what surrounds it). Such an interface is characterized by a normal (unit-)vector n̂,
which is perpendicular to the interface plane. Due to the symmetry of such a problem,
the potential gradient, and thus the corresponding electric field, ought to be parallel to
n̂. The field only appears where there is a gradient in the electric potential, and thus
disappears sufficiently far away from the interface.

We now look at SOC at a planar interface between two materials. We define the
system such that the interface forms a plane of infinite extent, take for instance the
yz-plane, equivalent to defining n̂ = x̂. Looking back at the Hamiltonian in Eq. (2.45),
we observe that only those terms containing nx survive. For this system, we are thus
left with the following terms in the Hamiltonian:

Hx
SO = 0,

Hy
SO = i

∑
σ

∫
drψ†(r, σ)

[
iσαRnx

∂

∂z

]
ψ(r,−σ),

Hz
SO =

∑
σ

∫
drψ†(r, σ)

[
iσαRnx

∂

∂y

]
ψ(r, σ).

(2.48)
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If we once again apply the definitions in Eq. (2.46), only h̃y
SO and h̃z

SO remain non-zero.
In such a system, with a planar interface, the electrons thus effectively experience a
magnetic field in the interface. This magnetic field is momentum-dependent, and its
direction is parallel to the plane of interface.

2.3.4 In-plane spin-orbit coupling

Let us now define a two-dimensional system. The system is of infinite length in the z-
direction (that is, translationally invariant), while it is of finite length in the x-direction.
We define x = 0 such that for x > 0 there is an electric field perpendicular to the
system which induces SOC. In other words, E(x) = EΘ(x), where Θ(x) is the unit
step function. Moreover, as the system is in the xz-plane, we must have n̂ = ±ŷ. This
introduces a challenge, as the Hamiltonian seemingly becomes

HSO = αR(x)
[
σzkx − σxkz

]
. (2.49)

However, this Hamiltonian is not hermitian, as(
αR(x)kx

)†
∝

(
iΘ(x)

∂

∂x

)†
= i

∂

∂x
Θ(x) , iΘ(x)

∂

∂x
. (2.50)

We require the Hamiltonian to be hermitian, and must therefore rewrite the Hamilto-
nian with the requirement that it simplifies to Eq. (2.49) if we were to interpret the
expression in the classical limit. This is obtained if we symmetrize the Hamiltonian,
by writing it in terms of an anticommutator,

HSO =
1
2
{
αR(x),

[
σzkx − σxkz

]}
. (2.51)

As the term including kz does not cause problems regarding the hermiticity of the
Hamiltonian, we need not write this term in the anticommutator. This also applies
for the interfacial SOC discussed in section 2.3.3, as the resulting Hamiltonian in Eq.
(2.48) is hermitian. Explicit calculation of the anticommutator results in

HSO = αR(x)
[
σzkx − σxkz

]
−

i
2
αRδ(x)σz, (2.52)

where the position independent Rashba parameter is defined by αR(x) ≡ αRΘ(x). Note
that the difference between the non-hermitian and hermitian Hamiltonians in Eqs.
(2.49) and (2.52) is an additional term. This term is proportional to σzδ(x), and thus
enters the Hamiltonian just like a magnetic field in the z-direction at x = 0. A dif-
ference is however that this effective magnetic field is imaginary, as ensured by the
imaginary unit i which comes from kx = −i ∂

∂x . The second quantized Hamiltonian,
expressed with field operators, becomes
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Hx
SO =

∑
σ

∫
drψ†(r, σ)

[
iαR(x)

∂

∂z

]
ψ(r,−σ),

Hy
SO = 0,

Hz
SO =

∑
σ

∫
drψ†(r, σ)σ

[
− iαR(x)nx

∂

∂y
−

i
2
αRδ(x)

]
ψ(r, σ),

(2.53)

The full Hamiltonian is, as before, HSO = Hx
SO + Hy

SO + Hz
SO.

2.3.5 Implementing spin-orbit coupling in the BdG formalism

We have already derived the BdG equations for a system with s-wave superconduc-
tivity, a magnetic field and an electric potential. We now want to implement SOC into
this formalism. We remember from Chapter 2.2 that the process involved first diag-
onalizing the Hamiltonian, and then to compute commutation relations

[
H, ψ(r, σz)

]
in two different ways. We now make use of our previous observation, that the SOC
enters the Hamiltonian almost as a magnetic field. By using the definitions of the SOC
operators h̃k

SO in Eq. (2.46), and only include SOC in addition to the kinetic term, we
obtain


He − h̃z

SO −h̃x
SO + ih̃y

SO 0 ∆

−h̃x
SO − ih̃y

SO He + h̃z
SO ∆ 0

0 ∆∗ −(H∗e − h̃z
SO) −h̃x

SO − ih̃y
SO

∆∗ 0 −h̃x
SO + ih̃y

SO −(H∗e + h̃z
SO)



uk,↑(r)
uk,↓(r)
vk,↑(r)
vk,↓(r)


= Ek


uk,↑(r)
uk,↓(r)
vk,↑(r)
vk,↓(r)

 .
(2.54)

which is identical to the BdG equations for magnetic fields, only with h → h̃SO.
However, the operator h̃SO is momentum dependent. Furthermore, hole-like particles
have inverted momentum, k → −k. As we observed in the last section, HSO is odd
under the inversion operation k→ −k, thus giving a sign switch in the BdG equations
for hole-like amplitudes. We thus define hi

SO for i ∈ {x, y, z} such that

h̃i
SOuk,σ ≡ hi

SOuk,σ,

h̃i
SOvk,σ ≡ −hi

SOvk,σ.
(2.55)

In other words, there is a sign inversion when the operator h̃i
SO acts on the hole-like am-

plitudes. The hi
SO’s are still momentum-dependent, but the hole-/particle-dependence

is removed. Inserting this definition into the BdG equations yields
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
He − hz

SO −hx
SO + ihy

SO 0 ∆

−hx
SO − ihy

SO He + hz
SO ∆ 0

0 ∆∗ −(H∗e + hz
SO) hx

SO + ihy
SO

∆∗ 0 hx
SO − ihy

SO −(H∗e − hz
SO)



uk,↑(r)
uk,↓(r)
vk,↑(r)
vk,↓(r)


= Ek


uk,↑(r)
uk,↓(r)
vk,↑(r)
vk,↓(r)

 .
(2.56)

It can be observed that the SOC terms enter the BdG equations just as a magnetic field
for the particle-like amplitudes, uk,σ(r), only with a momentum dependence. However,
for the hole-like amplitudes, vk,σ(r), there is a switch of signs.

2.4 Rotating the spin basis

When spin- 1
2 degrees of freedom are present in a system, the z-axis is usually used as

the quantization axis, and the spin is quantized as sz = ±1
2 . The physics must however

be invariant of the choice of quantization axis, and we may thus choose whichever
axis we want. The z-axis usually gives the easiest formalism, hence its widespread
use. When sz is not a well defined quantum number, it may however be more intuitive
to rotate the quantization axis so that it captures the spin eigenstates of the system.

2.4.1 Rotation in the presence of a magnetic field

The magnetic field Hamiltonian is in general

Hh = −h· σ̂, (2.57)

where σ̂ is the vector of Pauli matrices. With a uniform magnetic field present, and
no other spin-dependent terms, the spin along the direction of the magnetic field is a
good quantum number. We will now derive how to rotate z-states into the new set of
eigenstates. By defining Ii = hi/h0, where h0 is the total magnetic field strength, we
can write this Hamiltonian more explicitly as

Hh = −h0

(
Iz Ix − iIy

Ix + iIy −Iz

)
. (2.58)

For simplicity, let the magnetic field rotate only in the xz-plane. One can then diago-
nalize this matrix by applying the same diagonalization procedure as was done to the
BCS Hamiltonian in Chapter 2.2, namely D = PHhP†, where D is the diagonalized
matrix, and P is the diagonalization matrix, of which columns are the eigenvectors of
Hh. Let the set of |ψn〉 be the eigenvectors of Hh, and

∣∣∣ψ′n〉 be the eigenvectors of D.
The eigenvalue problem is originally

Hh |ψn〉 = En |ψn〉 , (2.59)
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which by insertion of the diagonalization procedure becomes

D
∣∣∣ψ′n〉 = En

∣∣∣ψ′n〉 , (2.60)

where
∣∣∣ψ′n〉 = P |ψn〉. Since Eq. (2.60) can easily be solved, due to D being diagonal,

we can now identify the eigenstates. The new spin states span the same subspace of
the Hilbert space of states as the old spin states, and there are thus two possible states.
We name the new eigenstates, that is the set of

∣∣∣ψ′n〉,
∣∣∣↑′〉 and

∣∣∣↓′〉, where the prime
indicates that these are spin-up and spin-down along a new z′-axis, that is the new axis
of quantization. Explicit calculation yields

∣∣∣↑′〉 =
1

√
2(1 + Iz)

[
(1 + Iz) |↑〉z + Ix |↓〉z

]
,∣∣∣↓′〉 =

1
√

2(1 + Iz)
[
(1 + Iz) |↓〉z − Ix |↑〉z

]
, (2.61)

where |σ〉z are the eigenvectors of the Pauli σz-matrix, which correspond to spin-up
and spin-down along z. One can check that these solutions reduce to the eigenvectors
of either the σx- or σz-matrix if we set Ix = 1 or Iz = 1, respectively.

In this new rotated system, the sz-states are no longer single-particle energy eigen-
states, and they are thus not stable states. Considering Cooper pairs in this system, we
should therefore rather form the pairs by the rotated

∣∣∣±k, σ′
〉
-states. Let ψ(k) denote

an arbitrary Cooper pair state. Formally, the Cooper pair states must be symmetric
under the transformation k → −k, that is ψ(k) = ψ(−k). To simplify the notation, the
states we use in this chapter do not satisfy this requirement. However, it can be easily
restored by letting ψ(k)→ ψ(k) + ψ(−k) in the results for all Cooper pair states.

In general, the Cooper pair states expressed in terms of the eigenstates of a system
will not be equal to those obtained with the z-axis as quantization axis. We now want
to derive how these are related, analogous to what we did for single-particle states in
Eq. (2.61). We temporarily neglect the non-zero center-of-mass momentum (CoM)
the Cooper pairs gain inside a ferromagnet, and express all single-particle states with
equal momentum k, as the notation becomes less heavy. Insert Ix = sin(θ) and Iz =

cos(θ) into Eq. (2.61), and it follows that the singlet state transforms as

∣∣∣k, ↑′〉 ∣∣∣−k, ↓
′
〉
−

∣∣∣k, ↓′〉 ∣∣∣−k, ↑
′
〉

= |k, ↑〉 |−k, ↓〉 − |k, ↓〉 |−k, ↑〉 , (2.62)

that is, it does not transform at all. This is a logical result, as the the singlet state has
no net spin, and should therefore be independent upon the choice of quantization axis.
As for the triplet (s′ = 0)-state, in which s′ denotes the spin quantum number along
the new quantization axis, we obtain
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∣∣∣k, ↑′〉 ∣∣∣−k, ↓
′
〉

+
∣∣∣k, ↓′〉 ∣∣∣−k, ↑

′
〉

= cos (θ)
[
|k, ↑〉 |−k, ↓〉 + |k, ↓〉 |−k, ↑〉

]
+ sin (θ)

[
|k, ↑〉 |−k, ↑〉 − |k, ↓〉 |−k, ↓〉

]. (2.63)

This state is thus a superposition between triplet (sz = 0)- and a (sz = ±1)-state. With
θ = π/2, it is a pure (sz = ±1)-state. Equivalently, we obtain

∣∣∣k, ↑′〉 ∣∣∣−k, ↑
′
〉
−

∣∣∣k, ↓′〉 ∣∣∣−k, ↓
′
〉

= cos (θ)
[
|k, ↑〉 |−k, ↑〉 − |k, ↓〉 |−k, ↓〉

]
− sin (θ)

[
|k, ↑〉 |−k, ↓〉 + |k, ↓〉 |−k, ↑〉

] (2.64)

for the triplet (s′ = ±1)-state. Note that if the full Hamiltonian commutes with the
σ′-operator, the (s′ = ±1)-pairs would strictly speaking not arise. Putting this system
together with an s-wave superconductor does not cause any violation of the conserva-
tion of s′, as the superconductor produces pairs with s′ = 0, and we would thus not
expect this form of Cooper pairing to occur. The derivation of the rotation of the spin
basis is however made completely general, and does not depend on any amplitudes
being non-zero. By keeping the expressions general, we may also interpret what hap-
pens when putting this system together with a ferromagnet perpendicularly aligned to
the first ferromagnet. Sufficiently far from the second ferromagnet, the s′-spin states
will be approximate eigenstates. However, the second ferromagnetic region intro-
duces a source of (s′ = ±1)-pairs in the system. These pairs may progress trough the
first ferromagnet without gaining a finite CoM, giving them the name “long-ranged”
triplets.

When expressing the Cooper pair correlations, defined in Chapter 2.1.1, all choices
of spin quantum numbers are equivalent. That is, all physics is captured by f0, f1 and
f2 combined for rotations in the xz-plane, although the individual amplitudes may
differ depending on the choice of quantization axis. However, when evaluating how a
physical interaction, such as a magnetic field, affects a single Cooper pair, it helps to
rotate the basis such that the pair state is expressed with spin eigenstates, as these are
in fact the stable states of the system.

2.4.2 Rotation in the presence of SOC orthogonal to a magnetic field

In Chapter 2.3, we learned that SOC enters the Hamiltonian almost like a magnetic
field. There is however one important difference, namely the momentum dependence.
Let us now focus on a two-dimensional version of the system discussed in Chapter
2.3.3. Let the system span the yz-plane, with a SOC-inducing interface along the
y-axis, that is n̂ = −ẑ. The SOC Hamiltonian is then given as

HSO = −αRσxk̂y, (2.65)
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where the hat over k̂y indicates that it is an operator. We will now look at a Hamiltonian
which includes a magnetic field orthogonal to the SOC-induced fields. The reason why
we do not keep the magnetic field orientation fully general is that the calculation in
this case eventually involves a lot of messy algebra, and the result is hard to interpret.
This situation will however be commented in the Chapter 2.4.3. Analogous to Eq.
(2.58), we may express the aforementioned Hamiltonian as

H = −

(
h0 αRk̂y

αRk̂y −h0

)
. (2.66)

Now, define h̃ =

√
h2

0 + α2
R|ky|

2 as a net magnetic field strength, and the dimensionless
quantities

Ih =
h0

h̃
≡ cos(θSO), ISO =

αRky

h̃
≡ sin(θSO). (2.67)

By doing so, we write the analogy of Eq. (2.61), that is the normalized spin state
transformations, as

∣∣∣ky, ↑
′
〉

=
1

√
2(1 + Ih)

[
(1 + Ih)

∣∣∣ky, ↑
〉

z
+ ISO

∣∣∣ky, ↓
〉

z

]
,∣∣∣−ky, ↑

′
〉

=
1

√
2(1 + Ih)

[
(1 + Ih)

∣∣∣−ky, ↑
〉

z
− ISO

∣∣∣−ky, ↓
〉

z

]
,∣∣∣ky, ↓

′
〉

=
1

√
2(1 + Ih)

[
(1 + Ih)

∣∣∣ky, ↓
〉

z
− ISO

∣∣∣ky, ↑
〉

z

]
,∣∣∣−ky, ↓

′
〉

=
1

√
2(1 + Ih)

[
(1 + Ih)

∣∣∣−ky, ↓
〉

z
+ ISO

∣∣∣−ky, ↑
〉

z

]
.

(2.68)

Note that there is a switch of signs between ky → −ky compared to Eq. (2.61), reflect-
ing the momentum-dependence of SOC. This results implies that there is no longer a
single well defined spin quantization axis,41 as these axes depend upon the both the
magnitude and direction of the momentum of the states. We have however identified
the eigenstates, enabling us to write out the transformed Cooper pair states in terms
of sz-states. We name the s′-quantum numbers pseudospin, as these are not physical
spins. The pseudosinglet state follows as

∣∣∣ky, ↑
′
〉 ∣∣∣−ky, ↓

′
〉
−

∣∣∣ky, ↓
′
〉 ∣∣∣−ky, ↑

′
〉

= cos (θSO)
[ ∣∣∣ky, ↑

〉 ∣∣∣−ky, ↓
〉
−

∣∣∣ky, ↓
〉 ∣∣∣−ky, ↑

〉 ]
+ sin (θSO)

[ ∣∣∣ky, ↑
〉 ∣∣∣−ky, ↑

〉
+

∣∣∣ky, ↓
〉 ∣∣∣−ky, ↓

〉 ].
(2.69)

and the pseudotriplet (s′ = ±1)-state is
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∣∣∣ky, ↑
′
〉 ∣∣∣−ky, ↑

′
〉

+
∣∣∣ky, ↓

′
〉 ∣∣∣−ky, ↓

′
〉

= cos (θSO)
[ ∣∣∣ky, ↑

〉 ∣∣∣−ky, ↑
〉

+
∣∣∣ky, ↓

〉 ∣∣∣−ky, ↓
〉 ]

− sin (θSO)
[ ∣∣∣ky, ↑

〉 ∣∣∣−ky, ↓
〉
−

∣∣∣ky, ↓
〉 ∣∣∣−ky, ↑

〉 ].
(2.70)

Combining these equations yields the spin singlet state expressed in terms of the eigen-
states of the system, that is the pseudospin states,

∣∣∣ky, ↑
〉 ∣∣∣−ky, ↓

〉
−

∣∣∣ky, ↓
〉 ∣∣∣−ky, ↑

〉
= cos (θSO)

[ ∣∣∣ky, ↑
′
〉 ∣∣∣−ky, ↓

′
〉
−

∣∣∣ky, ↓
′
〉 ∣∣∣−ky, ↑

′
〉 ]

− sin (θSO)
[ ∣∣∣ky, ↑

′
〉 ∣∣∣−ky, ↑

′
〉

+
∣∣∣ky, ↓

′
〉 ∣∣∣−ky, ↓

′
〉 ].
(2.71)

The spin singlet state thus contains both pseudosinglet and pseudotriplet components.
Note that this does not imply that the spin singlet state has gained a net spin-polarization.
On the contrary, for the expression to be consistent it is indeed necessary that the pseu-
dosinglet and pseudotriplet states combined gives no net spin polarization. Neither
does it imply that we have leakage of singlet Cooper pairs through a triplet channel.
It simply implies that a singlet state projected down on the eigenbasis of the Hamilto-
nian in Eq. (2.66) becomes Eq. (2.71), that is a combination of a pseudosinglet and a
pseudotriplet.

In order to see how a state progresses through a system, we must express the state
in terms of the eigenstates. Hence, this relation tells us that the singlet state evolves
through the system as a superposition of a pseudosinglet and a pseudotriplet. Note that
the pseudotriplet could strictly speaking not arise in the system described by the given
Hamiltonian, as pseudospin is a conserved quantum number. By putting this system
side-by-side with a superconductor however, we have production of singlet pairs in
the superconductor. This production violates pseudospin conservation of the Cooper
pairs in the system as a whole, and there will thus exist pseudotriplet pairs.

We have now managed to write the singlet state as a linear combination of the
possible pairings of the single-particle eigenstates. As the eigenstates are stable, they
may be used to get an intuitive picture of the physics. In order to form a wave function,
we have to modify Eq. (2.71) slightly. In order for energy to be conserved when an
s-wave singlet pair enters a ferromagnetic region, the momenta of the electrons have
to shift so that both particles still lie at the same energy level. Hence, we know that
in order for

∣∣∣ky, ↑
′
〉

and
∣∣∣ky, ↓

′
〉

to form a pair inside the F-region, we need to modify

them to
∣∣∣k+

y , ↑
′
〉 ∣∣∣−k−y , ↓

′
〉
, where k±y = ky + (∆k)±, which by definition gives the different

pseudospin states equal energy. By using the notation
∣∣∣k±y , σ′〉 =

∣∣∣ky, σ
′
〉

ei(∆k)±x, we can
express the singlet pair wave function as
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ψ⊥(x) ∼ cos (θSO)
{ ∣∣∣k+

y , ↑
′
〉 ∣∣∣−k−y , ↓

′
〉

ei[(∆k)+−(∆k)−]x −
∣∣∣k−y , ↓′〉 ∣∣∣−k+

y , ↑
′
〉

e−i[(∆k)+−(∆k)−]x

}
− sin (θSO)

{ ∣∣∣k+
y , ↑

′
〉 ∣∣∣−k+

y , ↑
′
〉

+
∣∣∣k−y , ↓′〉 ∣∣∣−k−y , ↓

′
〉 } ,

(2.72)

where the ⊥-index denotes that the SOC-induced magnetic field is perpendicular to
the magnetic field. This wave function contains one term with a non-zero CoM, and
a term which has zero CoM. If the SOC-induced field and the magnetic field were
parallel, the wavefunction would have become

ψ‖(x) ∼
∣∣∣k+

y , ↑
′
〉 ∣∣∣−k−y , ↓

′
〉

ei[(∆k)+−(∆k)−]x −
∣∣∣k−y , ↓′〉 ∣∣∣−k+

y , ↑
′
〉

e−i[(∆k)+−(∆k)−]x. (2.73)

The difference between ψ⊥ and ψ‖ is that ψ⊥ is projected down on both pseudosinglets
and pseudotriplets, while ψ‖ is exclusively a pseudosinglet (in which case pseudospin
simply reduces to spin, as spin becomes a good quantum number). The pseudosinglets
have a non-zero CoM, giving them a relative phase difference which effectively breaks
down the singlet pair correlation. This is conceptually similar to the proximity ef-
fect which occurs in clean ferromagnet-superconductor junctions. The pseudotriplets
however are long-ranged, meaning they have no CoM, giving them no relative phase
difference as they progress through the system. These pseudotriplets thus allows for
long-ranged singlet pairs to exist in the system, and is a result of including SOC.
Fig. 2.1 illustrates this difference between a clean F/S-structure (above) and an F/S-
structure with SOC present in the F-region (below). The dispersion relations of the
different pairings are illustrated to the right, which demonstrate that the pseudotriplets
have no CoM, as opposed to (pseudo-)singlets.
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Figure 2.1: An illustration of the s-wave Cooper pairing in an F/S-structure (above), and in an
F/S-structure with SOC in the F-region (below). Black arrows indicate spin, red arrows indi-
cate pseudospin, while blue arrows indicate momenta. Singlet pairs are made in the S-region
in both structures. As they enter the F-region of the clean F/S-structure, these pairs gain a non-
zero center-of-mass momentum, kMoM. This is illustrated by the plot to the right, where the
dispersion relations of free electron states are plotted. It is evident that pairing between spin-up
(red) and spin-down (blue) particles at the same energy level produces Cooper pairs with non-
zero kMoM. The different pairings really occur at the same energy level, but are illustrated at
slightly different levels in order to make the figure more readable. The non-zero kMoM causes
a phase shift, which creates short-ranged triplets. This process also causes a non-zero triplet
amplitude inside the S-region, but this is not explicitly shown in the figure. With inclusion of
SOC, the same mechanism is present, only with pseudospin as eigenstates. However, some of
the singlet pairs also progress through the F-region as long-ranged pseudotriplets. These have
kMoM = 0, as illustrated by the plot of the dispersion relation to the right. As a consequence, a
fraction of the singlet amplitude remains through the F-region, rather than dropping abruptly
as in the clean F/S-structure.
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The term “long-ranged” is usually used to describe triplet pairs. These are Cooper
pairs of equal spin, where the spins are parallel to a magnetic field. Long-ranged
triplet pairs have zero CoM inside the magnetic field, and are thus not broken down
by a built-up relative phase, as singlets and (sz = 0)-triplets most commonly are.
The existence of such long-ranged Cooper triplet pairs effectively opens up a new
channel of leakage from singlet pairs into triplet pairs, and thus usually lowers the
critical temperature of a system. A simple analogy would be a bathtub of water in
equilibrium, with a constant flow of water into the bathtub, and water draining out
of it. Equilibrium in this sense means that the volume of water is constant, that is
the inflow and outflow are equal. The water represents the singlet Cooper pairs, the
constant inflow represents the creation of these in the superconductor, and the drainage
represents the leakage into triplet pairs. By opening a new triplet channel, that is the
long-ranged channel, it would effectively be as opening another plug, thus increasing
the leakage. The system would react by stabilizing at a lower equilibrium, which
means lowering the superconducting gap, giving a lower critical temperature.

By the term “long-ranged singlets”, we aim to describe singlets which gain no
relative phase inside a magnetic field. Under normal circumstances, that is without
SOC, these are conventionally not believed to exist. However, with the introduction
of a magnetic field orthogonal to a SOC-induced magnetic field, we have proved that
these in fact may exist, as the singlet state projected down on the eigenbasis reveals
a non-zero component of a (s′ = ±1)-pseudotriplet. Once again, we turn to the bath-
tub analogy for the interpretation. Where the existence of long-ranged triplets was
equivalent to opening a new plug in the bathtub, long-ranged singlets represent in fact
just the opposite. Since only a fraction of the singlet state experiences a phase shift,
that is the part projected onto the eigenbasis as a pseudosinglet, this fraction is what
remains of the first leakage channel. We thus effectively place a plug inside the first
leakage which covers a fraction of the leakage equal to the fraction of a singlet state
being a pseudotriplet. We have no second leakage, as there are no other channels
converting singlet pairs into triplet pairs. This will affect the equilibrium such that
the water level stabilizes at a higher level, and the superconducting energy gap will
analogously increase. With a larger singlet amplitude, the critical temperature will
be increased. Hence, a magnetic field perpendicular to a SOC-induced magnetic field
should increase the critical temperature as compared to the configuration in which
they are parallel. The bathtub analogy is illustrated in Fig. 2.2.
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Inflow of singlets

|↑〉 |↓〉 − |↓〉 |↑〉

|↑〉 |↓〉 + |↓〉 |↑〉 |↑〉 |↑〉 ± |↓〉 |↓〉

Short-ranged triplets

(a) F/S (inhomogeneous)

|↑〉 |↓〉 − |↓〉 |↑〉
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Inflow of singlets

Equilibrium singlet amplitude
Equilibrium singlet amplitude
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Long-ranged triplets

by SOC

Short-ranged triplets

+ SOC (orthogonal)

Figure 2.2: An illustration of the bathtub analogy presented in the text. The leftmost con-
figuration (a) depicts the inhomogeneously magnetized F/S-structure. The leakages into the
short-ranged and long-ranged channels will depend upon the magnetization setup. Note that
we have named |↑〉 |↑〉 ± |↓〉 |↓〉 long-ranged states, but this strictly speaking only true inside
a z-aligned magnetic field. The rightmost plot (b) depicts a homogeneously magnetized F/S-
structure with SOC-induced fields orthogonal to the magnetic field. In this situation, only the
|↑〉 |↓〉 + |↓〉 |↑〉 channel is open, that is the short-ranged triplet channel. However, SOC has
partly blocked the leakage, so that the total leakage is reduced. As a consequence of there
being multiple leakages in (a), as well as the fact that the only channel of leakage is partly
blocked in (b), the equilibrium stabilizes at a higher level in (b) than in (a).

Having discussed the behaviour of the singlet amplitude, we note that Eqs. (2.69)
and (2.70) also implies the following relation for one of the (sz = ±1)-triplets:

∣∣∣ky, ↑
〉 ∣∣∣−ky, ↑

〉
+

∣∣∣ky, ↓
〉 ∣∣∣−ky, ↓

〉
= cos (θSO)

[ ∣∣∣ky, ↑
′
〉 ∣∣∣−ky, ↑

′
〉

+
∣∣∣ky, ↓

′
〉 ∣∣∣−ky, ↓

′
〉 ]

+ sin (θSO)
[ ∣∣∣ky, ↑

′
〉 ∣∣∣−ky, ↓

′
〉
−

∣∣∣ky, ↓
′
〉 ∣∣∣−ky, ↑

′
〉 ].
(2.74)

That is, this triplet projected onto the eigenbasis is also a linear combination of a
pseudosinglet and a pseudotriplet. Without the presence of SOC, this triplet would
have been a long-ranged triplet. However, after introducing SOC, it is evident that
it rather becomes a superposition of a long-ranged and a short-ranged state, just as
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the singlet state. With the Hamiltonian in Eq. (2.66), these triplet states are not cer-
tain to be produced. If this system was put side-by-side with another ferromagnetic
region however, with magnetization in the y-direction, such triplets would generally
have occurred. Strictly speaking, the pseudostates would not have been eigenstates
of the entire system anymore, but they still serve as approximate eigenstates inside
the first region. As both the s-wave singlet state and the s-wave (sz = ±1)-triplet
state are projected onto the eigenbasis as linear combinations of a pseudosinglet and a
pseudotriplet, it could be argued that this would imply mixing between the singlet and
the triplet state. That is, they seemingly progress through the system using the same
pseudospin channels, and they may thus be mixed. However, the relative time coordi-
nate on both sides of equations such as Eq. (2.74) must be equal. The appearance of
both a non-zero singlet and triplet state within the same equation would involve either
a singlet with τ , 0 or a triplet with τ = 0. This would violate the Pauli principle,
and it is therefore required that either the singlet or triplet state in such an equation is
zero. The singlet and triplet state therefore do not project onto the same pseudospin
states, as they differ in the quantum number τ, and they are therefore not mixed by
this effect. Note however that mixing between singlets and triplets is known to hap-
pen in ferromagnet-superconductor structures, and this analysis does not exclude this
possibility. The analysis simply shows that spin-mixing between singlets and triplets
due to the projection onto the eigenbasis cannot occur.

There are a couple of remarks which should be made before closing off this chap-
ter. Firstly, in the previous chapter, we stated that k-symmetry could be restored by
letting ψ(k) → ψ(k) + ψ(−k). At first sight, this seems not to apply to the SOC-case,
due to the k-dependence of the SOC Hamiltonian. If the full singlet amplitude was
written out, the sign before the sin(θSO)-terms in Eqs. (2.69) and (2.70) would have
been changed for the ψ(−ky)-terms, thus giving a minus sign in front of these compo-
nents. The overall k-symmetry is however restored by the fact that θSO → −θSO under
the transformation ky → −ky. Secondly, for simplicity, we have omitted any position
dependence of the magnetic field and SOC. The pseudospin, and therefore the eigen-
states, would in general have been dependent upon the spatial dependence of the terms
in the Hamiltonian. The effect would likely be most prominent if the SOC-region and
the ferromagnetic region were close. However, the qualitative effect would remain no
matter the spatial distribution, namely that the singlet amplitude projected down on the
eigenbasis would reveal a long-ranged pseudotriplet component, giving long-ranged
behaviour to the singlet amplitude. One last remark is that although we have proved
that the singlet state projected down on the eigenbasis contains a cos(θSO)-fraction of
a pseudosinglet and a sin(θSO)-fraction of a pseudotriplet, this analysis does not tell
us exactly how large the pseudosinglet and pseudotriplet amplitudes are. One must
therefore go further in order to analyze the quantitative effect. This is just analo-
gous to rotating the spin basis in the presence of a magnetic field, derived in Chapter
2.4.1, in which we considered how we could express the eigenstate pairings in terms
of the sz-states. The analysis did not tell us how whether or not the actual pairings
existed, and if they did, how large the amplitudes were as function of the magnetic
field strength.
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2.4.3 Rotation in the presence of SOC and an arbitrary magnetic field

The above section covered the system configuration in which the magnetic field is
orthogonal to the SOC-induced fields. Had we performed the complete calculation
for an arbitrary magnetic field, the calculation would have become messy and com-
plicated, as it involves a lot of tedious algebra. To put it briefly, the net magnetic
field strength h̃ would have become become dependent upon the direction of k, and as
would all the other dimensionless quantities used to define the different field strengths
relative to each other. Obtaining the full result is however not that important, as we are
not able to use it to make an accurate quantitative prediction. A qualitative analysis is
sufficient to capture the physics of it.

For a general magnetization, the pseudosinglet amplitude would have been a linear
combination of a singlet, as well as all types of triplets, that is the (sz = 0)- and both
(sz = ±1)-triplets. This can be generalized to apply for all the pseudotriplet amplitudes
as well. The pseudosinglet and pseudotriplets all evolve differently inside the system
we consider. Thus, if we project the pseudostates onto the spin-states at different
positions in the system, they will in general give different results. This implies that
there may be mixing between the spin-states. That is, the different kinds of triplets
are being mixed. The Pauli principle still forbids such mixing between the singlet
and triplet states, as discussed in the previous chapter. Mixing between the triplets
of equal relative time τ is however allowed, and one would thus expect all triplet
amplitudes to appear. This applies for all but two special magnetizations, namely the
two configurations which were covered in the last section, with a magnetic field either
parallel or orthogonal to the SOC-induced fields.
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3 Methods

In this thesis we will look at two-dimensional systems comprised of s-wave supercon-
ductors, ferromagnets and normal metals. These kinds of systems have been studied
for many years, and are well understood today. In this thesis however, we will also
study how spin-orbit coupling affects these kinds of hybrid structures. In order to do
so, we will use an approach in which we solve the Bogoliubov-de Gennes equations
numerically. We use the solutions, which are the eigenstates of the system, to calculate
important and characteristic results and observables. These include the superconduct-
ing gap parameter, triplet amplitudes, the critical temperature and local density of
states (LDOS).

In this chapter, we will explain in detail the methods used for obtaining these re-
sults. What all methods have in common is that they require the solutions of the BdG
equations. We will therefore start out by finding these solutions in Chapters 3.1-3.3,
before we derive expressions for the other physical quantities in Chapters 3.4-3.6. This
work requires both analytical as well as numerical analyses. The numerical steps are
closely related to the analytical steps, and we will therefore give a full explanation of
the numerical procedure in between all the analytical work. After reading this chapter,
one should be able to reproduce the results given in Chapters 4-5.

All the methods which are presented in this chapter are inspired by a number of
papers published by Klaus Halterman and co-authors, with the non-trivial exception
of including SOC. These papers explain the methods to various degree, and no single
paper sums up all of the methods. However, Refs. [33, 42–45] combined provide a
solid platform for the implementation of these methods. The inclusion of SOC in this
formalism is the main novel result of this thesis.

3.1 Hamiltonian
The general Hamiltonian for systems comprised of s-wave superconductors, ferro-
magnets and normal metals, with SOC, is

H =
∑
σ

∫
drψ̂†(r, σ)

[
He + V(r) − h(r)· σ̂ + iαR(r)(σ̂ × n̂)· ∇

]
ψ̂(r, σ)

+

∫
dr

{
∆∗(r)ψ̂(r, ↓)ψ̂(r, ↑) + ∆(r)ψ̂†(r, ↑)ψ̂†(r, ↓)

}
.

(3.1)

He is the kinetic term, V(r) is the electric potential, h is the magnetic field, and αR(r)
is the Rashba coupling constant. All of these physical quantities are thoroughly intro-
duced and defined in Chapter 2. Note that it has been assumed that this SOC Hamil-
tonian is hermitian. If the position dependence of the Rashba parameter is such that
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this Hamiltonian is non-hermitian, one must follow the symmetrization procedure pre-
sented in Chapter 2.3.4. If we furthermore use the SOC operators defined in Eq. (2.46)
and the definitions in Eq. (2.55), that is the same notation as used in the BdG equations
in Eq. (2.56), we obtain the BdG equations for the complete system:


He + V(r) − hz − hz

SO −hx + ihy − hx
SO + ihy

SO 0 ∆

−hx − ihy − hx
SO − ihy

SO He + V(r) + hz + hz
SO ∆ 0

0 ∆∗ −(H∗e + V(r) − hz + hz
SO) −hx − ihy + hx

SO + ihy
SO

∆∗ 0 −hx + ihy + hx
SO − ihy

SO −(H∗e + V(r) + hz − hz
SO)



un,↑(r)
un,↓(r)
vn,↑(r)
vn,↓(r)


= En


un,↑(r)
un,↓(r)
vn,↑(r)
vn,↓(r)

 ,
(3.2)

where n labels the energy eigenstates. To simplify the notation, we denote these energy
eigenstates as ψn(r) = [un,↑(r), un,↓(r), vn,↑(r), vn,↓(r)]T.

3.2 The BdG equations in Fourier space
We aim to solve the BdG equations in Fourier space. This is suited for a numerical
approach, as we may adjust the accuracy of the calculation by changing the order of
the expansions. Additionally, an energy cut-off will later justify the choice of an upper
Fourier order.

Before we do the formal transition to Fourier space, we will define a few necessary
system parameters, in addition to some notation which will make the derivations more
tidy. The Fourier expansion firstly requires us to define the system dimensions. The
system is two-dimensional, with infinite extent in the z-direction.a In other words,
the system is translationally invariant in the z-direction. In the x-direction, x = 0 and
x = d define the outer boundaries of the system. As the system is two-dimensional,
the system has no width in the y-direction. We use ‖ to label quantities which are
related to the x-direction, and ⊥ for those related to the z-direction. For instance,
the quantum numbers k = (k‖, k⊥) define a momentum state. Equivalently, we may
also label the state with energy quantum numbers, n ≡ (n‖, n⊥). Note that each energy
state E⊥ may have either k⊥ or −k⊥ as momentum quantum number if H is quadratic
in k, in which case there formally is a 2-to-1 correspondence between these labels.
However, we define the purely symbolical quantum number n so that it describes non-
degenerate energy states, keeping the one-to-one relation between the momentum and
energy quantum numbers. That is, k⊥ or −k⊥ would have two different n⊥.

An energy eigenstate of the system, ψn(x), may in general a expressed as a super-
position of free-particle momentum states.46 More formally, we can express it as a
Fourier series,

aThe reason why the z-axis was chosen, instead of the more conventional y-axis, is only because
it results in less needed CPU-time for the numerical calculations. This is due to that the “z-terms”
end up in the diagonal of the BdG-matrix, which is beneficent for the algorithms used for finding
the eigenvectors of the matrix. Additionally, the y-terms results in complex numbers in the BdG-
matrix, giving complex eigenvectors, which requires twice the RAM. However, analytically speaking,
the choice of axes is (of course) arbitrary, as no physical quantities depend upon this choice.
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ψn(x) =

√
2
d

∞∑
q=1

ψ̂nq sin
(
kqx

)
, (3.3)

where kq = qπ/d, and ψ̂nq = [û↑nq, û
↓
nq, v̂

↑
nq, v̂

↓
nq]T are the Fourier components of the

expansion. Note that we only care about the x-dependence of the wave functions, as
the system is translationally invariant in the z-direction. With this definition, we have
enforced the well suited boundary conditions ψn = 0 at x = 0 and x = d. By letting
the kinetic term of the Hamiltonian act on ψn(x), we obtain

Heψn(x) =

√
2
d

∞∑
q=1

[
~2

2m

(
πq
d

)2

+ E⊥ − EF

]
ψ̂nq sin

(
kqx

)
. (3.4)

We have here defined the zero-point energy at the Fermi energy, EF. We have further-
more defined E⊥ as the kinetic energy contribution from the quantum number related
to the z-direction, n⊥. Note that ψn(x) is an eigenstate of He only if there is one, and
one only, contribution from the sum over q’s, in which case ψn describes a free parti-
cle. Generally this is not the case, and we must solve the BdG equations in order to
reveal the eigenstates. In order to obtain the BdG equations in Fourier space, we insert
Eqs. (3.3) and (3.4) into the real space BdG equations in Eq. (3.5), as well as per-
forming a Fourier transform on both sides by operating with

∫
dx sin

(
kq′ x

)
, resulting

in


Ĥe + V̂ − ĥz − ĥz

SO −ĥx + iĥy − ĥx
SO + iĥy

SO 0 ∆̂

−ĥx − iĥy − ĥx
SO − iĥy

SO Ĥe + V̂ + ĥz + ĥz
SO ∆̂ 0

0 ∆̂∗ −(Ĥ∗e + V̂ − ĥz + ĥz
SO) −ĥx − iĥy + ĥx

SO + iĥy
SO

∆̂∗ 0 −ĥx + iĥy + ĥx
SO − iĥy

SO −(Ĥ∗e + V̂ + ĥz − ĥz
SO)



û↑n
û↓n
v̂↑n
v̂↓n


= En


û↑n
û↓n
v̂↑n
v̂↓n

 ,
(3.5)

where we have defined ûσn = [ûσn1, û
σ
n2, û

σ
n3, ...] and v̂σn = [v̂σn1, v̂

σ
n2, v̂

σ
n3, ...], and the matrix

elements

Ĥe(q, q′) =
2
d

∫ d

0
dx sin

(
kq′ x

)[ ~2

2m

(
πq
d

)2

+ E⊥ − EF

]
sin

(
kqx

)
, (3.6)

V̂(q, q′) =
2
d

∫ d

0
dx sin

(
kq′ x

)
V(x) sin

(
kqx

)
, (3.7)

∆̂(q, q′) =
2
d

∫ d

0
dx sin

(
kq′ x

)
∆(x) sin

(
kqx

)
, (3.8)

ĥi(q, q′) =
2
d

∫ d

0
dx sin

(
kq′ x

)
hi(x) sin

(
kqx

)
, i ∈ {x, y, z}, (3.9)
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ĥi
SO(q, q′) =

2
d

∫ d

0
dx sin

(
kq′ x

)
hi

SO(x) sin
(
kqx

)
, i ∈ {x, y, z}. (3.10)

Note that while most of these integrals contain only scalar functions, hi
SO(x) is general

a differential operator. If it includes the kx-operator, it converts a sine-function into a
cosine, as well as giving a constant prefactor of qπ/d.

The real space BdG equations have now been transformed into eigenvalue equa-
tions which determine the fourier components of the energy eigenstates of the system.
Although Eq. (3.5) at first glance looks like a (4 × 4) matrix equation, one must keep
in mind that ûσn and v̂σn are vectors of length Nmax, where Nmax is the highest Fourier
order of the expansion in Eq. (3.3). Hence, the equation is in reality a much more
intricate (4Nmax × 4Nmax) matrix equation. Before introducing a cut-off order of the
Fourier expansion, Eq. (3.5) thus represent a set of infinitely many equations. When
such a cut-off is introduced however, we have a finite set of equations which is well
suited for a numerical procedure.

3.3 The superconducting gap parameter
Before we can solve Eq. (3.5) numerically, we must resolve one issue, namely the
fact that ∆(x) is undetermined. Determining ∆(x) is a non-trivial analytical task, and
we therefore look for a method of doing this numerically as well. As it turns out, we
can do this with a self-consistent approach which includes solving Eq. (3.5) iteratively,
each time defining a new ∆(x) from the eigenvectors of Eq. (3.5), until ∆(x) converges.

If we insert the Bogoliubov transformations in Eq. (2.13) of the operators ψσ(x)
into the definition of ∆(x) in Eq. (2.2), using

〈
γ†k,σγk′,σ′

〉
= δk,k′δσ,σ′ f (Ek), where

f (Ek) is the Fermi-Dirac distribution, we obtain

∆(x) =
V(x)

2

∑
k

{
1 − 2 f (Ek)

}
[uk,↑(x)v∗k,↓(x) + uk,↑(x)v∗k,↓(x)]. (3.11)

We now switch to the n-labeling of the states introduced above. One convention-
ally defines the dimensionless coupling constant λ(x) = V(x)D(0), where D(0) is
the density of states per area at the Fermi level. We insert the density of states per
area in two dimensions, which is D2(0) = m

π~2 , as well as noting that we may rewrite[
1 − 2 f (En)

]
= tanh(En/2kBT ). Hence Eq. (3.11) becomes

∆(x) = λ(x)
EF

4kF

∑
n

[un,↑(x)v∗n,↓(x) + un,↑(x)v∗n,↓(x)] tanh(En/2kBT ), (3.12)

where we identify un,σ and vn,σ as the components of the eigenstates defined by the
real space BdG equations in Eq. (3.5). We have thus managed to express ∆(x) as a
function of the eigenstates, which opens up for a self-consistent solution of the prob-
lem. By “guessing” an initial ∆(x), solving the Fourier space BdG equations, and use
the solution to define a new ∆(x), repeatedly, one should hope to obtain a convergent
solution which in that case would be the correct superconducting potential for the
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given physical system. A natural guess would be a zeroth order approach in which
we neglect any proximity effect in the system, thus initializing ∆(x)/∆0 = 1 inside the
intrinsic superconductors, and set it to zero elsewhere. We have here introduced ∆0,
which is defined as the bulk value for the superconducting gap parameter inside an
intrinsic superconductor.

Now that we have derived the qualitative approach of the numerical method, it
follows naturally to comment more on the exact numerics. It has been shown that
solving the BdG equations and finding a convergent self-consistent solution of ∆(x) is
equivalent. We will therefore now explain in detail how to calculate ∆(x) numerically.
All other physical quantities which is discussed later in this thesis are based on these
same results, and thus also this method.

3.3.1 Introducing an energy cut-off

As discussed in Chapter 3.2, we need to reduce the BdG equations into a finite set of
equations. In order to do so, we need a cut-off order for the Fourier expansions. Since
the BCS theory assumes attractive electron-electron coupling only between electrons
with energy on the interval [EF − ~ωD, EF + ~ωD], where ωD is the so-called Debye
cut-off frequency, we may use this to derive a legitimate cut-off order for the Fourier
expansions. The electron kinetic energy contribution from a plane wave in the x-
direction is given by ~2

2m

(πq
d

)2, where q is the Fourier order of the plane wave. Due to
the energy coupling interval in the BCS theory, we may thus limit the maximal Fourier
order in the calculation of ∆ to Nmax =

√
2md
π~

√
EF + ~ωD. Moreover, we merely need

to include 0 < E⊥ < (EF + ~ωD) as kinetic energy contribution from the z-direction.
By introducing the energy cut-off, we have therefore reduced the BdG equations

into a finite (4Nmax × 4Nmax) matrix equation. This simplification is sufficient for cal-
culating the superconducting gap parameter, ∆(x). For other physical quantities which
are not restricted by coupling on an energy interval, we may have to include higher
Fourier orders. However, one can then use the self-consistent solution of ∆(x) obtained
with the given Nmax, and solve the BdG equations only once with a higher cut-off or-
der, and then obtain a larger and more accurate set of eigenstates. It is however not
necessary to do the self-consistent procedure all over again with a higher Nmax, as ∆(x)
only depends on those eigenstates below the cut-off.

3.3.2 Discretizing continuous variables

The self-consistent procedure involves using Eq. (3.12) for calculating a new ∆(x)
after every iteration of solving the BdG equations. This step includes doing a sum over
quantum states, or equivalently over energy levels,

∑
n, where n = (n‖, n⊥). The energy

levels of the kinetic energy contribution from the x-direction are discretized due to the
finite system length, d. In the z-direction however, the energy levels are formally
continuous, as the system is translationally invariant in this direction. The numerical
procedure requires discretized energy levels, imposing the need for discretization of
E⊥. The sum over n⊥ is really a (continuous) energy integral over the density of states
times some function f , and we use the “rectangle rule” to approximate and discretize
it:
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∫ EF+~ωD

0
dE⊥D(E⊥) f (E⊥)→ (∆E)

N⊥−1∑
i=0

D(Ei) f (Ei), (3.13)

where we defined the set of equally distributed energy levels, Ei, on the interval
[0, EF + ~ωD] with spacing (∆E). Note that this descretization works fine in two
dimensions for all energies except E = 0, as the density of states in one dimension
behaves as ∼ 1/

√
E. To avoid dividing by zero, which of course causes numerical

trouble, one should rather sum over the energy interval [δE, EF + ~ωD], where δE is
adjusted so that the integral approximation in (3.13) is fairly accurate. In this thesis,
δE = (∆E)/4 has been used.

Another continuous variable in the problem is the x-axis, which must simply be
discretized into a set of equally distributed points with spacing (∆x). As for the energy
levels, we choose the accuracy of the discretization so that it fits the required accuracy
of the physical quantities. That is, we choose (∆x) and (∆E) such that if we increase
the accuracy, (∆x) → (1 − δ)(∆x) and (∆E) → (1 − δ)(∆E) for some 0 < δ < 1, the
results remain invariant within the requirements of accuracy.b

3.3.3 Numerical procedure

After the BdG equations have been reduced to a finite set of equations, and the con-
tinuous variables have been discretized, the problem is prepared for the numerics. As
discussed in the previous chapters, we start with an initial guess of ∆(x). From now
on, let ∆(x)/∆0 → ∆(x). With this notation, ∆(x) is dimensionless, and we presum-
ably have 0 < ∆(x) < 1. Hence, we start with the initial guess that ∆(x) = 1 inside the
superconductors, and 0 elsewhere. Now solve the BdG equations in Eq. (3.5) with the
Fourier cut-off order given in Chapter 3.3.1. The solutions will be energy eigenstates
with corresponding energy eigenvalues, and use these to define a new ∆(x) from the
formula in Eq. (3.12). Iterate this procedure until the solution is sufficiently conver-
gent, that is until ∆(x) at no point along the x-axis changes more than some factor δ∆

between each iteration. In this thesis, the calculations have been done for δ∆ = 10−3.
As these are full quantum mechanical calculations, the complexity quickly in-

creases with increasing system dimensions. The requirements for computational power
depend mainly on the choice of coherence length (ξ0), Fermi wave vector (kF), sys-
tem dimensions and energy cut-off. In this thesis, we have used kFξ0 = 100, and
~ωD/EF = 0.04, and the programs were executed using MATLAB’s Parallel Comput-
ing Toolbox, which is restricted to running on one computer node. With N⊥ = 1000,
this limits the maximum system size to d/ξ0 ≈ 3 when executing the programs on one
HPC node with an available RAM of 28 GB, before the inclusion of SOC. When SOC
is included, the energy levels become fully non-degenerate, as k⊥ and −k⊥ generally
gives different energy levels, and this requires even more RAM. The runtime is less
of an obstacle for this computation, as solving the BdG equations for different n⊥ is

bIncreasing the discretization accuracy of the energy levels eventually causes problems, as the need
for computational power increases roughly as N2

⊥. This must also be accounted for when determining
N⊥.
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suited for parallel computing. One HPC node had 16 available cores, usually resulting
in a convergent solution of the superconducting pair potential in under an hour.

3.4 Pair amplitudes
In Chapter 2.1.3 we defined the pair amplitudes, fσσ′ , which described the correlation
between electrons with spin σ and σ′. If we use the definition of the pair amplitudes
in Eqs. (2.20)-(2.23), and insert the Bogoliubov transformations of the operators from
Eq. (2.13), we obtain rather straightforwardly

f0(x) =
∑

n

[
un,↑(x)v∗n,↓(x) + un,↓(x)v∗n,↑(x)

]
tanh

(
En

2kBT

)
, (3.14)

for the singlet amplitude. The triplet amplitudes becomes47

f1(x, τ) =
1
2

∑
n

[
un,↑(x)v∗n,↓(x) − un,↓(x)v∗n,↑(x)

]
ζn(τ), (3.15)

f2(x, τ) = −
1
2

∑
n

[
un,↑(x)v∗n,↑(x) + un,↓(x)v∗n,↓(x)

]
ζn(τ), (3.16)

f3(x, τ) = −
1
2

∑
n

[
un,↑(x)v∗n,↑(x) − un,↓(x)v∗n,↓(x)

]
ζn(τ), (3.17)

(3.18)

where ζn(τ) is defined as

ζn(τ) = sin
(

Enτ

~

)
− i cos

(
Enτ

~

)
tanh

(
En

2kBT

)
. (3.19)

f0 is normalized naturally between 0 and 1 by only dividing ∆ with λ(x). A suitable
normalization scheme should also be used for the triplet amplitudes. We will however
not focus on the exact numbers of these, but rather their relative amplitudes. In order
to obtain a dimensionless relative time coordinate, we scale it up with the Debye
frequency, that is τ→ ωDτ. When referring to τ from now on, we implicitly refer to
ωDτ.

We remind ourselves that these pair amplitudes do not depend on any cut-off en-
ergy, and we therefore have to include higher Fourier orders than Nmax. As it turns
out, f0 is not sensitive to higher Fourier orders. We may therefore calculate f0 only by
dividing the superconducting gap parameter by the coupling constant, V , thus implic-
itly summing over all eigenstates within the cut-off interval. For the triplet amplitudes
however, we need to include higher Fourier orders. An easy verification of the results
is to check whether or not fi(x, 0) = 0 for all x and i ∈ {1, 2, 3}, as implied by the
Pauli principle. If this is not the case, one must increase the applied cut-off levels for
energies and momenta until this requirement is satisfied.
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3.5 Local density of states
The local density of states (LDOS), N(E, x), provides information on the distribu-
tion of states as a function of energy and position. Its interpretation is that N(E, x)dE
equals the number of quantum states within the infinitesimal energy interval [E, E + dE]
at position x.

We define the zero-point energy at the Fermi level. Hence, E = 0 is the point
that separates particle and hole states in the ground state. When a particle is being
excited, it “jumps” up above the Fermi surface, and leaves a hole below. The particle
excitations are thus located at energies E > 0, while the hole excitations are found
below the Fermi surface, at E < 0. The probabilistic nature of the wavefunctions
implies that the local density of states can be expressed as44

N(E, x) =
∑

n

∑
σ

{
|unσ(x)|2δ(E − En) + |vnσ(x)|2δ(E + En)

}
, (3.20)

where the δ-function is the Dirac-delta function. As all the energy levels are dis-
cretized, N(E, x) will be a discrete distribution function. We want the density of states
to be continuous, and in this thesis we solve this issue by performing a convolution
with a Gaussian of width 0.02∆0. A proper choice of the width of the Gaussian ensures
that the discrete points are being smoothed out into a continuous function, but without
losing too much detailed information on the energy dependence. In this thesis, the
LDOS is used as a tool to explore how superconductivity affects the configuration of
electronic states compared to in a normal metal. We therefore normalize the LDOS
to be 1 in the normal metal limit, and refer to this simply as the LDOS. The normal
metal limit may be found in superconductors by evaluating N(E, x) far from the Fermi
level, that is several times ∆ away from EF.

3.6 Critical temperature
The critical temperature, Tc, of a system is defined as the temperature at which the
electrons condense into the superconducting state and the system starts showing su-
perconducting behaviour. This temperature can be thoroughly derived by finding the
point where the condensation free energy of the system is zero, or in other words,
the point where the free energy is the the same in the superconducting state as in the
non-superconducting state. At this point, the electrons balance between favouring the
superconducting and non-superconducting state. Finding this point requires an exten-
sive numerical procedure with a high level of precision,48,49 and will not be performed
in this thesis. Instead, the critical temperature will be found by doing a perturbation
expansion, treating the superconducting band gap, ∆, as a first order result, that is a
small perturbation. By doing so we are implicitly assuming that the transition from
the superconducting to non-superconducting state is a second-order phase transition.50

Note that this method will not work for superconductors well within the type II regime,
which cannot be accurately described by mean-field approximations due to phase fluc-
tuations near the critical temperature. The method is briefly described in Refs. [43]
and [45]. In order to get a full understanding of the method and the resulting formula
for the critical temperature, we will derive it in detail here.

38



3.6.1 Perturbation expansion to first order

We start by defining particle-/hole-amplitude vectors

un(x) =

(
un,↑(x)
un,↓(x)

)
, vn(x) =

(
vn,↑(x)
vn,↓(x)

)
, (3.21)

and the matrices

H̄0 =

(
He + V(x) 0

0 He + V(x)

)
, ∆̄ = J2∆ , (3.22)

where J2 is the (2 × 2) exchange matrix, sometimes also referred to as the backward
identity matrix,

J2 =

(
0 1
1 0

)
. (3.23)

This matrix will also be of use later to express cross-coupling terms like un,σvn,−σ.
Furthermore define σ as the vector of Pauli matrices, and a slightly altered vector of
Pauli matrices σ̃ = [−σx, σy, σz]. By using this notation, the BdG equations take the
form (

H̄0 − h·σ − hSO·σ ∆̄

∆̄∗ −
[
H̄e − h· σ̃ + hSO· σ̃

]) (un

vn

)
= En

(
un

vn

)
, (3.24)

where we remind ourselves that hSO is a momentum-dependent operator, while σ and
σ̃ act in spin space. We now do a perturbation expansion,46,51

un = u(0)
n + δu(1)

n + O(δ2), (3.25)

vn = v(0)
n + δv(1)

n + O(δ2), (3.26)

En = E(0)
n + δE(1)

n + O(δ2), (3.27)

∆̄ = 0 + δ∆̄(1) + O(δ2), (3.28)

where δ is an arbitrary perturbation parameter, which eventually will be set to 1. u(1)
n

is conventionally assumed to be an orthogonal function to u(0)
n , that is∫ d

0
dxu(1)†

n (x)u(0)
n (x) = 0, and v(1)

n is likewise assumed to be orthogonal to v(0)
n . We have

defined the superconducting band gap such that it first enters the equations at order
O(δ). To zeroth order, Eq. (3.24) is diagonal, meaning un and vn are completely
decoupled. This implies that u(0)

n and v(0)
n have separate energy spectra, Ep

n and Eh
n

respectively, where p and h denote particle and hole, and are found by solving the
zeroth order BdG equations:

(
H̄0 − h·σ − hSO·σ

)
u(0)

n (x) = Ep
n u(0)

n (x), (3.29)

−
(
H̄0 − h· σ̃ + hSO· σ̃

)
v(0)

n (x) = Eh
nv(0)

n (x). (3.30)

39



To order first order, O(δ), the BdG equations read

(
H̄0 − h·σ − hSO·σ

)
u(1)

n + ∆̄(1)v(0)
n = E(1)

n u(0)
n + E(0)

n u(1)
n , (3.31)

−
(
H̄0 − h· σ̃ + hSO· σ̃

)
v(1)

n + ∆̄(1)∗u(0)
n = E(1)

n v(0)
n + E(0)

n v(1)
n . (3.32)

Now operate on Eq. (3.31) with
∑

m‖,n‖

∫ d

0
dx′u(0)

m (x)u(0)†
m (x′), and on Eq. (3.32) with∑

m‖,n‖

∫ d

0
dx′v(0)

m (x)v(0)†
m (x′). Use the orthogonality and completeness relations of un

and vn, and the following formulas for the first order corrections are then obtained:

u(1)
n (x) =

∑
m‖,n‖

∫ d

0
dx′u(0)†

m (x′)∆̄(1)(x′)v(0)
n (x′)

E(0)
n − Ep

m

u(0)
m (x), (3.33)

v(1)
n (x) =

∑
m‖,n‖

∫ d

0
dx′v(0)†

m (x′)∆̄(1)∗(x′)u(0)
n (x′)

E(0)
n − Eh

m

v(0)
m (x), (3.34)

where it is implied in the notation that the perpendicular energy quantum number is
equal for all involved wave functions, that is m⊥ = n⊥. The sum over m‖ , n‖ is
a sum over a complete set of one-dimensional eigenfunctions, with the exception of
m‖ = n‖, which is not included due to the assumption that the first order corrections
are orthogonal to the zeroth order functions. Keep in mind that for the perturbation
expansion to be valid, the fractions in Eqs. (3.33) and (3.34) have to be� 1.

We now want to derive an expression for the first order correction to ∆(x), that is
∆(1)(x), by using the first order results for the wave functions. First expand ∆(x) in its
Fourier components,

∆(x) =
∑

q

∆q sin
(
kqx

)
, (3.35)

where, as previously, kq = qπ/d. Equivalently, we may write

∆l =
2
d

∫ d

0
dx∆(x) sin(klx). (3.36)

∆(x) is non-zero only inside intrinsic superconductors. Thus for a system in the x-
direction with a non-superconducting region on the interval [0, x0), and a supercon-
ducting material on the interval [x0, d], we may also write

∆(x) = Θ(x − x0)∆(x) = Θ(x − x0)
∑

q

∆q sin
(
kqx

)
, (3.37)

where Θ(x−x0) is the unit step function. It seems as though introducing this step func-
tion is unnecessary, but it will come of use quite soon. We now insert the definition of
∆(x), given in Eq. (3.12), into Eq. (3.36), and obtain

∆l = λ
EF

2kFd

∑
n

∫ d

0
dxv†n(x)J2un(x) sin(klx) tanh(En/2kBT ), (3.38)
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where J2 is the exchange matrix defined in Eq. (3.23). We now do a perturbation
expansion of the Fourier coefficients of ∆. Since we are working to first order, we
want to find ∆

(1)
l , and ∆

(0)
l = 0 by assumption. By inserting the perturbation expansion

of ∆l to first order on the left hand side, and the perturbation expansions of un and vn

in Eqs. (3.25) and (3.26) on the right hand side of Eq. (3.38), we obtain

δ∆(1)
l = λ

EF

2kFd

∑
n

∫ d

0
dx

(
v(0)†

n (x)+δv(1)†
n (x)

)
J2

(
u(0)

n (x)+δu(1)
n (x)

)
sin(klx) tanh(En/2kBT ).

(3.39)
We observe that there is no term of order O(δ0) on either side of the equation, which
is consistent. Now insert the first order results from Eqs. (3.33) and (3.34) into (3.39),
expand un and vn as in Eq. (3.3), and expand ∆(1)(x) as in Eq. (3.37). We neglect the
terms of order O(δ2) which appear on the right hand side of the equation, and we get
the following matrix equation

∆
(1)
l =

∑
k

Jlk(T )∆(1)
k , (3.40)

where the matrix elements Jlk are defined by the formula

Jlk(T ) = λ
2EF

kFd3

∑
n

∑
m‖

∑
p,q

Kpql

{
v(0)†

mq J2u(0)
np

∑
i, j u(0)†

ni J2v(0)
m jKi jk

Ep
n − Eh

m
tanh

(
Ep

n

2kBT

)

+ v(0)†
nq J2u(0)

mp

∑
i, j u(0)†

mi J2v(0)
n j Ki jk

Eh
n − Ep

m
tanh

(
Eh

n

2kBT

)}
.

(3.41)

To simplify notation, we have introduced Ki jk =
∫ d

0
dxΘ(x − x0) sin(kix) sin

(
k jx

)
sin(kkx).

The sums over i, j, p and q go over the Fourier wave numbers. The constrained sum
over n goes over the kinetic energy contributions from all directions. The sum over m‖
goes over all kinetic energy contributions from the x-direction, with m⊥ = n⊥ implied.
We still keep in mind that the sum over E⊥ really is an integral, since E⊥ formally is a
continuous variable.

Eq. (3.40) is a matrix eigenvalue equation. It has one obvious solution, the trivial
solution, that is ∆(x) = 0. This solution is of no particular interest, since it implies
that superconductivity is absent. If we assume ∆(x) , 0 however, the equation has
a solution if and only if the matrix J(T ) has an eigenvalue which is 1. Since super-
conductivity is sensitive to temperature, one should therefore expect only the trivial
solution to remain if T > Tc, where the critical temperature, Tc, is defined as the
temperature at which superconductivity breaks down. This involves that all the eigen-
values of J(T ) falls below 1. The critical temperature is therefore found by identifying
at which temperature the largest eigenvalue of J(T ) drops below 1.

3.6.2 Numerical procedure to find the critical temperature

In order to find the eigenvalues of the matrix J(T ), we first have to do the same simpli-
fications as was done when calculating the superconducting gap in Chapter 3.3. The
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sum over the quantum numbers n originates from the definition of ∆, which means that
we constrain the energy of the eigenstates to be on the interval [EF − ~ωD, EF + ~ωD].
This limits the highest Fourier order to Nmax, as well as it limits E⊥ to the interval
[0, EF + ~ωD]. The sum over m‖ however originates from the sum over a complete
set of states. As this in general means that we have to include all possible energies,
we cannot constrain this sum to the same energy cut-off. However, it will turn out to
be sufficiently accurate to constrain this sum to a few times the energy cut-off, that is
Em / 2EF. The sums in Eq. (3.41) thus effectively reduce to

∑
n

∑
m‖

∑
p,q

∑
i, j

→
∑

n

′
∑
m‖

′′

Nmax∑
p,q

Nmax∑
i, j

, (3.42)

where the prime denotes the energy constraint within the Debye cut-off energy, while
the double prime denotes the aforementioned energy constraint Em / 2EF.

The problem has now been reduced to a solvable eigenvalue problem. One first
has to find the zeroth order solutions u(0)

n and v(0)
n by solving the BdG equations with

∆ = 0 over the whole domain. These solutions are inserted into the definition of J in
Eq. (3.41), and the task is now to find the temperature at which the largest eigenvalue
drops below 1. A systematic procedure of doing so is by first calculating J(T 0

c ), where
T 0

c is defined as the critical temperature in a bulk superconductor. The eigenvalues of
this matrix should presumably be 1 or less, as this defines the theoretical maximum
temperature for a superconducting state to exist. If all eigenvalues are below 1, the
temperature must be gradually reduced until the largest eigenvalue reaches 1 from
below, at which point T = Tc to first order. If all eigenvalues of J are below 1 for all
positive T , only the trivial solution remains, which implies that superconductivity is
absent to first order.

Calculating Tc only requires solving the BdG equations once, at zeroth order, which
reduces the complexity of the calculation as compared to calculating the superconduct-
ing gap parameter self-consistently. However, we may no longer restrict the Fourier
order of the BdG equations to Nmax, which greatly increases the complexity of the nu-
merical procedure. As the number of necessary Fourier orders increase with the sys-
tem size, this method therefore requires a substantial amount of computational power
when applied on large systems. The method is based on a trial-and-error-approach
when it comes to finding the correct Tc, and a new J-matrix has to be calculated
for every guess. The computational runtime may therefore be somewhat reduced by
applying a clever guessing algorithm which converges towards the correct Tc in as
few trials as possible. However, solving the BdG equations with a high cut-off or-
der remains the most demanding operation, resulting in an extensive computational
runtime.
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4 Superconductors, metals and
ferromagnets

The purpose of this chapter is to briefly review the proximity effect in two-dimensional
systems comprised of superconductors (S), normal metals (N) and ferromagnets (F).
These types of systems are already studied in great detail, for instance in numerous pa-
pers published by Klaus Halterman and co-authors, such as Refs. [33, 42–45], which
have served as inspiration during the work with this thesis. These are however three-
dimensional systems, where the system is translationally invariant in two directions.
As this thesis treats two-dimensional systems, this chapter was included in order to
add a complete set two-dimensional results to the thesis. These results will further be
compared to the results obtained in Chapter 5, where SOC is included. The present
chapter will also serve as a benchmark for the numerical framework developed herein,
as we demonstrate that we are able to reproduce previously known results in the liter-
ature.

We start by gaining results for the most basic systems, namely those consisting of
S, N or F, with maximum one junction. Towards the end of the chapter, we explore
the F/S/F- and F/F/S-systems, which are of particular interest in creating long-range
Cooper triplet pairs. All calculations in this chapter, as well as in Chapter 5, are made
with a common set of physical constants, defined in Table 1.

Table 1: Definition of the system parameters for all calculations in Chapters 4 - 5.

System parameter Definition

Coherence length kFξ0 = 100
Debye cut-off ~ωD/EF = 0.04
Temperature T = 0

The lengths of the systems considered will vary between the different structures, and
the lengths will be specified explicitly in each section. d specifies the length of the
entire system, while dS, dN and dF denote the lengths of superconductors, normal
metals and ferromagnets, respectively. If a system is comprised of several regions of
the same type, they will be labeled with an additional number, for instance dF1, dF2

etc., starting from the left of the system.

4.1 Normal metal
We start out with the simplest system, namely a system consisting of only a normal
metal. Setting ∆ to zero, we are simply left with a Hamiltonian of a two-dimensional
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free electron gas. Such a system can easily be treated analytically, as the quasiparticle
excitations reduce to those of electrons and holes. dN/ξ0 = 2 is used for all calcu-
lations, where ξ0 is the coherence length of a superconductor with the parameters
defined in Table 1.

4.1.1 Local density of states

The density of states as function of energy for a two-dimensional electron gas is a con-
stant, assuming that the states are continuously distributed. Since the two-dimensional
system considered here is translationally invariant along one axis, we should expect
the energy levels to be continuously distributed, thus giving a constant density of
states. The calculated normalized LDOS in the middle of the metal is plotted in Fig.
4.1, for two different energy discretizations. The LDOS is normalized to the mean
value of the LDOS far away from the Fermi energy.
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Figure 4.1: The local density of states at the center of a normal metal of 2ξ0, calculated for
two different energy discretizations, N⊥. (a) gives the LDOS with N⊥ = 1000, while (b) for
N⊥ = 8000.

The results clearly confirms that the LDOS is fairly constant in the normal metal.
That is, there are no energies at which there are distinct gaps. However, there are
easily observable “oscillations” in Fig. 4.1(a). In addition, there is a prominent peak
at E = 0. These irregularities occur due to the discretization of E⊥, which is evident
by comparing this plot with Fig 4.1(b), which is made with a discretization eight
times finer than that of Fig. 4.1(a). The calculation with the finest discretization
results in an almost perfectly constant LDOS. We therefore learn from Fig. 4.1 that
these periodic oscillations of relatively small magnitude in the density of states do not
necessarily represent a physical phenomenon, but is rather a result of the numerical
approximation. We keep this result in mind when going further, and will therefore
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not automatically interpret all irregularities in the LDOS as a physical result.c This
non-physical, unwanted oscillatory behaviour of the LDOS is generally larger for two-
dimensional calculations than in three dimensions. For instance, Ref. [42] finds that
N⊥ = 1000 is a sufficiently accurate discretization, while this is clearly not the case
for this two-dimensional calculation.

4.2 Bulk superconductor
After having explored the case of a pure metal, we follow up by considering a pure
superconductor. In such a system, no other materials interfere with the superconduct-
ing properties of the system, that is there are no proximity effects present. Hence, we
should be able to illustrate the predicted properties of a clean s-wave superconductor
from the BCS theory. All results in this chapter have been obtained with N⊥ = 1000.

4.2.1 The superconducting gap

By the definition of ∆, which was normalized to 1 for bulk superconductors in Chap-
ter 3.3, we expect ∆ to be 1 in the center of the superconductor. At the boundaries
however, ∆ is forced to zero, and one should therefore expect oscillations close to the
edges of the system. This is confirmed by a numerical calculation, of which results
are illustrated in Fig. 4.2. Fig 4.2(a) depicts the results for a superconductor of two
coherence lengths, that is dS/ξ0 = 2. In Fig 4.2(b), the system length is doubled, that
is dS/ξ0 = 4.
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Figure 4.2: Plots of the superconducting gap parameter, ∆(x), in two bulk superconductors.
The left plot (a) depicts a superconductor of dS/ξ0 = 2, while the length is doubled in the right
plot (b), that is dS/ξ0 = 4.

cOne could argue that one should use a sufficiently large N⊥ so that these oscillations do not occur
in all further calculations. However, this would require a lot of computational power, enabling only the
smallest systems to be computed on one node on Vilje (the high performance computer at NTNU on
which the calculations in this thesis are made). Moreover, other physical quantities are not this sensitive
to the fine details of the energy spectrum.
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Just as expected, ∆ is approximately 1 inside the superconductor, apart from close to
the edges. Near the edges of the system, oscillations occur, before the amplitude goes
to exactly zero just at the edges. These oscillations are known as Friedel oscillations,
and occur due to the sudden abruption of the electron density at the boundaries.52

For the superconductor depicted in Fig. 4.2(a), which only has a length two times
the coherence length, ∆ is fairly constant equal to 1 only just in the center of the
system. Besides this point, the oscillations are present throughout the entire domain.
As coherence length is qualitatively defined as the length superconductivity requires
to stabilize from the edges of a superconductor, it makes sense that ∆ stabilizes to 1
after one coherence length in the results. This is moreover confirmed by Fig. 4.2(b),
in which ∆ also stabilizes at 1 approximately one coherence length into the system.
This system is twice as long as the system considered first, and there is thus a region of
about two coherence lengths inside the superconductor in which ∆ has a fairly constant
value of 1. It is evident that Friedel oscillations become increasingly dominant as the
system is shortened. For systems shorter than two coherence lengths, the oscillations
are expected to occur everywhere.

This system is a clean s-wave superconductor, hence there are no effects which
may give rise to a triplet amplitude. Explicit calculations of the triplet amplitudes have
been performed, and they confirmed that the triplet amplitudes are indeed exactly zero
throughout the entire system for all relative times τ. This comes as no surprise, as this
actually can be derived analytically for a clean superconductor due to the decoupling
and symmetry of the BdG equations.

4.2.2 Local density of states

In the BCS theory, a band gap of width 2∆ is derived to occur at the Fermi level in
the quasiparticle dispersion relation. Therefore, there are in fact no states allowed on
the energy interval E ∈ [EF − ∆, EF + ∆]. The normalized LDOS has been calculated
numerically for the two superconductors considered above in Fig. 4.2, and is plotted in
Fig 4.3. Both plots depict the LDOS at x = dS/2, that is in the center of the systems.
The LDOS is once again normalized to the mean of the LDOS far from the Fermi
level.
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Figure 4.3: The local density of states at the center of two clean s-wave superconductors of
different lengths. The left plot (a) depicts the results for a superconductor of length dS/ξ0 = 2,
while the right one (b) depicts the results for a superconductor of length dS/ξ0 = 4.

The normalized LDOS confirms what the BCS theory predicts. Between E/∆0 = −1
and E/∆0 = 1, there are no allowed states. Just outside the band gap, there is a tiny
interval with high density of states, and farther away from the band gap, the LDOS ap-
proaches 1. It seems as though the states which were inside the given energy interval
before introducing superconductivity have now been pushed just outside it, resulting
in a “crowded” area of states close to E/∆0 = ±1. The states are however not pushed
that far, and the results are rather equal to the LDOS for normal metals, depicted in
Fig. 4.1, already at about E/∆0 = ±3. The states far away from the Fermi level seem
to be unaffected by superconductivity, which reflects that superconductivity is a phe-
nomenon which happens at the Fermi level. It can moreover be observed that the plots
are qualitatively equal, reflecting that the band gap does not depend on the supercon-
ductor’s length, at least not when the length is above a certain lower threshold.

4.3 N/S-structure
Having covered both N- and S-structures separately, it is time to explore the effects
of combining two such structures in an N/S-structure. The physical properties of
such comprised structures will not simply behave as adding the properties from the
two structures separately, but the different building blocks will influence each other,
giving rise to the so-called proximity effects. The system considered in this chapter is
defined by d/ξ0 = 2, dN/ξ0 = 0.2, and dS/ξ0 = 1.8. The system thus has a length of
two coherence lengths, and the superconductor spans 9/10 of it. We define x/ξ0 = 0
to be at the junction. All results in this chapter have been obtained with N⊥ = 1000.

4.3.1 ∆ and the pair amplitudes

Quite generally in quantum mechanics, wave functions are of trigonometric nature
where they are classically allowed, while they drop off exponentially when they are
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classically forbidden. Due to this brief analysis, we may expect the superconducting
gap parameter to drop off in the N-region, as there is no interaction which creates and
sustains Cooper pairs in this region. In order to fulfill the requirement of continuous
derivatives of the wave functions, we must also expect ∆ to drop off slightly near the
interface. The result of an explicit numerical calculation of the superconducting gap
is plotted in Fig. 4.4(a), while the singlet pair amplitude is plotted in 4.4(b).
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Figure 4.4: The superconducting gap parameter (a) and the singlet pair amplitude (b) for the
N/S-structure. The dotted blue lines mark the junction between the N- and S-region.

The results more or less confirm our intuitive guess. ∆ drops off in N, and rises towards
approximately 0.9 inside S. Had we made the S-region narrower, we should expect
that ∆ would be furthermore suppressed. Eventually, when the region was too short
to give rise to stable Cooper pair states, superconductivity would have broken down,
defining a critical width of the S-region.53 In the opposite case, in which we had made
the S-region wider, we would expect ∆ to stabilize closer to 1 in the regions far away
from both the interface and the rightmost system edge. Using the aforementioned
interpretation of the coherence length ξ0, we would expect this limit to be dS � ξ0.

One may observe that the pair amplitude and ∆ in this normalization regime only
differs in the non-superconducting region. Since f0(x) contains all information, plot-
ting ∆(x) as well is redundant, and from here on we will therefore only plot the singlet
pair amplitude, f0(x).

As for the clean N- and S-structures, we still expect the triplet amplitudes to be
exactly zero. The reason for this is that the BdG equations still decouple, resulting
in an analytical zero-amplitude of the triplet pairs. Explicit numerical calculations
confirm this, yielding that the triplet amplitudes are indeed zero everywhere.

4.3.2 Local density of states

The LDOS at four different positions inside the N/S-structure are plotted in Figure
4.5. One position is inside the metal, while the latter three positions are at different
lengths into the superconductor.
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Figure 4.5: The LDOS at four different positions inside an N/S-structure. The upper left plot
gives the density of states halfway inside the N-region, while the three other plots give the
density of states at different positions inside the S-region. The positions are indicated on top
of each plot. The results are obtained with N⊥ = 1000.

The plots illustrate nicely the proximity effects at an N/S-junction. Firstly, it is evident
that the superconducting gap is narrower compared to that of a clean superconductor.
The prominent peaks which mark the ends of the energy gap are now positioned at ap-
proximately ±0.76∆0. Furthermore, close to junction, as well as inside the N-region,
there is a small peak inside the energy gap. The resulting energy gap is now often
referred to as the minigap,54,55 and its presence inside the N-region is a visible conse-
quence of the proximity effect. The peaks which mark the end of the minigap are most
prominent inside the normal metal, but easily recognizable traces of them are evident
also at x/ξ0 = 0.1 and x/ξ0 = 0.5. These peaks represent bound states, which arise
due to Andreev reflection. Briefly, this is a process where a quasiparticle from the N-
region are joined by another quasiparticle at the interface, entering the superconductor
as a Cooper pair.56,57 The second quasiparticle leaves a quasihole behind, which trav-
els into the metallic side of the junction. Andreev reflection thus allows single particle
states on the N-side with energies inside the energy gap to exist. These states drop off

into the superconductor, where they are exponentially suppressed. There are however
still traces of these a certain length into the S-region, as is evident in the LDOS plots.
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4.4 F/S-structure
We now switch on a magnetic field inside the metal, turning it into a ferromagnet.
Magnetic fields are known to break down Cooper pairs with zero spin projection par-
allel to the axis of the magnetic field, as the two electrons are treated differently in the
magnetic field due to their anti-parallel spin alignment. Classically, one pictures that
the magnetic field tries to align the two magnetic momenta, thus ripping the Cooper
pair apart due to the imposed symmetry of the wave function. Quantum mechanically,
the energy difference between the spin-↑- and spin-↓-particles results in pairing be-
tween electrons of slightly different momenta, giving them a non-zero center-of-mass
momentum. This causes a phase shift which efficiently breaks down superconduc-
tivity. Additionally, magnetic fields induce surface currents on the superconductor.
When the kinetic energy of such currents approaches the energy the electrons gain
from forming Cooper pairs, Cooper pairs are no longer the preferred states (the super-
conducting state is no longer a minimum in the free energy). We thus expect magnetic
fields to considerably suppress superconductivity.

The system parameters used in this chapter are the same as for the N/S-structure,
but additionally we introduce a magnetic field h = h0ẑ, with h0/EF = 0.3.

4.4.1 Pair amplitudes

The singlet pair amplitude as a result of a self-consistent numerical calculation is
plotted in Fig. 4.6, where the junction is positioned at x/ξ0 = 0.
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Figure 4.6: The singlet pair amplitude, f0, plotted for an F/S-structure. The dotted blue line
marks the junction between the two regions, with the F-region to the left and the S-region to
the right.

The plot clearly shows that the superconducting gap parameter drops much faster in
the F/S-system compared to that of the N/S-structure, in accordance with what we
should expect from the discussion of the mixing of superconductivity and magnetic
fields. ∆ is moreover even more suppressed inside the S-region than in the N/S-
structure, reaching only a fairly stable value of approximately 0.55∆0 before oscil-
lations start at the edge. Approaching the junction from the right side, ∆ drops rapidly
very close to the junction. Continuing into the F-region, the pair amplitude oscillates
around zero with a fairly low magnitude, and in what seems like an unsystematic man-
ner. This effect can be understood from the fact that the spin-↑ and spin-↓ electrons
gain different phases in the magnetic field, giving rise to oscillatory behaviour. Hence,
from these results, it is evident that a magnetic field not only kills superconductivity
efficiently inside the ferromagnetic region, but it also affects the conditions for super-
conductivity far inside the S-region.

The phase difference of the electrons gives rise to another meaningful coordinate
for the Cooper pairs, namely the relative time, τ. The electrons may pair in spin-
symmetric states if the total wavefunction is antisymmetric, and the introduction of the
relative time enables us to place the anti-symmetry in τ, or equivalently, in frequency.
This gives rise to so-called odd-frequency triplet Cooper pairs. The (sz = 0)-triplet
amplitude, f1, is plotted in Fig. 4.7 for five different relative times τ.
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Figure 4.7: The triplet pair amplitude f1 for the F/S-structure. The different colours indicate
different relative times, τ, as explained by the legend. The dotted black line marks the junction
between the F- and S-region.

We observe that the triplet amplitude is zero for τ = 0, in accordance with the Pauli
principle. For other relative times, it is clearly non-zero. Note the different behav-
ior of the triplet amplitude inside the F-region as compared to inside the S-region.
While the mean of the amplitude is fairy stable in the S-region, it varies extensively
and unsystematically inside the F-region, just as we observed for the singlet ampli-
tude. We can explain this from the fact that the (sz = 0)-triplets, just as the singlets,
have a non-zero center-of-mass momentum inside a magnetic field. This causes the
aforementioned phase shift of the Cooper pairs, and as a consequence the amplitude
becomes unstable in the F-region. In the S-region however, the triplets may live with a
zero center-of-mass momentum, just as the singlets, causing a more stable amplitude.

The two remaining triplet amplitudes have been evaluated explicitly, and they are
identically zero everywhere, as expected. This is a consistent result, as the Hamilto-
nian commutes with the z-component spin operator, σz. sz is thus a conserved quantum
number, forbidding the existence of an f2- or f3-amplitude.

4.4.2 LDOS

The LDOS at four different positions inside the F/S-structure is plotted in Fig. 4.8.
The positions are equal to those used in the corresponding plot for the N/S-structure
in Fig. 4.5.
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Figure 4.8: The LDOS plotted for the F/S-structure at four different positions. The upper left
plot depicts the density of states at the center of the F-region, while the three remaining plots
depict the density of states at different positions inside the S-region. The results are obtained
with N⊥ = 1000.

It is apparent from the plots that the superconducting energy gap is in fact not fully
developed at any position inside the structure. There are available states at all energies,
clearly illustrating how magnetic fields suppress superconductivity. An energy gap is
growing more prominent as one moves farther inside the superconductor, but it never
evolves into a proper gap. An interesting observation is the peak at E/∆0 = 0 which is
clearly visible far inside the S-region. This peak is often an indication of the existence
of triplet Cooper pairs.58

In the upper left plot, which is from inside the F-region, the density of states sta-
bilizes at below 1 far from the Fermi level. This can be explained by the fact that the
magnetic field favours one spin state, while the other spin state is equally suppressed.
That is, one spin state experiences a potential well inside the magnetic field, while the
other spin state experiences an equally strong potential barrier. In the limit of a very
strong magnetic field, one should thus expect that the normalized density of states
approaches 0.5 far from the Fermi level.

4.4.3 Critical temperature

In order to find out more explicitly how introducing a magnetic field affects the super-
conducting properties of the system, we plot the critical temperature as a function of
the superconductors length, Tc(dS). The length of the ferromagnet is kept at a constant
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dF/ξ0 = 0.2. The results from a numerical calculation is depicted in Fig. 4.9, for four
different magnitudes of the magnetic field, including the limit of a normal metal.
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Figure 4.9: The critical temperature of the F/S-structure plotted with respect to the supercon-
ductor length, dS, for four different magnetic field strengths. The critical temperature, Tc, is
normalized to the temperature of a bulk superconductor with the same system dimensions, T 0

c .

In the normal metal limit, that is when h0 = 0, one observes that superconductivity
already appears at dS/ξ0 ≈ 0.1. The critical temperature further shows a prominent
oscillatory behaviour with respect to dS. This behaviour can be explained by the sym-
metry of the wave function. Since Cooper pairs are formed by electrons at the Fermi
level, we expect most of the electrons to have approximately the Fermi wave vector,
kF. Imagine now that we start with a specified system length d, and then increase or
decrease the system size with (∆d). If we neglect any change in the proximity effect,
the boundary behaviour of the wavefunctions will be more or less unaltered if we do
this in half integer factors of the Fermi wavelength 2π/kF, resulting in approximately
equal physical conditions. We may formulate this requirement mathematically as

(∆d)
ξ0

=
π

kFξ0
≈ 1/32, (4.1)

where we inserted kFξ0 = 100 ≈ 32π. Figure 4.9 confirms that the period of the oscil-
lations is fairly accurately ξ0/32, supporting this explanation. This derivation assumed
no difference in proximity effect as we increase the system length, which generally is
wrong. The consequence of this is that the local maxima of the critical temperature
increases as we increase dS, but we still manage to predict the period of the oscilla-
tions. In the limit of large dS, the approximation of non-altered proximity effect is
good, and we also observe in the figure that the mean amplitude flattens out as the
superconductor reaches a certain length.

We now turn to the critical temperature where a magnetic field is present. The
analysis is performed for h0/EF = 0.1, 0.3 and 0.5. As magnetic fields break down
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superconductivity, the initial guess would be that stronger magnetic field implies more
suppressed critical temperature. It can be observed that by increasing dS, the first
system in which superconductivity arises is indeed the one with the weakest magnetic
field, when dS/ξ0 ≈ 1. The next one to become superconducting is h0/EF = 0.3,
and the system with the strongest magnetic field becomes superconducting first at
dS/ξ0 ≈ 1.3.

What might be surprising about this figure is that as dS is being increased, the criti-
cal temperature of the system with h0/EF = 0.3 goes above the one with h0/EF = 0.1 at
dS/ξ0 ≈ 1.3. This seems to be somewhat in contradiction to the simplified statement
that magnetic fields suppress superconductivity, as one would believe that stronger
magnetic fields has a stronger impact. This therefore deserves a closer look. Be-
low, in Fig. 4.10, the critical temperature in an S/F/S-structure is plotted with re-
spect to magnetic field strength, h0/EF. The dimensions of the system are defined
by dS1/ξ0 = dS2/ξ0 = 1, dF/ξ0 = 0.2. That is, both superconductors have a length of
one coherence length, while the ferromagnet’s length is 1/5 coherence length. The
blue line in Fig. 4.10 shows the results for a 2-dimensional system, while the red
line shows the results for a 3-dimensional system. This analysis was performed for a
trilayer- rather than a bilayer-structure as this leaves reflection at the system edges out
of the analysis.
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Figure 4.10: The critical temperature of an S/F/S-structure plotted with respect to the mag-
netic field strength, h0. The blue line depicts the 2-dimensional result, while the red line shows
the corresponding 3-dimensional result.

For both the 2-dimensional and 3-dimensional system, Tc oscillates with respect to
h0, which probably explains what we observed in Figure 4.9. That is, Tc is not a
monotonic function with respect to h0, and we should therefore in general not expect
an increased magnetic field to result in a lower critical temperature. What is left
to explain is what causes this seemingly periodic behaviour in Tc as function of the
magnetic field strength, why the maxima and minima are placed where they are, and
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why the oscillations are much more prominent in two dimensions compared to in three
dimensions. To explain this, we need to do both a mathematical and a geometrical
analysis.

First, we look at how a magnetic field impacts a quasiparticle wave function. De-
pending on whether the particle has spin-↑ or spin-↓, the particle either sees the mag-
netic field as a potential barrier or a potential well. From a classical perspective,
the energy of the particle is raised or lowered with the Zeeman energy,59 h0, thus
E → E ± h0 inside the ferromagnetic region. The corresponding classical momen-
tum would therefore go to k →

√
2m/~2(E ± h0) ≡ k±. Inside the ferromagnet, the

momentum eigenstates will therefore transform approximately as

uk,σ ∼ ei(k+kσ)x ≡ u0
σeikσx, (4.2)

v∗k,σ ∼ e−i(k+kσ)x ≡ v0
σe−ikσx. (4.3)

Each quasiparticle thus gains a phase. After the particles have traveled a distance
dF through the ferromagnet, the phase shift is k±dF. The singlet pairs are formed by
particles of approximately equal energy, and they thus transform as

f0 ∼ e−i(k+−k−)dF
(
u0
↑v

0∗
↓ + e2i(k+−k−)dFu0

↓v
0∗
↑

)
. (4.4)

Observe that the singlet amplitude gains a phase. In Eq. (4.4) we have written this in
terms of an overall phase as well as a relative phase between u↑v↓ and u↓v↑. If this rela-
tive phase, ∆φ = 2(k+−k−)dF evaluates to (2n+1)π, for some integer n, the singlet pair
has in fact been transformed into a triplet pair. With the same argument, if the phase
evaluates to 2nπ, the relative phase shift is zero, and the electron pair is still a singlet
pair after having passed through the ferromagnet. One expects superconductivity to
break down when a fair amount of all singlet Cooper pairs are converted into triplet
pairs after passing through the ferromagnet. When all incoming singlet pairs exits
the F-region still as singlet pairs, that is when the relative phase shift is minimal, one
should expect superconductivity to be preserved. The particles forming Cooper pairs
are found approximately at the Fermi level, and the equation for finding the maxima
and minima of the critical temperature therefore becomes

√
1 + I −

√
1 − I =

 (2n+1)π
2kFdF

(minima)
2nπ

2kFdF
(maxima)

(4.5)

where we have defined I = h0/EF. Solving this equation yields minima at
Imin ∈ {0.08, 0.23, 0.39 ...} and maxima at Imax ∈ {0, 0.157, 0.310, 0.457 ...}, which is
in good correspondance with what we observed in Fig. 4.10. If we focus on the two-
dimensional case, it is evident that the first few minima and maxima fits the model
well, while for higher I, there is a slight deviation, and the maxima and minima be-
come less prominent. One must remember that a lot of classical approximations have
been done in the derivation, as well as setting E = EF, which in fact deviates with
±~ωD. These approximations are probably the reason to why the model misses of
increasing magnitude as we turn to larger I. We have however managed to predict

56



where the first few maxima and minima appear, and have thus probably understood
the physics behind the phenomenon.

What is now left to answer is why this effect is stronger in two dimensions than
in three. In arriving at that answer, we must first reveal a flaw in the previous argu-
ment. We considered only electrons moving perpendicularly to the junctions between
the superconductors and the ferromagnet. However, in systems spanning more than
one dimension, we also have electrons at the Fermi level moving in other directions,
carrying kinetic energy from movement in the directions parallel to the junction plane.
Therefore, although the strictly perpendicular-moving electrons experience a special
phase shift at the solutions of Eq. (4.5), electrons from all other directions do not share
this symmetry, and will thus cancel the full effect. We name these other electrons “in-
terfering” electrons.

We will now show that this full effect indeed happens in a two-dimensional free
electron gas. The plane of intersection between the ferromagnetic and superconduct-
ing regions in two dimensions correspond to a one-dimensional line. Say we define
a point p0 somewhere along this line. From this point, an electron from a singlet
Cooper pair, e0, travels into the ferromagnetic region, perpendicular to the plane of
intersection, eventually hitting the other superconducting side at point ps. The phase
shift argument above applies for this electron, and for certain magnetic field strengths
the electron will exit the F-region as part of a singlet Cooper pair. Along this same
line there exist exactly two points which are positioned at any specified distance, d1,
from the first point p0. There is one such point at each side of p0. For simplicity, we
will now only consider one of these sides, but the analysis applies for both sides. We
refer to this point as p1. From this point, there exists exactly one trajectory on which
a (classical) electron may travel in order to hit the point ps. We name this electron e1,
and this electron will in general interfere with the effect discussed above. However,
for each interfering electron, e1, there exists another electron, e2, traveling from point
p2 a distance d2 > d1 from p0, hitting the exact same point ps, with exactly opposite
phase of e1. Thus the wavefunction of e2 cancels the wavefunction of e1 at point ps,
and the interfering effect therefore vanishes. This argument can be applied to all po-
sitions along the intersecting line, with the exception of point p0. As the electrons in
a two-dimensional electron gas is evenly distributed with respect to the direction of
k, the interfering effect will cancel exactly. The electrons which do not move perpen-
dicularly to the interface do therefore not interfere with the effect discussed above,
causing the effect to take place in two dimensions.

In three dimensions however, the number of points at distances di from p0 grows
proportionally to di. As a consequence, the interfering electrons will not add up in
perfect cancellation. The total breakdown of superconductivity for certain magnetic
field strengths, as happens in two dimensions, does therefore generally not occur in
three dimensions. The effect is however still easily visible in three dimensions, as Tc

has local (non-zero) minima and maxima approximately where they are predicted by
Eq. (4.5), proving that some symmetry remains.
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4.5 Long-range triplet pairs
We have now covered both N- and S-systems, as well as N/S- and F/S-structures. We
observed that triplet pairs occurred in the F/S-structure, while they were absent for all
other systems. However, only the (sz = 0)-Cooper pairs occurred. Their penetration
depth in a ferromagnet with magnetic field orientation in the z-direction is short, as
the discussion of pair breaking due to non-zero center-of-mass momentum in ferro-
magnets applies generally for all (sz = 0)-pairs. In order to obtain long-range Cooper
pairs, we need to construct Cooper pairs of which both electrons are treated equally
by the magnetic field, that is with equal spin projection along the axis of the mag-
netic field. There are two system compositions which are of special interest for this
purpose, namely the F/S/F- and F/F/S-structures.60,61 These systems have magnetic
fields in two separate regions, which we allow to have different directions. When the
magnetic fields are not parallel, σz no longer commutes with the Hamiltonian, and
the (sz = ±1)-Cooper pairs are allowed to form. When these enter the region with a
z-aligned magnetic field, they will be long-ranged. This effect applies more generally
to all inhomogeneously magnetized structures.

In this chapter, we will investigate the F/S/F- and F/F/S-structures in two dimen-
sions. Unless otherwise specified, we set the length of the two ferromagnetic regions
to dF1/ξ0 = dF2/ξ0 = 0.2, the length of the superconductor to dS/ξ0 = 3, and the
magnetic field strength to h0/EF = 0.3. For both systems, we also define the relative
magnetic field alignment θh, which is the angle between the magnetic fields in F1 and
F2, h1 and h2 respectively.
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4.5.1 F/S/F-structure
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Figure 4.11: An illustration of the F/S/F-structure. The system considered is in reality not
of restricted length along the y-axis, but is of infinite extent in this direction. Moreover, the
structure is of no extent in the z-direction.

We first consider the F/S/F-structure, which is sketched in Fig. 4.11. The singlet
correlation function f0(x) is plotted in Fig. 4.12, for θh = 0.
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Figure 4.12: The singlet amplitude f0 plotted for the F/S/F-structure with θh = 0. The am-
plitudes for the other relative magnetization angles are qualitatively more or less equal to this,
and are thus not plotted. The dotted blue lines mark the junctions between the three regions.
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The singlet amplitude behaves as one would expect after having explored the F/S-
junction, as the same kind of proximity effect finds place at each end. Note however
how suppressed the pair amplitude is compared to the F/S-case in Fig. 4.6. Keep in
mind that the superconductor in this system is three coherence lengths, that is three
times the length of the F/S-structure. This clearly indicates that having a ferromagnet
at each side greatly weakens superconductivity, and the superconductor must be large
in order for superconductivity to arise. Explicit numerical calculations have been
performed for dS = 2, which in fact resulted in ∆ = 0 for all x at T = 0 and θ = 0.
For the system with dS/ξ0 = 3, the pair amplitude is qualitatively fairly equal for other
values of θh. However, it grows slightly when increasing θh, and its peak value has
grown about 0.08∆0 when reaching θh = π, where the fields are antiparallel.

In Fig. 4.13, two triplet amplitudes, f1 and f2, are plotted for five different magnetic
field alignments, θh ∈ {0, π/4, π/2, 3π/4, π}, for five different values of the relative
time coordinate, τ, as indicated by the figure legend. The remaining triplet amplitude,
f3, is zero for all θh and τ, and has therefore been left out from the further analysis.
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Figure 4.13: The triplet amplitudes, f1 and f2, plotted for the F/S/F-structure for five different
magnetization angles. The amplitudes are plotted for five different relative times τ, each with
a different colour. The dotted black lines mark the junctions between the three regions.

When θh ∈ {0, π}, the system is symmetric or antisymmetric, respectively. This is
reflected in f1, being symmetric and anti-symmetric in these situations. For both these
special cases, sz is a good quantum number, thus forbidding the existence of an f2-
amplitude. For non-aligned spins however, the f1-amplitude loses its symmetry, while
an f2 amplitude arises. The f2-amplitude is at its greatest at θh = π/2. For the f2-
amplitude to correspond to a long-range amplitude, it needs to enter a region in which
the magnetic field is polarized in the z-direction, which is the case in the F2-region.
However, it is evident that the amplitude weakens greatly inside the S-region, and only
a small fraction reaches the F2-region.

Another observation worth mentioning is that the combined leakage of Cooper
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pairs into the triplet channel seems to be lowest when θh = π, and the largest leakage
seems to occur for θh = 0. For intermediate configurations with non-aligned magnetic
fields, both the f1-channel and the f2-channel are open. However, the combined leak-
age of singlets into triplets seem to decay as θh is increased, although two channels are
open. This implies that the number of states inside the superconducting gap should
presumably be at the lowest, and the critical temperature its highest, when θh = π.

We confirm this by plotting the LDOS at four positions inside the system, inside the
F1-region, at the interface, and at two positions of various length inside the S-region.
The results are plotted for the same set of θh’s as above in Fig. 4.14, each given with a
different colour. We clearly observe how the number of states inside the gap gradually
falls as θh approaches π, and this applies for all positions. This result indicates that
there are fewer triplet states for this magnetic field orientation, and is consistent with
the triplet correlations observed in Fig. 4.13.
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Figure 4.14: The LDOS plotted at four positions inside the F/S/F-structure, at positions indi-
cated by the text above each plot. Each colour corresponds to a value of θh, as given by the
legend. The results are obtained with N⊥ = 1000.

From the results obtained so far, we have argued that an antiparallel magnetic field
configuration would result in the highest critical temperature. This hypothesis has
been tested explicitly for an F/S/F-structure of equal dF1 and dF2 as above, but with the
S-region shortened to dS/ξ0 = 2.d The results are plotted in Fig. 4.15.

dThis change of superconductor length had to be done due to the greatly reduced computational
power this requires. The analysis for a system of length d/ξ0 = 3.4 was not able to run on one node of
the HPC with the required accuracy. The qualitative physics remain however the same.
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Figure 4.15: The critical temperature of the F/S/F-structure plotted as function of the relative
magnetization angle θh. It is plotted for three magnetic field strengths, h0/EF = 0.1 (blue), 0.2
(red) and 0.3 (green).

As predicted, the critical temperature in general increases with an increasing magne-
tization angle. For h0/EF = 0.2, the critical temperature is non-zero for all θ. For
h0/EF = 0.1 and h0/EF = 0.3 however, Tc is zero up to a certain critical θh, after
which the critical temperature increases close to monotonically. This difference be-
tween the magnetization strengths is probably a result of the same h0-dependence of
Tc as discussed in Chapter 4.4. There is a local minimum in the graph for h0/EF = 0.3
at about θh = 0.7π. This minimum is however not very prominent, and might as well
be a result of a numerical imprecision. More interestingly, all graphs decrease slightly
just as θh approaches π. Although an interesting result, we will not go further into the
F/S/F-structure in this thesis.

We have showed that the critical temperature of the F/S/F-structure is highly θh-
dependent. The results also reveal that it could indeed create and control long-range
triplet Cooper pairs. The F/S/F-structure is thus a potential building block in spintron-
ics devices, and may serve as for instance a spin-valve.62 A downside of the structure
is the need for a long S-region.
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4.5.2 F/F/S-structure

z

−y

h2

θh

h1

d

dSdFdF

x

Figure 4.16: An illustration of the F/F/S-structure. The system considered is in reality not
of restricted length along the y-axis, but is of infinite extent in this direction. Moreover, the
structure is of zero height, that is of no extent in the z-direction.

We now perform the same analysis for the F/F/S-structure, for the same values of θh

and τ. The system is sketched in Fig. 4.16. Putting the F-regions together should
solve the problem regarding the need for a long S-region we encountered for the
F/S/F-structure. Since this system shares a lot of properties with the F/S- and F/S/F-
junctions, we will not plot all properties, but give only the relevant differences.

First, we look at the triplet amplitudes, which are depicted in Fig. 4.17. These share
some properties with the F/S/F-structure, amongst them the zero-valued f2-amplitude
for aligned fields, which is yet again a consequence of the commutation between the
σz-operator and the Hamiltonian for these cases. The f2-amplitude arises when θh is
different from 0 and π, and seems to be at its overall greatest for θh = π/2. There are
however some quantitative differences from the F/S/F-structure. The triplet produc-
tion seems to be maximum at about θh = π/2, and approach minima at θh ∈ {0, π}.
Compared to the F/S/F-structure, this structure also has a much greater amplitude of
long-range Cooper pairs, that is Cooper pairs spin-polarized in the direction of the
magnetic field. For θh = π/2, f1 corresponds to long-ranged Cooper pairs in the left
F-region, while f2 always corresponds to long-ranged pairs in the rightmost F-region.
One can observe that these amplitudes are much greater than they were for the F/S/F-
structure. As for the F/S/F-structure, f3 is zero for all θh and τ, and is thus left out of
further analysis.
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Figure 4.17: The triplet amplitudes, f1 and f2, for the F/F/S-structure, plotted for five different
magnetization angles, θh. The amplitudes are plotted for five different relative times, τ. The
dotted black lines mark the junctions between the three regions.

Furthermore we expect that putting the F-regions together, which essentially means
that we only have F/S-proximity effect on one side of the superconductor, gives a rise
in the critical temperature compared to that of the F/S/F-structure. This is confirmed
by Fig. 4.18, in which the critical temperature is plotted with respect to the relative
magnetization angle θh for three different magnetic field strengths. As for the F/S/F-
structure, the system under consideration in the Tc-plot consists of a superconductor
of length dS/ξ0 = 2, while dF1/ξ0 = dF2/ξ0 = 0.2. The lowest obtained critical tem-
perature for this structure is about 0.55T 0

c , for I = 0.3, and superconductivity is thus
much more robust compared that of an F/S/F-structure of equal dimensions.
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Figure 4.18: The critical temperature of the F/F/S-structure plotted with respect to the relative
magnetization angle, θh. The results are plotted for three different magnetic field strengths, as
indicated by the legend.

In this system, as opposed to in the F/S/F-structure, the minimum in Tc is not at θh = 0,
and the maximum is not necessarily at θh = π. Fig. 4.17 indicated that the leakage of
singlets into triplet pairs reached a maximum when θh ≈ π/2. As leakage of singlets
generally weakens superconductivity, this is thus also where we expect the minimum
of the critical temperature to be. As is evident from Fig. 4.18, the minimum of the
graphs are all found around θh = π/2. The exact behaviour of Tc is however dependent
upon the magnetic field strength, and this indicates that there are more parameters than
simply θh which affect Tc.

The F/F/S-structure shows promising properties. By adjusting macroscopic pa-
rameters like magnetic fields strength and magnetization angle, we are able to control
both the critical temperature and the triplet production in the system. The structure
moreover produces long-range triplets, which makes it interesting for technological
purposes in spintronics.
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5 Spin-orbit coupling

In the previous chapter, we have seen some important results on the proximity effects
which arise when superconductors are combined with either normal metals or ferro-
magnets. Of particular interest are the effects which occur with inhomogeneously
magnetized ferromagnetic regions. These systems produce not only short-ranged
Cooper pairs, but also the long-ranged Cooper pairs. By rotating two individually
homogeneous ferromagnets relative to each other, we are moreover able to turn super-
conductivity on and off. We have also seen that superconductivity shows re-entrant
behaviour even in simple F/S-structures in two dimensions when adjusting the mag-
netic field strength. Superconductivity, which is of microscopic origin, may therefore
be controlled by adjusting macroscopic system parameters. This effect may for in-
stance be used in spintronics, as a control parameter, on equal grounds as gate voltage
is used to control transistors in regular electronics today.

In this chapter we aim to explore the effects of combining spin-orbit interaction
with S-, F- and N-regions. We will develop a quantum mechanical understanding of
how spin-orbit coupling impacts the Cooper pairs and superconductivity in general.
Thereafter we will use this knowledge to suggest new systems which may be used to
control superconductivity by adjusting macroscopic parameters, just as we observed
when adjusting the relative magnetization angle θh in Chapter 4.5. We will look into
two types of SOC, namely SOC in an interface, and in-plane SOC.

5.1 SOC at an N/S-interface
In order to temporarily put aside the effects of ferromagnets, we start out by consid-
ering a simple N/S-structure in which there is a thin SOC-inducing layer between the
two regions. Experimentally, this can be realized by using a thin heavy metal (large
atomic number Z) such as Pt or Au between the N- and S-regions.63 The normal
metal could for instance be chosen to be Cu,64 while Nb and Al are both good can-
didates for the superconductor.65 As the SOC-layer is thin, the mathematical model
of the spatial distribution of the interaction mimics how we would model impurities.
While a magnetic impurity is expected to have a large impact in superconductivity,66

a non-magnetic impurity should not have that large of an impact due to Anderson’s
theorem.67 In order to understand better the impact of SOC, we will therefore com-
pare the results of SOC with both magnetic and non-magnetic impurities. We refer to
Chapter 4.3 for comparison with respect to a clean N/S-junction, that is without SOC.
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Figure 5.1: An illustration of the N/S-structure with SOC in the junction. The system con-
sidered is in reality not of restricted length along the y-axis, but is of infinite extent in this
direction. Moreover, the structure is of zero height, that is of no extent in the z-direction.

The system which is used in most of this chapter is defined in Table 2, and illus-
trated in Fig. 5.1. For the impurity systems, we use αh to denote the magnetic impurity
strength, and αU to denote the non-magnetic impurity strength. Both the SOC-layer
and the impurities are modeled with a Gaussian distribution, that is

hSO(x) = N(x; λSO, σSO)αR(n̂ × σ̂)·k, (5.1)
h(x) = N(x; λSO, σSO)αhσ̂, (5.2)
U(x) = N(x; λSO, σSO)αU, (5.3)

where λSO is the center of the Gaussian distribution, placed in the middle of the SOC
layer. σSO is the variance of the Gaussian distribution, and is quantitatively defined
in Table 2. Most of the distribution is contained within a width of 4σSO. In the case
of SOC, the axis of symmetry breaking which causes SOC to occur is n̂ = x̂. Since
we consider only two dimensional systems, the SOC Hamiltonian therefore reduces
to the z-component of the Hamiltonian derived in Eq. (2.48).

Table 2: Definition of the system parameters for the N/S-structure with a SOC-inducing layer
in the interface.

System parameter Definition

Length of S-region dS/ξ0 = 1
Width of SOC layer 4σSO/ξ0 = 0.03
Length of F-region dN/ξ0 = 0.2
SOC strength αRkF = 0.3
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In Chapter 5.1.3 we will plot the critical temperature with respect to the supercon-
ducting region’s length, dS, which will thus be varied rather than set to the constant
value defined in Table 2. The same applies for the Rashba parameter in Chapter 5.1.4,
where the critical temperature is plotted with respect to αR.

5.1.1 Pair amplitudes

The singlet pair correlation, f0(x), for a SOC-layer in the junction of an N/S-structure,
as a result of a self-consistent numerical calculation of the superconducting gap pa-
rameter, is depicted in Fig. 5.2. Compared to a clean N/S-structure, of which results
are plotted in Fig. 4.4, it seems that including a layer of SOC in between the N- and
S-region gives no significant difference in the singlet amplitude. By taking a closer
look however, one may observe that the amplitude of f0 drops inside the SOC-region
compared to in the S-region, and this slightly suppressed amplitude continues into the
N-region.
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Figure 5.2: The singlet pair correlation f0(x) plotted for an N/S-structure with SOC at the
junction. The system is defined properly in Table 2.

In Chapter 2.3, we compared SOC to magnetic fields, as SOC seems to induce a
magnetic field from a particle’s perspective. This induced magnetic field is depen-
dent upon momentum, and particles with opposite momenta thus experience opposite
pointing magnetic fields. In a singlet Cooper pair, which consist of, namely, opposite
moving electrons, the two electrons experience antiparallel magnetic fields. However,
as the spins of the two particles are opposite as well, their experience of the SOC is
in fact equal. Hence, although interfacial SOC induces what may be interpreted as a
magnetic field, an important difference from real magnetic fields is that it in fact does
not cause a phase change to the singlet Cooper pairs. Put in other words, it does not
give the Cooper pair a finite CoM. Therefore it does not break down superconductivity
as violently as magnetic fields do.

69



The magnetic field induced by SOC may therefore rather be interpreted as either
a potential barrier or a potential well for the Cooper pairs. We know from introduc-
tory quantum mechanics that such a potential barrier/well causes reflection, that is
not all particles are being transmitted through the junction, but some are rather being
reflected. In the limit of a very strong barrier, the classical limit will be realized, in
which all particles are being reflected. If we make the SOC-region sufficiently thin,
the barrier/well may be approximated as a δ-potential. An important result for the δ-
potential is that the reflection coefficient does not depend on the sign of the potential,
that is whether it is a δ-barrier or a δ-well. Thus if we were to make this approxima-
tion to our N/S-junction with SOC, both types of Cooper pairs, that is ψk,↑ψ−k,↓ and
ψk,↓ψ−k,↑, would be reflected and transmitted equally in the SOC-region. Note that this
reflection basically protects our Cooper pairs from entering the region in which they
are suppressed, that is the N-region. In the limit of infinitely strong SOC, one would
due to this argument expect all singlet Cooper pairs to be reflected, thus causing the
superconductor to experience bulk conditions. We would also expect the results for
SOC in such an N/S-structure to be fairly equal to what would be obtained if the SOC-
region was exchanged with a potential barrier, that is a thin non-magnetic impurity.

The discussion above treats electrons inside the superconductor with well defined
momentum. These kind of states are not eigenstates of the system, even inside a clean
superconductor, and it makes the discussion rather a hand-waving argument. In order
to fully understand what SOC does to the Cooper pairs, we choose to go to the quasi-
particle basis, and expand the wave function in terms of momentum basis quasiparticle
wave functions, uk,σ and vk,σ. These quasiparticles are eigenstates inside a clean su-
perconductor, and are therefore more suited for this discussion. We remember that
a quasiparticle’s dispersion relation in a clean superconductor is E±k = ±

√
εk + |∆k|,

where the ±-sign denotes either quasiparticles or quasiholes, and of which all notation
is properly defined in Chapter 2.1.1. The quasiparticles are thus not allowed to live
inside the energy gap EF±∆ in a clean superconductor. However, when the structure is
no longer a clean S-structure, but either N- or F-regions are introduced, states appear
inside the band gap, referred to as the proximity effect. These states are suppressed
inside the S-region, and far inside the superconductor, none of these states are left, and
the band gap resembles a fully developed state. On the other hand, if the proximity
effect is made sufficiently strong, superconductivity breaks down.

From a mathematical point of view we know that the Schrödinger equation implies
continuous wave functions. The reason why the quasiparticle states with energies in-
side the band gap appear in the F- and N-region is that they are allowed here, while
being suppressed in the S-region. However, a continuous wavefunction implies that
they must be present a certain length into the superconductor as well, if present in
the N- or F-region. Under most conditions, the derivative of the wave function must
also be continuous, putting limits to how fast the quasiparticle amplitudes may decay
in the S-region. Introducing a δ-potential in the junction between such regions how-
ever, allows the derivative of the wave function to be discontinuous. With increasing
strength of the δ-potential, the wave function amplitudes of these states may be fully
present inside the N- or F-region, while suppressed increasingly fast inside the S-
region. Following this argument, a δ-potential protects the superconductor against the
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states that destroy superconductivity, thus effectively enhances superconductivity. We
have therefore reached the same conclusion as was obtained from the electron point
of view above, namely that SOC in an N/S- or F/S-interface should have a protective
effect on superconductivity. Put in other words, SOC damps the proximity effect.

No s-wave triplet amplitudes appeared for this structure. As the Hamiltonian com-
mutes with σz, it comes as no surprise that neither of the f2- or f3- amplitudes ap-
peared. However, given that σz in fact appears in the Hamiltonian, one should perhaps
expect a non-zero f1. Quasiclassical calculations made in Refs. [68, 69] show that a
two-dimensional N/S-structure with intrinsic SOC in the N-region results in non-zero
triplet amplitudes. An important difference is however that the structure considered
in this chapter does not have intrinsic SOC, but rather interfacial SOC. With intrin-
sic SOC in two-dimensional systems, the possible SOC-induced fields span a two-
dimensional plane, whereas they can only be found along a one-dimensional line for
interfacial SOC. Due to this, we can use the similarity to non-magnetic impurities to
explain why no triplet amplitudes appear, namely that singlets do not gain finite CoM.
Interfacial SOC is in fact qualitatively equal to intrinsic SOC in one dimension, in
which the SOC-induced fields are also found along a line. For one-dimensional in-
trinsic SOC, the triplet amplitudes are indeed found to be zero by Ref. [68], and these
quasiclassical results are thus not in contradiction with the results obtained here. As a
matter of fact, the results are consistent.

5.1.2 LDOS

To test the reasoning above, the LDOS has been plotted at four positions inside the
N/S-structure with SOC in the junction in Fig. 5.3. One position is just to the left of
the SOC layer, one is in the center of the SOC-layer, one is just to the right of the SOC
layer, and the last position is half a coherence length inside the superconductor. We
use Fig. 4.5 as a reference, as this depicts the LDOS around a clean N/S-junction.
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Figure 5.3: The LDOS plotted at four different positions inside the N/S-structure with SOC
in the interface. The upper left position is inside the N-region, the upper right is in the middle
of the SOC-region, while the lower plots are from two different positions inside the S-region.
The results are obtained with N⊥ = 2000.

The plot in the upper left of Fig. 5.3 depicts the density of states inside the N-region,
0.1 coherence length from both the end of the system and the SOC-junction. This
is the same position relative to the junction as depicted in the upper left plot in Fig.
4.5 for the clean N/S-structure. The results show that there are more states present
within the gap inside the N-region when SOC is present. The states also seem to
be more smeared out, and they are distributed much closer to the Fermi level than
in the absence of SOC. That is, the minigap is narrower. Just inside the SOC-layer,
depicted in the upper right plot, there are still many states present inside the gap,
although being slightly attenuated compared to inside the N-region. Just 0.1ξ0 inside
the superconductor, depicted in the lower left plot, there are almost no traces left of
the states inside the gap. In contrast, for the clean N/S-junction, there are still many
states present 0.1ξ0 into the superconductor, depicted in the upper right plot in Fig.
4.5.

These observations tell us that there are more states within the energy gap in the
N-region, while in fact fewer such states inside the S-region, as compared to the clean
N/S-structure. This is just in accordance with the discussion above, where it was
reasoned that SOC allows more quasiparticle states to be present inside the N-region,
as they are being reflected back and forth without entering the S-region. Equivalently
and more mathematically, the SOC allows the derivative to change almost instantly
at the junction (in the limit of a δ-potential, it may be discontinuous). This allows
the wave functions of the quasiparticles to decay faster inside the S-region, without
negatively affecting their amplitude inside the N-region. The observations in Fig. 5.3
imply that the wave functions behave in this manner, and the LDOS therefore supports
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the reasoning made above.
Another observation is that the LDOS is symmetric about the Fermi level. As SOC

is symmetric for an electron with spin σ and a hole with spin −σ, this comes as a
natural consequence of summing over all (k, σ). Furthermore, the LDOS for spin-
up and spin-down particles have been investigated separately, showing no difference
between them. While a magnetic field creates a spin-dependent LDOS, SOC does not
due to the momentum dependence. This may be understood from the fact that for every
state |k, ↑〉, there exists a state |−k, ↓〉 which experiences just the same SOC-induced
potential, and the same applies for ↑ ←→ ↓.

5.1.3 Critical temperature and the superconductor length

The critical temperature is plotted as a function of the length of the superconductor
in Fig. 5.4, with the results for a SOC-layer in the junction to the left, and for a non-
magnetic impurity to the right. The equivalent plot for the clean N/S-structure is given
in Fig. 4.9. What is evident from the comparison with this figure, is that the qualitative
difference in critical temperature with or without SOC present is rather small. Both
systems gain the first non-zero critical temperature at dS ≈ 0.1ξ0. Tc grows steadily
with increasing length, and oscillates with a period of ξ0/32. However, the oscillations
are more prominent for the clean N/S-structure, hence a bit damped by the SOC-layer.
The average critical temperature is more or less unaltered, but the minima and maxima
are closer to the average for the SOC-system.

Hence, stating that a SOC-layer enhances superconductivity is a bit simplified and
misleading. However, the results confirm that the proximity effect is damped. In the
discussion of the oscillatory behaviour of Tc(dS) in Chapter 4.4.3, we concluded that
this is a result of increasing the system width in half integers of the Fermi wavelength.
Introducing SOC helps in decoupling the N- and S-region. The critical temperature of
a clean superconductor above a certain length is more or less independent of its length.
This implies that decoupling the regions should logically damp the oscillations, which
is also what we observe. This damping helps protecting the superconductor by atten-
uating the minima, but also suppresses the symmetries in the wave functions which
cause the maxima to appear.
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Figure 5.4: The critical temperature of an N/S-structure plotted with respect to the length of
the superconductor, dS. The length of the N-region is held at a constant dN/ξ0 = 0.2. Between
the N- and S-regions, there is either a SOC-inducing layer (a), or a non-magnetic impurity (b),
with a width of 4σSO/ξ0 = 0.03.

The results in Fig. 5.4 enable us to compare SOC (a) to non-magnetic impurities
(b). It is evident that these curves show qualitatively the exact same behaviour. Al-
though the exact numbers differ slightly, the overall behaviour more or less confirms
our prediction, namely that SOC and non-magnetic impurities cause the same effect
on an N/S-structure. Note that in this plot, we have plotted the critical temperature
of the SOC-system with a defined αRkF, that is the Rashba parameter times the Fermi
wave vector, of which unit is energy. The Rashba parameter, of which unit is en-
ergy times length, does therefore not stand-alone specify the induced magnetic field
strength experienced by electrons, but this field is momentum dependent. As the elec-
trons forming Cooper pairs have approximately the Fermi energy however, and thus
also |k| = kF, the SOC Hamiltonian returns a value of ±αRkF for these electrons, given
they are σz-eigenstates. A non-magnetic impurity on the other hand is simply a scalar
potential field, returning a value of αU for all spin-states. It should therefore come
as no surprise, after realizing that SOC and non-magnetic impurities give almost the
same effect on N/S-structures, that the critical temperature responds equally to equal
αU and αRkF, that is the Rashba parameter scaled up with the Fermi wave vector.

5.1.4 Critical temperature and the Rashba coupling strength

Finally, we will look at how the critical temperature responds to an increasing Rashba
parameter. The results above motivates us to compare the SOC-system with a non-
magnetic impurity. In addition, we will compare these results to a magnetic impurity.
These results are depicted below in Fig. 5.5.
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Figure 5.5: The critical temperature of an N/S-structure, with SOC (green), a non-magnetic
impurity (blue) or a magnetic impurity (red) in the junction. The system has the same dimen-
sions as the systems explored previously in this chapter.

This plot once more supports the hypothesis that a non-magnetic impurity and SOC
gives the same effect to an N/S-structure. One may observe that the critical tempera-
ture is slowly increasing all the way from being a clean N/S-system, in which α = 0,
up to α/EF = 0.5. The critical temperature in the SOC-system increases by about
0.02T 0

c in this interval of α, while the non-magnetic impurity gives a rise in Tc by
about 0.03T 0

c . Hence these two systems behave rather equally, but the results are not
exactly equal. This is probably due to the fact that the interactions are of very different
nature, and we did a lot of approximations in arriving at the conclusion that SOC and
a non-magnetic impurity affect an N/S-structure equally. Amongst these approxima-
tions, the most important one is probably the δ-potential approximation. While none
of the potentials, neither the non-magnetic nor the SOC-induced one, behaves as a
δ-function, the SOC-induced potential produces either a barrier or a well. When the
potential is not a δ-function, the reflection coefficient is dependent upon being either
a barrier or a well. Hence, since the non-magnetic impurity always acts as a potential
barrier, there is a slight qualitative difference between these interactions.

Until now, we have focused on the equality between a non-magnetic impurity and
a SOC-layer. As a mathematical equality to the magnetic Hamiltonian was discovered
in the derivation of the SOC Hamiltonian in Chapter 2.3, we have included a magnetic
impurity in Fig. 5.5 to show how this equality is not reflected in their impact on su-
perconductivity. There is one important difference, namely that the SOC Hamiltonian
is momentum-dependent, thus treating the Cooper pair forming electrons equally, as

75



discussed in the introduction to this chapter. The importance of this difference cannot
be understated, as is evident in the plot. While the critical temperature rises slightly
for increasing Rashba parameter, Tc shows a strictly decreasing behaviour as function
of the magnetic impurity strength. At about αh/EF = 0.36, it suddenly drops abruptly,
before going to zero slightly thereafter. The magnetic impurity thus made supercon-
ductivity break down, as opposed to the SOC-layer, which stabilizes superconductivity
by damping the proximity effect.

5.2 SOC at an F/S-interface

z

x

−y

θh

h

d

dS4σSOdF

n̂

Figure 5.6: An illustration of the F/S-structure with SOC in the junction. The system con-
sidered is in reality not of restricted length along the y-axis, but is of infinite extent in this
direction. Moreover, the structure is of zero height, that is of no extent in the z-direction.

The time has now come to switch on a magnetic field in the metal, thus looking at
SOC in the interface between a ferromagnet and a superconductor. Experimentally,
this may be realized by exchanging the normal metal with a ferromagnet. For weak
ferromagnetism, good alternatives are for instance PdNi,70 or CuxNi1−x with x ≈ 0.5.71

In this chapter we will however apply rather strong magnetic fields, and clean ferro-
magnetic elements such as Fe, Co and Ni are relevant for this regime.72 The system
is illustrated in Fig. 5.6. The experience from the N/S-structure tells us that SOC
protects the singlet Cooper pairs from the proximity effect, and we now want to check
whether this effect remains in an F/S-junction. From the results in Chapter 4.4, we
know that such a junction creates triplet Cooper pairs. Furthermore, introducing SOC
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breaks spin-rotational invariance. We should therefore expect an effect from rotat-
ing the magnetic field. Without the presence of SOC, rotation of the magnetic field
is equivalent to rotating the coordinate axes, which of course cannot impact physical
quantities. Note that this only applies for the Hamiltonian used here, given in Eq.
(3.1). For a full electrodynamic Hamiltonian, in which the coupling between the mag-
netic field and electric currents is included, this rotational invariance is broken already
before introducing SOC.

The dimensions of the system explored in this chapter are the same as used in the
last chapter, in which we had an N/S-junction with interfacial SOC. This system was
defined in Table 2. The only difference is that we now introduce a magnetic field
h = h0

(
sin (θh) x̂ + cos (θh) ẑ

)
, where θh is magnetization angle relative to the z-axis.

We could have been even more general, including magnetic field orientation along
the y-axis. However, after introducing this type of SOC, the system remains spin-
rotationally invariant around the axis which breaks full rotational invariance. As the
SOC induces a magnetic field either in the ±ẑ-direction, this means that a rotation in
the xy-plane would not, and in fact could not, have any physical implications. In this
chapter, the magnetic field strength is set to h0/EF = 0.3, and the Rashba parameter is
set to αRkF/EF = 0.5.

5.2.1 Pair amplitudes

A numerical computation has been performed for five different magnetization angles,
θh. As the SOC-induced magnetic fields may point either direction along the z-axis,
the Hamiltonian is invariant under the transformation θh → π − θh. The set of magne-
tization angles under consideration has therefore been set to {0, π/8, π/4, 3π/8, π/2}.
The singlet pair correlations for all these angles are plotted in Fig. 5.7. This figure
should be compared with Fig. 4.6, which depicts the results for a clean F/S-structure,
that is without SOC.
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Figure 5.7: The singlet pair amplitude plotted for five different magnetization angles, θh,
for an F/S-structure with SOC in a thin layer at the interface. The SOC-layer is Gaussian
distributed inside the blue dotted lines (which cover a width of 4σSO).

The upper plot in Fig 5.7 shows the results for θh = 0, and the magnetization an-
gle is increased by π/8 for every plot downwards. It can be observed that the sin-
glet correlation, and thus the superconducting pair potential, grows by increasing the
magnetization angle. At θh = 0, its maximum before the oscillations at the bound-
ary is approximately 0.1. Growing steadily by increasing magnetization angle, this
maximum doubles as θh approaches π/2. Hence, it seems as though a magnetization
perpendicularly aligned to the SOC-induced magnetic fields results in best conditions
for superconductivity to exist.

Before looking into theoretical explanations for this result, we study the s-wave
triplet amplitudes as well. In the N/S-structure with interfacial SOC, no s-wave triplet
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amplitudes appeared. We thus conclude that stand-alone SOC does not create triplets
from singlets, that is, it does not cause phase shifts to |k, σ〉 |−k,−σ〉-pairings. With
the introduction of a magnetic field however, (si = 0)-triplet Cooper pairs, where i is
the axis of magnetization, automatically appear. As long as there is no SOC present,
the Hamiltonian commutes with the σi-operator, thus makes si a conserved quantity.
Introducing SOC on top of this, we also add the σz operator to the Hamiltonian. If
i = z, sz is still a conserved quantum number, and we should therefore only observe
(sz = 0)-Cooper pairs. This is confirmed by the upper plot in Fig. 5.8, in which the
triplet amplitudes for θh = 0 are plotted. Only the (sz = 0)-triplet amplitude appears,
and sz is thus conserved. However, by rotating the magnetic field such that i , z, sz is
no longer a conserved quantity. As is evident from the plots, with θh , 0, f2 is non-
zero. This result is however not an exclusive effect of SOC, as rotating the magnetic
field effectively rotates the Cooper pair amplitudes, as demonstrated in Chapter 2.4.1.

An interesting observation is that an f3-amplitude appears as well for θh < {0, π/2}.
In the absence of SOC, the f3-amplitude would not have appeared by rotating the
magnetic field in the xz-plane, but would rather have required a non-zero y-component
of the magnetic field. With SOC however, it clearly appears. Note however that its
amplitude is about one order of magnitude lower than the f1- and f2-amplitudes. The
appearance of the f3-amplitude must be due to Cooper pair spin-mixing caused by
SOC. In Chapter 2.4.3, a brief discussion of how SOC and an arbitrary magnetic
field interacted was made, and it was concluded that it will generally result in spin-
mixing for all magnetizations but for two special angles, namely 0 and π/2. This
is just the effect observed here. At θh = 0, sz is a conserved quantum number, and
no (sz = ±1)-amplitudes may be produced. For increasing magnetization angles, the
spin-mixing effect seem to grow. At θh = π/2 however, only the singlet- and the f3-
amplitude are being mixed in pseudospin, as was derived in Chapter 2.4.2. At this
angle, the Pauli principle forbids any mixing, and the f3-amplitude must therefore
be zero. Explicit tests have been performed, in which θh was set close to π/2. The
analysis showed that the f3-amplitude remained quite strong until θh was close to π/2,
then dropping steadily to zero when θh passed a certain point. The non-monotonic
behaviour of f3 indicates that there are two competing forces in the production of this
triplet amplitude. Increasing magnetization angle generally makes the effect of SOC
stronger, increasing the f3-amplitude. On the other hand, when the θh is close to π/2,
the Pauli principle restricts the spin-mixing, eventually suppressing it completely. As
the f3-amplitude is always much lower than the remaining two triplet amplitudes, the
spin-mixing effect must be weaker than the production of triplet Cooper pairs, mainly
provided by the ferromagnet.
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Figure 5.8: The triplet amplitudes for five different magnetization angles, θh, for the F/S-
structure with a SOC-layer in the junction. Each plot contains triplet correlations for five
different relative times, τ.

The downmost plots should be compared to the corresponding plots for the F/F/S-
structure in Fig. 4.17, for magnetization angle θh = π/2. We learned in this chapter
that a magnetic field in the i-direction creates a (si = 0)-triplet amplitude. By introduc-
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ing another magnetic field, which is not aligned to the first field, some of these triplet
pairs are rotated into (si = ±1)-Cooper pairs. However, for the case of a SOC-induced
magnetic field instead of a second magnetic field, still perpendicularly aligned to the
first magnetic field, we observe in fact no rotation of one kind of triplet pairs into
another kind of triplet pairs. Note that when θh = π/2, the f2 amplitude corresponds
to triplet Cooper pairs with σx = 0, that is no spin-polarization in the x-direction. If
the SOC-layer had been substituted by a magnetic field, an f1-amplitude would have
appeared, as it did for the F/F/S-structure.

We may now begin to search for an explanation of the strengthening of the super-
conducting energy gap with increasing magnetization angle. We know that such in-
terfacial SOC in no situation induces triplet pairs without the help of a magnetic field,
as experienced from Chapter 5.1. That is, it does not create triplets from singlets, as
magnetic fields does. However, we have revealed that spin-mixing of the Cooper pairs
generally occurs for all magnetization angles with exception of θh ∈ {0, π/2}, which
thus opens more triplet channels. In general, such opening of triplet channels is an
argument for suppression of superconductivity, as we are used to from for instance the
F/F/S- structure. What is observed is however just the opposite, namely that supercon-
ductivity is being enhanced. Note however that SOC does not cause any net increased
triplet production from singlets. That is, there is no increased leakage of singlets into
triplets. SOC simply redistributes the different kinds of triplets. Since singlet leakage
is what causes superconductivity to be suppressed, SOC does therefore not cause this.

To grasp the physics of the system in the search for understanding, it helps to find
the eigenstates. We once again refer to Chapter 2.4.2, where the eigenstates of such a
system was derived, given in Eq. (2.68). For this derivation to apply directly here, we
must redefine our coordinate system such that x←→ z. The main result of this chapter
was that if the SOC-induced field is perpendicular to a magnetic field, a component
of the singlet state becomes long-ranged. That is, if we project the singlet state onto
the eigenbasis, it will in general be a linear combination of a pseudosinglet and a
(s′ = ±1)-pseudotriplet, the latter of which do not gain a relative phase throughout
the system due to having zero CoM. As a consequence of this effect, the leakage of
singlets is reduced, allowing for a larger singlet amplitude to sustain. This effect of
SOC is θh-dependent, and will therefore increase as θh increases. The results obtained
by numerical calculations seem to support this analysis. The singlet amplitude is about
doubled by rotating the magnetic field from θ = 0 to θ = π/2.

If the reasoning above is correct, namely that there exist long-ranged singlet pairs,
this should have measurable consequences. As the source of triplet pairs are singlet
pairs, there must be an equilibrium between the amount of singlet and triplet pairs
when the system as a whole is in in equilibrium. Hence, if we (fictitiously) increase
the singlet pair amplitude without adjusting any other system parameter, we would in
general expect the triplet amplitude to increase proportionally. However, if a fraction
of the singlets are long-ranged, this fraction will by definition not be rotated into triplet
pairs. We would thus expect the relative amounts of singlet and triplet pairs to be
altered in favour of an increased singlet pair fraction. This has been analyzed closer for
these results, and we have compared the two extrema, namely when θ = 0 and θ = π/2,
where no spin-mixing occurs. Averaging both the singlet and the triplet amplitudes
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gives that the average f θh=0
0 divided by the average f θh=π/2

0 evaluates to ≈ 0.3892,
while the average f θh=0

1 divided by the average f θh=π/2
2 evaluates to ≈ −0.4051. The

average triplet amplitude for θh = 0 is therefore about 4% larger compared to the
corresponding average singlet amplitude than it is for θh = π/2, confirming this altered
equilibrium.

5.2.2 LDOS

As a consequence of the analysis so far, we expect the band gap to be more developed
for higher magnetization angles, θh. This is due to the creation of long-ranged singlets,
which should imply fewer triplet states relative to singlet states, thus reducing the
number of states within the band gap. When θh = 0, this effect does not occur, and
the plots should be qualitatively rather equal to the clean F/S-junction. However, as
superconductivity in this system is very weak for θh = 0, it is not directly comparable
to the LDOS of the clean F/S-structure in Fig. 4.9, where the S-region is longer. For
θh = π/2, the effect should be at its maximum, creating the most prominent band gap.
The LDOS at four different positions are plotted in Fig. 5.9, both inside the F- and
S-region.
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Figure 5.9: The LDOS for the F/S-structure with SOC in the interface plotted at four different
positions, as indicated above each plot. At each position, the LDOS is plotted for five different
magnetization angles, θh. The results are obtained with N⊥ = 2000.

The plots show very clearly that the superconducting gap becomes much more promi-
nent for higher magnetization angles. For θh = 0, one can in fact almost not spot
any gap at all. As we rotate θh further towards π/2, this gap grows, and it is almost a
complete gap for θh = π/2. This applies to all positions in the system, both inside the
F-region and inside the S-region. As the energy gap grows with θh, this indicates that
the fraction of singlet states grows, and that superconductivity is thus being strength-
ened.
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5.2.3 Critical temperature

It was evident from Fig. 5.7 that as θh was set closer to π/2, superconductivity was
strengthened. To see how this affects the sustainability of the superconducting state,
the critical temperature as function of the magnetization angle is plotted for three
different Rashba parameters in Fig. 5.10.
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Figure 5.10: The critical temperature of an F/S-structure with SOC in the interface plotted for
three different Rashba parameters, as function of the magnetization angle, θh.

Firstly, these results confirm that the Hamiltonian is invariant under the transforma-
tion θh → π − θh, as the plot is symmetric about π/2. Furthermore, the results clearly
indicate that the closer the magnetization angle is to π/2, the more robust is the su-
perconducting state. This is an interesting result, as we are able to control the critical
temperature by adjusting a macroscopic parameter. Although not directly compara-
ble, these results show similar behaviour as obtained by a quasiclassical approach in
the diffusive limit in Ref. [73]. In this paper, intrinsic Rashba-Dresselhaus SOC is ex-
plored for a three-dimensional S/F/S-trilayer structure. The results show that for equal
weights of Rashba and Dresselhaus SOC, rotating the magnetic field over an interval
of π/2 causes the critical temperature to go from minimum to maximum. This is just
what we found for the F/S-structure with interfacial SOC studied here. For the purpose
of simply controlling Tc, this system can thus serve as a substitute for the F/S/F- and
F/F/S-structures, in which we observed the same behaviour of Tc. These results are
plotted in Figs. 4.15 and 4.18 respectively. The results for SOC are most similar to the
F/S/F-results, as the critical temperature grows monotonically for θh ∈ [0, π/2]. How-
ever, the system considered in this chapter is only 1.23ξ0, and can thus be much shorter
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than the length needed for a superconducting state to arise in an F/S/F-structure. As
the SOC-layer generally weakens the proximity effect, this system configuration may
also be shorter than needed for the F/F/S-structure.

In order for the rotation of θh to have a prominent effect on the critical temper-
ature of the system, it is obvious that the system cannot be too long. If the system
is of sufficient length, the superconducting state will be stable even though there is
a ferromagnet at the end, and the effect of increasing the magnetization angle would
eventually be negligible. For technological purposes, it is however interesting to ob-
tain the largest possible variation in Tc by adjusting a macroscopic parameter. In order
to find this point for a system with a F-region of length dF/ξ0 = 0.2, with magnetic
field strength h0/EF = 0.3, and a Rashba parameter of αRkF/EF = 0.5, the critical
temperature is plotted as function of the superconductor length dS in Fig. 5.11.
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Figure 5.11: The critical temperature of the F/S-structure with SOC in the interface plotted
with respect to the length of the superconductor, dS. The red line depicts the results for θh = 0,
the blue line for θh = π/2, whereas the black line depicts the results when SOC is switched
off.

The results reveal that we in fact nearly did the analysis above for the dS which would
give the largest effect in Tc-variation. The plot shows that the maximum difference
between the two magnetization angles is about 0.15T 0

c . Additionally, the Tc-curve
for the system with SOC switched off is also plotted in the same figure. This curve is
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included to show explicitly that the SOC-layer indeed strengthens the superconducting
state for all θh.

5.3 In-plane SOC in an S/F/S-structure
In this chapter, we will explore how in-plane SOC affects superconductivity. With
in-plane, we mean (the equivalent of) setting up an electric field perpendicular to the
plane in which we have defined our two-dimensional system, causing SOC-induced
fields parallel to the plane of the physical system. We define our system to span
the xz-plane. The SOC Hamiltonian for such a system is given in Eq. (2.53). This
Hamiltonian has a lot in common with the Hamiltonian for SOC in an interface, and
the last chapter may therefore serve as guide to what effects we expect. By studying
this Hamiltonian, it can be observed that there is no longer an SOC-induced magnetic
field along one axis. The induced fields now rather span a plane, namely the xz-plane.
These magnetic fields are proportional to the momentum in each other directions,
that is terms as σxkz and σzkx appear. In addition to these SOC-induced magnetic
fields, there also appear effective magnetic point-impurities wherever the SOC-layer
starts or stops. They appear as a result of the symmetrization procedure presented in
Chapter 2.3.4, which was performed due to the requirement of the hermiticity of the
Hamiltonian. These effective magnetic impurities do not depend upon momentum,
and must therefore be interpreted as proper magnetic fields.

The results from the last section, and from the derivation of the eigenstates in mixed
SOC- and ferromagnetic regions in chapter 2.4.2 has told us that SOC-induced mag-
netic fields combined with proper magnetic fields causes the singlet state to project
onto the eigenbasis (where pseudospins are good quantum numbers) as a linear com-
bination of a short-ranged pseudosinglet and a long-ranged pseudotriplet. This effect
will in general be most prominent when the SOC-region and the ferromagnet are close,
or even better, in the same region. We will therefore merely look at one structure in
this chapter, namely an S/F/S-structure in which SOC is present in the entire F-region.
We have here chosen a trilayer- rather than a bilayer-structure in order to study how
the singlet amplitude sustains through the F-region, connecting the two S-regions. As
SOC is restricted to a limited domain along one axis, there are induced two effective
magnetic impurities, one at each boundary of the SOC-region. By putting an S-region
on each side of the SOC-region, we will see the full effect of these effective magnetic
fields. The structure is illustrated below in Fig. 5.12. Al and Nb once again serve
as good candidates for the choice of superconductor. For the F-region with in-plane
SOC, GaAs is a good choice, as it provides controllable SOC.74 GaAs is however
not ferromagnetic by itself. This may be solved by doping it with for instance Mn,75

resulting in a structure with both intrinsic ferromagnetism and in-plane SOC. Ferro-
magnetism could also be proximity-induced by growing a thin ferromagnetic material
on top of GaAs, such as an yttrium iron garnet (YIG).76 These types of ferromag-
netism are however not controllable. If such control is required, an external magnetic
field can be applied.
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Figure 5.12: An illustration of the S/F/S-structure with in-plane SOC in the F-region. The
system considered is in reality not of restricted length along the z-axis, but is of infinite extent
in this direction. Moreover, the structure is of zero height, that is of no extent in the y-direction.

We define the S/F/S-structure according to Table 3. As SOC in general is expected to
protect a fraction of the singlets, we need not define a very long system for supercon-
ductivity to sustain. Therefore, the full system length is only defined to be 1.1ξ0.

Table 3: Definition of system parameters for the S/F/S-structure with in-plane SOC inside the
F-region.

System parameter Definition

System length d/ξ0 = 1.1
Length of left S-region dS1/ξ0 = 0.5
Length of right S-region dS2/ξ0 = 0.5
Length of F-region dF/ξ0 = 0.1
Magnetic field strength h0/EF = 0.1

The Rashba parameter, αRkF, will be varied between 0 and 0.5EF for the various anal-
yses, and will be specified in the coming sections. As in-plane SOC fully breaks
spin-rotational invariance, we will keep the direction of the magnetic field completely
general, thus expressing it as

h = h0

(
cos(φ) sin(θ)x̂ + sin(φ) sin(θ)ẑ + cos(θ)ŷ

)
, (5.4)
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where φ is the azimuthal angle and θ is the polar angle of slightly modified spherical
coordinates, that is with y and z having changed roles.e With the definitions in Table
3, the SOC Hamiltonian becomes

HSO = αR

[
kxσz − kzσx

]
+
αRσz

2i

[
δ(x − xL) − δ(x − xR)

]
, (5.5)

where xL and xR are the x-coordinates of the left and right boundaries of the SOC-
region respectively, and where the position dependence of the Rashba parameter has
been suppressed in the notation.

5.3.1 Pair amplitudes

We start the analysis by plotting the pair amplitudes for different magnetization direc-
tions. Due to the spin-mixing effect of SOC at most magnetization setups, as encoun-
tered in the last chapter, we need to include all pair amplitudes, f0, f1, f2 and f3. Fig.
5.13 depicts the results for the singlet pair amplitude for magnetization along the x-,
y- and z-axis. The Rashba parameter has been set to αRkF/EF = 0.4 for this analysis.

eThis choice was only made as it provides the simplest formalism.
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Figure 5.13: The singlet amplitude plotted for the S/F/S-structure with in-plane SOC in the
F-region, for magnetization along the x-, y- and z-axis. The dotted blue lines indicate the
junctions between the F- and S-regions. The Rashba parameter has been set to αRkF/EF = 0.4.

The qualitative behaviour for the singlet amplitudes of these magnetization setups are
all approximately the same. The singlet amplitude stabilizes at some level inside the S-
regions. The amplitudes then drop abruptly, about 0.025ξ0 from the junction, and sta-
bilize at a lower level about 0.025ξ0 inside the F-region. This same behaviour applies
for both F/S-junctions. However, none of the plots are symmetric about the center
of the system. At first sight, they seem symmetric, and they are indeed almost sym-
metric. The symmetries are however not exact, and the amplitudes are in general a bit
higher on the right side of the structures compared to the left side. It might seem weird
that this seemingly symmetric system configuration produces non-symmetric results,
which in general would not be allowed. However, considering SOC, parity invariance
is broken already at the Hamiltonian level. More explicitly, since the Hamiltonian is
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linear in k, or equivalently in x, it will not be invariant under a mirror transformation
x → −x. A physical consequence of this parity-invariance is for instance the induced
magnetic impurities, of which magnetic fields are oppositely aligned, showing clearly
that the system is in fact not symmetric. If the electric field which causes the SOC
is reversed, that is αR → −αR, the results become the mirror image of these results,
about the center.

By comparing the different magnetization directions, a significant quantitative dif-
ference between them is evident. With the magnetic field aligned parallel to the y-axis,
the singlet amplitude stabilizes at about 0.8 inside the S-regions. With the magnetic
field parallel to either the x- or z-axis however, this level drops to about 0.45 and 0.6,
respectively. This indicates that the superconducting state prefers the y-alignment of
the magnetic field, and is most suppressed by an x-aligned field. However, if SOC was
switched off, the singlet amplitudes would drop to zero no matter the magnetization
direction, implying that SOC once again shows an enhancing effect on superconduc-
tivity. Furthermore, if SOC was switched off, the system would be spin-rotationally
invariant, implying a singlet amplitude independent upon the magnetization angle.
Hence, as in the last chapter with interfacial SOC, SOC introduces a prominent de-
pendence upon the direction of the magnetic field.

The triplet amplitudes for the same magnetization setups are plotted in Fig. 5.14.
Note that the axes are scaled differently, and the graphical amplitudes are thus not
directly comparable between the different plots.
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0 0.25 0.55 0.85 1.1

x/9
0

-4

-2

 0

 2

 4 h k ẑ
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Figure 5.14: The triplet amplitudes for the S/F/S-structure with in-plane SOC in the F-region
for magnetization along the x-, y- and z-axis. The results are plotted for five different relative
time τ, as indicated by the legend. The black dotted lines indicate the junctions between the
different regions. Note that the axes are scaled differently, and the graphical amplitudes are
thus not directly comparable.

If SOC was switched off, the rotation of the magnetic field would only cause the triplet
amplitudes to rotate between each other, as derived in Chapter 2.4.1. In this case,
x-aligned magnetization would have given an f2-amplitude, y-aligned magnetization
would have given an f3-amplitude, and z-aligned magnetization would have given an
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f1-amplitude. For each magnetization, all other than the mentioned triplet amplitude
would have been identically zero. With SOC switched on however, all triplet am-
plitudes appear for the x- and y-aligned fields, while only the f1-amplitude remains
non-zero for the z-aligned field.

There are two reasons to the appearance of other triplet amplitudes. Firstly, as
mentioned in the introduction of this chapter, SOC induces magnetic impurities in
the junction between the S- and F-regions. These magnetic fields always point in
the ±z-direction. Thus, for magnetization in the x- and y-directions, the magnetization
configuration is inhomogeneous. This induces an f1-amplitude, explaining the appear-
ance of this amplitude for these magnetization setups. For magnetization along the
z-axis, all magnetic fields are either parallel or antiparallel, and only the f1-amplitude
appears. Secondly, SOC introduces spin-mixing at intermediate angles, that is when
the magnetic field is not either orthogonal or parallel to the SOC-induced field. The
x-aligned magnetic field does obviously not satisfy any of these exceptions, causing
spin-mixing to occur, resulting in a non-zero f3-amplitude. For the y-aligned field, the
magnetic field intrinsic in the F-region is orthogonal to the SOC-induced fields, but
the magnetic impurities are not, causing an f2-amplitude to appear. However, for the
z-aligned field, in which situation spin-mixing should occur, the (sz = ±1)-amplitudes
are both zero. This is not obvious from the Hamiltonian level, as

[
H, σz

]
, 0. How-

ever, the results show that both the f2- and f3-amplitudes are exactly zero, indicating
that some symmetry cancels the spin-mixing contributions. The exact reason for this
cancellation needs however a more detailed analysis.

5.3.2 LDOS

As magnetization in either the x-, y- or z-directions clearly give different pair ampli-
tudes, both for the singlet- and triplet-amplitudes, it makes an interesting analysis to
take a closer look at the configuration of states around the Fermi energy for each case.
The LDOS at four different positions have therefore been plotted in Fig. 5.15. The
upper two plots show the density of states at two different positions inside the left
S-region, while the two lower plots do the same for inside the F-region.
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by the legend. The results are obtained with N⊥ = 2000.

Inside the S-region, there is a fully developed energy gap for magnetization in the y-
and z-directions, with h ‖ ŷ giving the largest gap. The gap is much less developed for
the x-aligned magnetic field. Inside the F-region, the amplitudes are being suppressed
for all system setups, with an average at about 0.25 outside the band gap region. This
is both an effect of the magnetic field, which suppresses certain spin-configurations, as
well as due to SOC suppressing states dependent upon both their momentum and spin.
The remarkably strong oscillations for x/ξ0 = 0.55 are probably not to be interpreted
as physical results, but rather as a result of the discretization of energy levels. What
is a physical effect however, is that the band gap is in fact fully developed at both
positions inside the F-region for both the y- and z-aligned fields. Once again, the gap
is widest for the y-aligned field. These results are consistent to the results obtained for
the singlet amplitudes. In general, the band gap seems to be wider and more prominent
for h ‖ ŷ, and weakens for h ‖ ẑ and h ‖ x̂, in that order.

5.3.3 Critical temperature and the Rashba parameter

The analysis in the previous section was done for a Rashba parameter of αRkF/EF = 0.4.
We follow up this analysis by investigating how varying the Rashba parameter affects
the physics of the system. This analysis is once again performed for the magnetic field
pointing in both the x-, y- and z-directions. The results are plotted in Fig. 5.16.
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The critical temperature increases with increasing αR for all magnetic field configu-
rations, (φ, θ). The degree to which the temperature rises differ between all config-
urations, as we should expect after the analysis in the previous section. The critical
temperature is generally higher for a magnetic field pointing in the y-direction. For
magnetic field configurations in the xz-plane, that is in the plane which is spanned by
the physical system, the critical temperature is different for small Rashba parameters.
The critical temperature is in general higher when the magnetic field is pointing in the
z-direction, but this difference reduces as αRkF approaches 0.5EF. These results are
consistent with what observed for the singlet amplitude and for the LDOS. However,
this analysis also brings some new and interesting observations, which can help us
understand the physics better.

We will now try to come to an explanation for all these phenomena. We start by
looking into the easily visible difference between magnetization along the y-direction,
and magnetization in the xz-plane. It is obvious from Fig. 5.16 that superconductivity
is most resistant to thermal effects with a magnetic field along the y-axis. This result is
rather straightforward to understand, and we will use the observations in the Chapter
5.2 to help us explain this. Firstly, we learned that an increasing Rashba-parameter
in general causes an increased critical temperature, as illustrated by for instance Fig.
5.10. Secondly, the superconductivity-enhancing effect caused by SOC was observed
to be most prominent at θh = π/2. For the S/F/S-system considered here, the SOC-
induced magnetic fields are always parallel to the xz-plane, perpendicular to the y-axis.
Thus, for magnetization in the y-direction, the requirement for maximal effect of SOC
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is always satisfied. Furthermore, the SOC-induced fields in the x- and z-directions can
be added together, and the effect will thus in general be stronger than observed in the
last chapter for the same Rashba parameter. This is more or less equivalent to defining
a net larger Rashba parameter, which will also cause the effect of SOC to increase.
Both of these effects are maximal when θ = 0, and this is what causes the critical
temperature to be maximal for this magnetic field configuration.

The difference between the x- and z-aligned magnetic fields is a bit more intri-
cate to explain. If the effective magnetic impurities at the boundaries of the SOC-
region were not present in the Hamiltonian, the Hamiltonian would have remained
spin-rotationally invariant in the φ-coordinate. This would forbid any φ-dependence
of the critical temperature. Hence, this φ-dependence must be due to these effective
magnetic impurities. As given by the Hamiltonian in Eq. (5.5), the two magnetic im-
purities are oppositely aligned. Furthermore, the magnetic fields in the impurities are
always aligned with the z-axis. Hence, the magnetic field configuration of the system
is not invariant under a change of (φ, θ). From the F/F/S-structure in Chapter 4.5, it
was clear that a perpendicular relative orientation of neighbouring magnetic field re-
gions caused the lowest critical temperature. This was due to the long-range triplet
production, which effectively caused another channel of triplet leakage to occur. We
can use this result to explain the φ-dependence of Tc. When φ = π/2, all magnetic
fields in the system are either parallel or antiparallel. Hence, in this configuration, only
the short-range triplet channel is open, as is showed explicitly by Fig. 5.14. When φ is
decreased however, the production of long-range triplet pairs is increased. This effect
reaches its maximum at φ = 0, and is symmetric about this angle. Another channel of
leakage is thus opened by the magnetic field configuration when 0 ≤ φ < π/2, which
implies lower critical temperature for an x-aligned magnetic field than for a z-aligned
field.

When the Rashba parameter becomes large, that is when αRkF/EF ≈ 0.5, it is evi-
dent that the critical temperature is almost the same for an x- and z-aligned magnetic
field. We can understand this from the fact that the source of long-range triplet pairs
are short-ranged triplet pairs, which are being “rotated” into long-ranged ones. How-
ever, when the effect of SOC is sufficiently strong, the amount of short-ranged triplet
pairs in the system is low. This further implies that the production of long-ranged
triplet pairs must be reduced. When αRkF/EF ≈ 0.5, the difference in Tc between the
two magnetic field directions is of order 0.01T 0

c , and roughly defines the point where
the Tc-reducing effect of the long-ranged triplets becomes negligible.

Having used the induced magnetic impurities to explain the difference between
the x- and z-directions, this raises another question. When h ‖ ŷ, the magnetic field
configuration is such that the requirement for maximal long-ranged triplet production
is fulfilled. We must therefore try to explain why the critical temperature is not more
suppressed for this case, especially for small αR. That is, why Tc is always higher
for h ‖ ŷ than for h ‖ ẑ, in which case in fact no long-ranged triplets are produced.
There is one argument implying high Tc, namely that the magnetic field is always
perpendicular to the SOC-induced field. Another argument implies low Tc, namely
the triplet production caused by the magnetic impurities. These are two competing
forces, of which magnitudes are not easy to assess analytically. Although not being
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able to predict the exact behaviour of the graphs, the results are no less interesting.
For small Rashba-parameters, it seems as though the response of a y-aligned magnetic
field is equal to that of a z-aligned field. For large Rashba parameters, the y-aligned
magnetic field clearly gives the highest Tc, while the magnetization in the xz-plane
almost becomes φ-invariant.

5.3.4 Critical temperature and the magnetization angles

We have already made a thorough analysis on the critical temperature at the extrema
of the magnetization angles, that is with magnetization along either the x-, y- or z-axis.
To make the analysis complete, and in order to reveal the exact angular dependence,
the critical temperature as function of the magnetization angles (φ, θ) is plotted in Fig.
5.17. The plot contains three graphs, each of which corresponds to rotation in either
the xy-, yz- or zx-plane. The Rashba parameter has been set to αRkF/EF = 0.4 for this
analysis.
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Figure 5.17: The critical temperature plotted with respect to different magnetization angles,
with αRkF/EF = 0.4. θ and φ have been rotated between 0 and π/2 in the xy-plane (blue),
zy-plane (red) and zx-plane (green). The angle χ represents either φ or θ, and is specified by
the legend for each individual line.

The results are consistent with the analysis made in the discussion of magnetization
in the x-, y- or z-direction, and we will therefore not go through the whole analysis
of this once more. However, we observe that the graphs are all strictly increasing or
decreasing, and contain thus no local minima or maxima. The transition between the
different extrema, namely magnetization along the coordinate axes, happens smoothly.
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There are no intermediate angles at which effects other than those discussed up until
now occur.

The figure above shows that the largest change in Tc by rotating the magnetic field
happens for rotation in the xy-plane. The difference between θ = 0 and θ = π/2 is
almost 0.4T 0

c . This structure thus has a great potential in controlling Tc by adjusting
both the SOC-strength and the magnetization angles. It also serves a candidate for
controlling the triplet production, as magnetization along the x-, y- and z-axis all give
different properties for the triplet amplitudes. Additionally, these effects are obtain-
able for a structure of only 1.1ξ0, which is generally shorter than required for clean
ferromagnet-superconductor-structures.

96



6 Summary and outlooks

In this thesis, we have explored the effects of spin-orbit coupling in two-dimensional
structures comprised of superconductors, normal metals and ferromagnets. Results
for various structures without the presence of spin-orbit coupling have also been pro-
duced, and these have served as reference to the results obtained with the inclusion of
spin-orbit coupling.

We have demonstrated that interfacial spin-orbit coupling in an N/S-structure af-
fects superconductivity in a similar manner as non-magnetic impurities, effectively
decoupling regions in the structure. When switching on a homogeneous magnetic
field inside the metallic region however, superconductivity gain dependency upon the
magnetization angle relative to the orientation of the spin-orbit coupling region. The
results showed that aligning the magnetic field perpendicular to the effective mag-
netic fields induced by spin-orbit interaction was favoured by the superconducting
state, resulting in a significantly higher critical temperature as compared to a parallel
alignment. This effect was also easily visible in the density of states, where higher
magnetization angles were shown to give a much more prominent superconducting
energy gap.

A setup where in-plane spin-orbit coupling was present in the ferromagnetic re-
gion of an S/F/S-structure was also explored. The results were quite similar to the
ones obtained from interfacial spin-orbit coupling, but the effect was even stronger in
this case. The superconducting order in this structure was dependent upon both angles
determining the direction of the magnetic field, showing thus in general different be-
haviour for all magnetization directions inside a hemisphere. With this structure, both
the singlet and triplet amplitudes, as well as the critical temperature, can be thoroughly
controlled by adjusting the magnetization direction and the strength of the spin-orbit
interaction. However, spin-orbit interaction always seem to increase the critical tem-
perature, no matter the parameter configuration.

These results have been partly explained by analytically finding the eigenstates of
systems including both magnetic fields and spin-orbit coupling, that is pseudospin
states. By expressing the singlet amplitude in terms of these states, it became evi-
dent that the singlet state projected onto the eigenbasis has a non-zero long-ranged
pseudotriplet component. This long-ranged component allows some of the singlets to
proceed through the ferromagnetic region without being ripped apart, effectively en-
hancing superconductivity. A qualitative analysis also predicted spin-mixing between
triplets to occur at most magnetization configurations, as was confirmed by explicit
calculations in both structures.

In summary, the inclusion of spin-orbit coupling in F/S-structures allows for both
the critical temperature and pair amplitudes to be controlled by macroscopic parame-
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ters such as Rashba coupling strength and magnetization angle. These structures may
thus serve as alternatives to inhomogeneously magnetized structures of which purpose
is such control. An obvious advantage of these structures is that spin-orbit coupling
in general enhances superconductivity, in great contrast to the effect of ferromagnets.
This opens up the possibility of making the structures smaller, or alternatively operat-
ing at higher temperatures.

This thesis has shown qualitatively what effects may be obtained by two different
configurations of spin-orbit coupling in combination with superconductors and fer-
romagnets. The results show that these structures have interesting properties which
might be useful in future technological applications. There are still many possible
configurations that are yet unexplored, and hopefully this thesis provides sufficient
motivation for such structures to be object to thorough analyses in the future.
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