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Abstract 

Wind loading of large suspension bridges produces a variety of structural responses, 

including the Vortex-Induced Vibrations (VIVs) of the hangers. Because it is impractical to 

monitor each hanger, this study explores the possibility of assessing the presence of these 

vibrations indirectly by analyzing the responses elsewhere on the structure. To account for 

the time-varying nature of the wind velocity, it is necessary to use appropriate time-frequency 

analysis tools. The Continuous Wavelet Transform and the Short-Term Fourier Transform are 

used here to obtain clear correlations between the vortex shedding frequency and the energy 

content of the Hardanger Bridge responses. The analysis of recorded signals from a 

permanent monitoring system installed on the deck and a temporary system installed on some 

of the hangers shows that it is possible to indirectly detect hanger-related VIVs from the deck 

response. Furthermore, this study elaborates on the detection of the two types of VIVs 

(Cross-Flow and In-Line), the spatial variability of the results, as well as a possibility to 

automate the detection process. The ideas reported can be implemented readily in existing 

SHM systems for large cable-supported structures not only to identify VIVs but also to gain a 

better understanding of their structural response. 
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1. Introduction 
 

Recently, every new large bridge project has also included some type of permanent 

monitoring system. Examples of such systems in cable-stayed bridges and suspension bridges 

can be found in Brownjohn et al.,
1
 Andersen and Vesterinen,

2
 and Li and Ou.

3
 Vibration-

Based Monitoring (VBM) consists of the recording, storage and analysis of the dynamic 

behavior of these large structures. VBM has been shown to be a valuable source of 

information for many practical uses, including the characterization of the bridge response 

under different loading conditions, structural performance evaluation, validation and 

correction of design models and source of structural updating information.
1
 To facilitate the 

analysis, it is necessary to obtain a proper understanding of all the underlying dynamic 

phenomena present in the recorded signals. 

 

Wind loading is one of the major concerns in the design of long-span bridges.
4
 

Among the many possible wind phenomena that need to be considered, Vortex-Induced 

Vibrations (VIVs) excite the structure subject to low to moderate wind velocities. When the 

wind flow encounters a bluff body (here, a cable), the stream is separated in the wake of the 

structural member, creating a Von Karman vortex trail.
5
 As a result, this phenomenon 

produces a periodic oscillation that can be characterized by the vortex shedding frequency 𝑓𝑣𝑠 

(Eq. (1)), where U is the wind velocity, St the Strouhal number, and D the diameter of the 

cylinder. When this excitation frequency is close to one of the structure’s frequencies, a 

synchronization appears between the loading and the response, which is generally called the 

lock-in phenomenon. This has been reported in several cable-supported bridges (either cable-

stayed or suspension bridges) producing vibrations on the cables that required the installation 

of mitigation measures.
5,6 

 

𝑓𝑣𝑠 =
𝑈 𝑆𝑡

𝐷
 Eq. (1) 

 

Since the seminal work by Vickery and Basu,
7,8

 the VIVs of bluff bodies have been 

studied extensively, Wu and Kareem
9
 and Williamson and Govardhan

10
 being two good 

review works on the topic. However, there is still no full analytical description available even 

for the simplest cylindrical shape,
11

 and large discrepancies are reported between empirical 

tests and predictions from different computational codes.
12

 Nevertheless, knowledge about 

this phenomenon has been gained over the years. In particular, it has been found that VIVs 

can be divided into two distinct motions. The first type is Cross-Flow (CF) vibrations that 

correspond to movements of the member perpendicular to the wind direction. In-Line (IL) 

vibrations are the second type of VIV motions and are produced along the direction of the 

wind stream. IL motions are strongly coupled to CF motions
12

 and have a frequency ratio of 

approximately two
9,13

 for cylindrical bodies. In other words, if the CF vibration of a cable is 

𝑓𝑣𝑠, then the IL motions vibrate at a frequency of 2𝑓𝑣𝑠 but in general with a lower intensity.
9
 

 

Due to the fluctuating nature of wind velocity, the vortex shedding frequency 𝑓𝑣𝑠 

(Eq. (1)) also varies continuously, thereby producing a non-stationary excitation on the cable. 

Therefore, it is advantageous to study this phenomenon using Time-Frequency (TF) analysis 

tools. However, only a few studies have embraced this fact when investigating VIVs. For 

instance, some early work by Matsumoto et al.
14

 studied the non-stationary characteristics of 

the cable response in a wind tunnel using wavelet analysis. More recently, some additional 

wavelet analysis has been performed on signals from an experimental setup in Chen et al.
15

 or 

based on results generated in numerical simulations.
13

 Other TF techniques, such as the S-
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Transform in Li et al.,
16

 which can be related to the wavelet transform,
17 

have also been used 

in the field. 

 

VIVs are self-exciting but also self-limiting phenomena
11

 and exhibit limit cycle 

oscillations
9
 due to nonlinear fluid-structure interactions. These vibrations generally excite 

higher modes of the cable with relatively low displacement amplitudes,
18

 rarely attaining 

vibration magnitudes greater than half the cable diameter.
5
 On the other hand, the 

acceleration amplitudes may be significant because of the high oscillation frequencies.
18

 

Although these vibrations might not produce devastating damage to the cables,
15

 it can induce 

additional stresses and seriously alter the fatigue life of cables and connections.
9
 

 

In a long-span cable-supported bridge, the overall structural dynamic response cannot 

be uncoupled from the dynamics of its cable system.
4
 Consequently, the effects of wind on 

the cables influence the dynamic behavior of the remainder of the structure. This paper 

confirms this statement using measurements from the Hardanger suspension bridge (Norway) 

and shows that it is possible to indirectly study VIVs on hangers when inspecting the 

response elsewhere on the structure. Figure 1 schematically presents the effect of wind (in 

blue) when it encounters a bluff body (the hanger), therein producing a vortex trail in the 

wake of the cable. Note that, for clarity, only the wind and vortex shedding trail for one 

hanger are shown in Figure 1, but similar effects are expected in the remainder of the 

hangers. These alternating wind forces lead not only to the VIV of the hanger itself but also 

to detectable vibrations on the bridge’s deck. To identify the wind-induced vibrations, the 

recorded signals are analyzed using appropriate TF techniques to precisely account for the 

non-stationary nature of the response. In particular, two TF techniques are employed: the 

Continuous Wavelet Transform (CWT) and the Short-Term Fourier Transform (STFT). The 

results presented here show that it is possible to obtain additional and valuable information 

from existing monitoring systems on large bridge structures. Furthermore, a careful analysis 

in the TF domain highlights relevant features in the signals that enable a better understanding 

of the signal’s content and thus facilitates the proper monitoring of the structure. 

 

 
Figure 1: Schematic representation of Vortex Shedding at the hanger (Blue) and Vortex-

Induced Vibrations at the hanger and deck (Red). 

 

This document starts with the description of the studied bridge and the two types of 

installed instrumentations, namely, permanent and temporary. The first type is the original 

monitoring system of the bridge, and the second type corresponds to an additional system 
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installed on some hangers only temporarily for this study. The following section directly 

investigates the VIVs of the hangers based on TF analysis. Then, Section 4 studies the signals 

from the permanent system to indirectly detect hanger-induced vibrations. This is supported 

with some additional results regarding the two types of VIVs, the spatial variability of the 

results and the possible automation of the analysis. Finally, the last section is a discussion 

where the authors elaborate on the strengths, difficulties and further possibilities of the 

proposed methodology. 

 

2. Hardanger Bridge 
 

The suspension bridge under investigation in this study is the Hardanger Bridge (Figure 2a), 

which has a central span of 1310 m. This is the longest suspension bridge in Norway and was 

among the top-10 longest suspension bridges in the world when completed in 2013. The 

bridge only has two traffic lanes and one lane for bicycles and pedestrians, which is unusually 

narrow, making it one of the slenderest long-span suspension bridges worldwide. The width 

of the girder is 18.3 m, and the distance between the two main cables is only 14.5 m. Wind 

tunnel testing of scale models of the bridge were performed during its design and highlighted 

the need for remedies to avoid VIVs of the deck. This was achieved by introducing guide 

vanes as an integrated aspect of the bridge’s cross-section.
11

 The final design accounted for a 

10-min mean wind velocity of up to 38 m/s, corresponding to a return period of 50 years. The 

cable system is composed of two main cables with a diameter of 600 mm, each anchored to 

the abutments, as well as vertical hangers that connect the deck to the main cables. There are 

65 hangers on each side, with lengths of up to 127 m and consisting of locked coil strands of 

galvanized steel wires (Figure 2b) covered by a protective paint with a diameter of 68 mm. 

Thus, each hanger is a bluff body exposed to wind currents, shaped as a cylinder. 

 

a) b) 

 

 
Figure 2: a) Hardanger Bridge; b) Detailed view of hanger 

 

2.1 Permanent monitoring system 
 

The Hardanger Bridge is equipped with a permanent monitoring system with the main goal of 

surveying the wind loading and observing the structural dynamic behavior. The system 

consists of 20 triaxial accelerometers and 9 ultrasonic anemometers distributed along the 
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deck and pylons, as shown in Figure 3. The signals are stored locally but are also sent 

wirelessly to a server on-line, where they can be downloaded and processed from any 

computer. For a more detailed description of the permanent monitoring system, the reader is 

referred to Fenerci et al.
19

 Additionally, this study performs the modal analysis of the bridge 

and investigates the long-term buffeting response. The results show that the relevant bridge 

modes and its response due to buffeting are limited to the low frequency (0-1 Hz) range. 

 

 
Figure 3: Layout of permanent monitoring system 

 

2.2 Temporary measurement 
 

In addition to the permanent monitoring system, a complementary temporary measurement 

campaign was performed, which consisted of the direct measurement of accelerations on the 

hangers. The two longest hangers (127 m and 119 m) near the north pylon and on the 

sidewalk side were carefully investigated. Measurements were performed during two days 

with different weather conditions; while Day 1 was sunny and almost without any wind gusts, 

Day 2 was colder, with wind velocities reaching 15 m/s. Two types of experiments were 

performed: impact hammer testing and 1-hour ambient vibration measurements. The 

experiments with the hammer were performed on both hangers only during Day 1, with the 

idea of extracting precise information about the hangers’ dynamic properties. The ambient 

vibration measurements were performed on both hangers and repeated both days, thereby 

providing supporting data for structural identification for different weather conditions. The 

instrumentation used consisted of a 5.5 kg ICP impact hammer and 3 ICP triaxial 

accelerometers connected to a National Instruments CompactDAQ module, which logged the 

signals directly to a laptop. The accelerometers were installed at various locations; one was 

fasten to the hanger, a second sensor was attached to the deck below the hanger, and the third 

sensor was installed at the connection between the hanger and deck (see Figure 4). During the 

impact hammer testing, the location of the accelerometer on the hanger was raised to 12 m, 

and several hit locations were recorded along the hangers in 2 m intervals. 
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Figure 4: Accelerometers on hanger 

 

The analysis of the impact hammer measurements provides robust and consistent 

values of the hanger frequencies. However, when the results are compared to the values 

obtained during ambient vibration, there is a clear discrepancy. Figure 5 compares some 

frequencies extracted from the hammer test procedure and the Power Spectral Densities 

(PSD) of the ambient vibration signals for different days. After verifying the measurements 

and calculations, it was concluded that the variations in the frequencies result from changes 

in temperature. For a restrained tensioned cable, such as the hanger, the thermal loading due 

to changes in ambient temperature produce variations in cable tension that are reflected in 

significant changes in frequencies.
20

 The magnitude of the frequency variation depends on 

the geometric, thermal and mechanical properties of the member. For illustrative purposes, 

Table 1 shows the theoretical variations in some of the hanger’s natural frequencies, 

modelled as an independent simply supported beam (for a 127 m long cable with Young’s 

modulus = 290 MPa and coefficient of thermal expansion = 13·10
-6

 °C
-1

). This model is only 

a rough approximation of the real behavior of the hanger and bridge system under 

temperature effects, but provides a good indication of the amount of frequency variations to 

expect. 

 

Although the hammer test and one of the ambient vibration tests were performed on 

the same day (Day 1), they were not performed simultaneously. This meant that, between the 

few hours difference between readings, there was a slight increase in ambient temperature, 

which lead to a small shift in the frequencies (compare the dashed line results to the blue line 

peaks in Figure 5). Even larger frequency shifts were obtained from the ambient vibration 

results on Day 2 (red line in Figure 5). The variations observed in Figure 5 agree well with 

the theoretical expected frequency variations due to two small temperature increments (one 

positive and one negative) listed in Table 1 agree. 
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Figure 5: Influence of temperature on hanger frequencies. PSD of two different days 

 

Table 1: Theoretical frequency changes due to small temperature variations 

Measured frequency (Hz) 20.80 21.70 22.50 23.40 24.30 

Expected frequency (Hz) for Δ𝑇 = +1 ℃ 20.67 21.57 22.36 23.26 24.15 

Expected frequency (Hz) for Δ𝑇 = −2 ℃ 21.05 21.96 22.77 23.68 24.59 

 

Several interesting results and conclusions can be drawn already from this detailed 

inspection of the hanger frequencies. As expected, the cable has a large number of closely 

spaced frequencies separated by less than 1 Hz. But more importantly, the analysis shows that 

these frequencies are not fixed and do vary with the ambient temperature, even over the 

course of a day. It is common practice to study VIVs in terms of the so-called reduced (wind) 

velocity, which is equivalent to the reciprocal of the Strouhal number (St) and thus depends 

on the frequency (see Eq. (1)). However, as noted in Matsumoto et al.,
14

 the existence of 

multiple frequencies requires the definition of multiple reduced velocities, one for each mode 

of vibration. This fact, together with the changing nature of the frequencies with temperature, 

makes the definition of the reduced velocity impractical in this case and is not further used in 

this study. 

 

An important parameter that determines the magnitude of the VIVs is the intrinsic 

structural damping of the excited member. The oscillatory loading generated by the vortex 

shedding phenomenon at the wake of the hanger does not induce significant vibrations if the 

excited mode is sufficiently damped. The Scruton number (Sc) is generally used to assess the 

risk of violent VIVs,
5
 where smaller values indicate higher risk. The Scruton number for 

mode-i is defined in Eq. (2), where 𝛿𝑖 is the logarithmic decrement of the same mode, m is 

the mass per unit length, 𝜌 is the air density, and 𝐷 is the diameter of the cylinder. 

 

𝑆𝑐𝑖 =
2𝛿𝑖𝑚

𝜌𝐷2
 Eq. (2) 

 

With the hammer test measurements, damping estimates are obtained with the line-fit 

method.
21

 Figure 6 shows the extracted damping values for Hanger 2 (119 m). Because the 

hammer measurements were repeated several times, Figure 6 shows multiple damping 

estimates and identifies the value that corresponds to the result that provides the best fit. 

Extracting accurate damping values from experimental measurements is in general not 

straightforward and prone to large deviations. This is even more problematic for systems with 

closely spaced modes. Thus, the damping values presented here should only be taken as 
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indicative; however, similar results have been reported previously.
18

 The results show a clear 

trend indicating that hanger damping is in general very low and that it tends to decrease for 

higher modes, which can be regarded as mass-proportional damping. Although not shown 

here, Hanger 1 (127 m) features similar damping estimates. Therefore, because of the low 

damping values, significant VIVs and the appearance of lock-in phenomena can be expected 

on the studied hangers. Lower modes of vibration have sufficient internal damping to 

dissipate the wind energy input, avoiding the appearance of VIVs. 

 

 
Figure 6: Hanger 2 (119 m) damping estimates 

 

Figure 6 also shows the equivalent Scruton numbers for the displayed damping 

values, assuming material densities of 7800 kg/m
3
 for steel and 1.2 kg/m

3
 for air. It is 

generally acknowledged that there is no risk of VIVs when 𝑆𝑐 > 20. 5 According to Figure 6, 

this would suggest that only the frequencies above 20 Hz are capable developing large VIVs. 

However, this document reports (in following sections) instances of VIVs for frequencies as 

low as 6 Hz. This discrepancy might be explained because in the literature the definitions of 

the Scruton number and the mentioned limit have been determined considering the first mode 

of a system. Alternative definitions might be necessary to study VIVs related to higher modes 

of vibration, but are out of the scope of this study. 

 

3. VIV on hanger 
 

This section investigates VIVs of the hanger by directly analyzing the recorded acceleration 

signals on the cable during the ambient vibration measurements (1 h) on Hanger 2 (119 m) 

during Day 2. During that period, strong and variable winds were measured at the closest 

anemometer to the hanger (Figure 7). The anemometers are located 8 m above the bridge 

deck, which is on average 50 m above the water. Therefore, an approximately constant 

magnitude free field wind can be expected along the vertical dimension, only disturbed by the 

turbulences produced by the hangers. To remove the large variability due to wind gusts, a 

60 s average value is taken as representative of the instantaneous wind velocity (Figure 7a), 

observing velocities between 5 m/s and 11 m/s The horizontal wind direction, presented in 

Figure 7b, is not perpendicular to the main bridge axis but remains approximately constant 

during the duration of the measurements. As for the turbulence intensity (Figure 7c) larger 

variations have been recorded, obtaining values between 7 % and 20 %. 
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a) 

 
b) 

 
c) 

 
Figure 7: Time histories of wind properties; a) Wind velocity (gray = raw data, black = 60 s 

average); b) Horizontal angle with respect to main bridge axis (gray = raw data, black = 60 s 

average, dashed = perpendicular to bridge); c) Turbulence intensity 

 

Due to the time-varying nature of the excitation, the response of the hanger is non-

stationary. Thus, it is convenient to analyze such signals with Time-Frequency (TF) tools. 

Perhaps one of the most common TF tools is the Continuous Wavelet Transform (CWT), 

which essentially compares scaled versions of a waveform (basis) at different time instances 

of the signal. As a result, the CWT offers a map of coefficients in the time and frequency 

domain that are proportional to the energy content of the signal. Selecting the appropriate 

basis for the CWT analysis is not trivial and depends on the problem at hand and the final 

purpose of the analysis. For this study, it is found that the Modified Littlewood-Paley basis 

(MLP) provides good results for visualization purposes. The reader is referred to Nagarajaiah 

and Basu
22

 for additional explanations on the theory and characteristics of CWT analysis as 

well as on the definition of the MLP basis. 

 

The acceleration signal of Hanger 2 (Figure 8a) is analyzed with the CWT and the 

MLP basis. The result is the time-frequency energy map shown in Figure 8b, where high 

energy levels are shown as dark red, gradually changing to orange and yellow for lower 

levels and low or no energy represented in white. For a cylinder 68 mm in diameter and a 

Strouhal number equal to 0.18 (see Section 3.2 for additional discussion on this particular 

value), the wind velocity can be transformed into the expected vortex shedding frequency 

using Eq. (1). Figure 8b shows the time-varying vortex shedding frequency with a dashed 

black line that features some abrupt changes and varies between 14 and 28 Hz. There is a 

clear correlation between the vortex shedding frequency produced by the wind and the energy 
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content of the acceleration signal. During the first 1000 s, the energy seems to be 

concentrated near the 20 Hz frequency band even though the vortex shedding frequency is 

not constant. This can be attributed to the lock-in phenomena, where small changes in 

excitation frequency do not translate into changes in response frequency. However, after the 

initial period (>1000 s), the variability of the vortex shedding frequency is sufficiently large, 

and there is a very good correlation between excitation and response frequencies. Note that 

the recorded wind velocities are obtained from an anemometer located 200 m away from the 

studied hanger. Thus, the actual wind velocities at the hanger might be slightly different, 

which would explain the small discrepancies observed between the vortex shedding 

frequency and energy map in Figure 8b. 

 

a) 

 

 

 

 

 

 

 

b) 

 
Figure 8: a) Hanger acceleration during ambient test; b) Continuous wavelet transform, 

dashed lines = 60 s mean wind velocity 

 

It is important to note that the wavelet coefficients (shown in Figure 8b and in the 

remainder of this document) have been normalized by the instantaneous energy (obtained as 

the sum of all squared wavelet coefficients at a given instant). This normalization enables the 

direct comparison of the wavelet coefficients along the whole time series. For instance, this 

means that the results at 2000 s and 2500 s in Figure 8b have similar normalized wavelet 

coefficients even though the actual acceleration magnitude (energy) is much larger for the 

latter. Additionally, this normalization will prove to be useful in Section 4 when studying the 

acceleration signals from the deck for removing the momentarily high energy values due to 

passing vehicles. 

 

3.1 Short-Term Fourier Transform 
 

Alternatively, the TF analysis can be performed with the so-called Short-Term Fourier 

Transform (STFT), which essentially consists of successive Fourier transforms of 

overlapping portions of the signal. Each portion is obtained by windowing the original signal. 



12 

Hence, key parameters in a STFT analysis are the type of window, its length (duration) and 

the amount of overlap. In this study, a 10 s Hamming window was used, with a 50% signal 

overlap. Figure 9 shows the STFT of the same hanger ambient vibration signal analyzed in 

Figure 8. Compared to the CWT (Figure 8b), the STFT (Figure 9) offers a much clearer 

concentration of the energy near the hanger frequencies. This is particularly obvious during 

the lock-in part of the signal (<1000 s), where most of the energy is concentrated in a narrow 

band near 20 Hz. In addition, it is possible to appreciate temporary energy concentrations 

near 19 Hz or 21 Hz following the vortex shedding frequency produced by the wind. Thus, 

Figure 9 shows that the vibrations of the hanger are not concentrated only around a single 

mode; multiple modes are excited simultaneously at any given time. These closely spaced 

vibration frequencies produce typical beat-like oscillations, which can be clearly appreciated 

when holding the hanger directly with the hand. Note again that, in Figure 9, the small 

discrepancies between the vortex shedding frequency and the STFT results might be because 

the measured wind is 200 m away. The actual wind exciting that hanger is most likely 

slightly different but strongly correlated. 

 

 
Figure 9: STFT of hanger acceleration during ambient test; dashed lines = 60 s mean wind 

velocity; dotted lines = extracted hanger frequencies 

 

The differences between the time-frequency energy maps obtained with different tools 

are evident. For the case of the STFT (Figure 9), a better frequency resolution is obtained. 

The use of a sufficiently long window allows energy concentrations near individual hanger 

frequencies to be presented clearly. However, this reduces the time localization properties of 

the results. There is a greater uncertainty about when a particular frequency is excited, 

making it more difficult to trace rapid changes in the vortex shedding frequency. On the other 

hand, the CWT (Figure 8) offers a broader energy band. This is because of the particular 

basis used (MLP), which was originally developed to maximize, simultaneously, time and 

frequency localization properties.
22

 It is not possible to identify individual hanger frequencies 

with the CWT results, but it is easier to trace the evolution of the energy content in time. 

Thus, both analysis methods have their strengths and drawbacks and should be used as 

complementary tools. Therefore, in this study, both tools have been used when deemed 

appropriate to maximize the usefulness of the recorded signals. In particular, the CWT is used 

to explore visually different phenomena in the time-frequency domain, because of its 

enhanced graphical representation. On the other hand, the STFT has been used in Section 4.4 

when attempting to automate the VIVs identification because of the computational efficiency 

of the Fast Fourier Transform algorithm. 
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3.2 Strouhal number 
 

At this point, it is valuable to elaborate on the actual value of the Strouhal number (St). It can 

often be seen in the relevant literature that, for practical applications, St for cylinders is 0.2.
5
 

However, over the course of this investigation, it was found that this value is only 

approximate, and when using it, there was a consistent offset between the vortex shedding 

frequency and the energy map results. Supported by multiple experimental results, Norberg
23

 

shows that St depends on the Reynolds number (Re). The relation for a smooth cylinder is 

given as a numerical expression, which for convenience is reproduced graphically in 

Figure 10. The Reynolds numbers for winds in the range of 1 to 30 m/s (assuming a 

1.2 kg/m
3
 air density and a 1.81·10

5
 kg/m s air viscosity) are also indicated in Figure 10. In 

that range, St is approximately constant, and the exact value is 0.185. Furthermore, the 

surface roughness of the cylinder also influences the actual value of the St number. As shown 

in Lienhard
24

 the roughness generally reduces the Strouhal number (if only slightly) in the 

range of Reynolds numbers corresponding to normal wind velocities. The exact value of 

surface roughness of the hangers is not known. Therefore, a refined value of St = 0.18 is used 

in this study because it consistently leads to god agreement between the calculated vortex 

shedding frequency and the acceleration frequency extracted from the signals. 

 

 
Figure 10: Strouhal number versus Reynolds number for smooth cylinder; shaded area = 

range of normal wind velocity 

 

4. Effects of hanger VIVs on deck 
 

So far this study has shown that it is possible to clearly visualize the VIV of the hanger and to 

correlate it with the measured wind by directly analyzing the response of the hanger. Going 

one step further, this section shows that it is possible to detect that very same vibration 

elsewhere on the bridge. As a result, it was possible to re-examine all the stored signals from 

the permanent monitoring system when searching for the VIVs of the hangers. The 

exhaustive analysis of more than 3 years of data produced some interesting results, which 

have been reported below. 
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4.1 Indirect monitoring 
 

Figure 11a shows the longitudinal deck acceleration closest to Hanger 2 (accelerometer A16) 

during the same time period as for the ambient vibration test in Day 2. The analysis of this 

signal in the time-frequency domain produces Figure 11b. In comparison, the energy maps 

obtained from the direct hanger measurements (Figure 8) and deck measurements 

(Figure 11b) are remarkably similar. Although the direct measurements of the hanger give a 

much cleaner energy map, it is still possible to trace the evolution of the deck’s acceleration 

energy and correlate it with the wind velocity. Additionally, it can be seen that the VIV of the 

hanger is the main source of deck vibrations in the frequency range from 5 to 30 Hz. 

 

a) 

 

 

 

 

 

 

 

b) 

 
Figure 11: a) Longitudinal deck accelerations (A16) during ambient test; b) Continuous 

wavelet transform, (dashed lines = 60 s mean wind velocity) 

 

It is also interesting to note that the clearest correlations between deck vibrations and 

hanger vortex shedding frequencies are found for the longitudinal deck accelerations. In other 

words, the largest vibrations on the deck due to the VIV of the hangers are in the horizontal 

plane along the main longitudinal axis of the bridge. This is expected because the main wind 

direction is generally perpendicular to the bridge, and the Cross-Flow VIV is perpendicular to 

that same wind stream. Thus, most of the hanger’s vibrations are in the longitudinal direction 

and are then transmitted to the deck, as shown in Figure 11b. Nevertheless, indications of 

these vibrations can also be found in the other two recorded directions, namely, in the lateral 

(Figure 12a) and vertical (Figure 12b) deck accelerations. The lateral response of the bridge 

(Figure 12a) during the period 1200 s to 2300 s is dominated by a lower frequency band that 

cannot be attributed to VIV since no correlation with any of the recorded wind velocities 

could be found. Therefore, the results show that the VIV do not necessarily dominate the 

time-frequency maps in all directions. However, some correlation with wind velocities can 

often be found, to some extent, also in the lateral and vertical components. 
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a) 

 
b) 

 
Figure 12: CWT of deck accelerations (A16) during ambient test; a) lateral component; b) 

vertical component (dashed lines = 60 s mean wind velocity) 

 

4.2 Cross-Flow and In-Line VIV 
 

As indicated in the introduction, VIVs generate motions also in the same direction as the 

wind, which are termed In-Line (IL). These vibrations are generally of a smaller magnitude 

and are characterized by a frequency that is twice the vortex shedding frequency for Cross-

Flow (CF) vibrations. This subsection investigates the possibility of detecting both types of 

vortex-induced motions on the hanger by analyzing the signals recorded at the deck. To this 

end, one particularly interesting time series, characterized by calm winds interrupted by an 

approximately constant but higher wind velocity period, is analyzed. The CWT analysis of 

the two horizontal acceleration components is shown in Figure 13. As in previous sections, 

the CF vibrations can clearly be seen on the time-frequency energy map and are strongly 

correlated with wind velocity. During calm wind periods (start and end of the time series), 

there is no indication of vortex-related vibrations. The high Scruton numbers of the lower 

hanger modes (<4 Hz), as seen in Figure 6, indicate that the internal damping of the hangers 

hinders the development of VIVs. As soon as the wind velocity increases, clear VIV can be 

detected. Again, these CF vibrations are stronger for the longitudinal direction (Figure 13a) 

than for the lateral direction (Figure 13b). Additionally, this example shows that it is possible 

to identify the IL vibrations, which are expected to occur at twice the vortex shedding 

frequency, drawn as black dotted lines in Figure 13. In this case, the correlation between 

energy and (double) the excitation frequency is also evident. However, as expected, the IL 

vibrations are stronger in the lateral component (Figure 13b), i.e., in the direction of the wind, 

than in the longitudinal direction (Figure 13a). 

 



16 

a) 

 
b) 

 
Figure 13: CWT of deck accelerations (A1) during calm-strong-calm wind period; a) 

longitudinal component; b) lateral component (dashed lines = 60 s mean wind velocity; 

dotted lines = twice the 60 s mean wind velocity) 

 

4.3 Spatial variability 
 

Real wind velocity fields are not uniform and are spatially dependent. Moreover, for large 

structures, such as the Hardanger Bridge, the air gusts can be significantly different between 

sections. As a result, different wind velocities can induce VIVs on different hangers along the 

bridge for different excitation frequencies. For instance, Figure 14a shows the CWT analysis 

of the deck accelerations near the south abutment for a 1-hour time series together with the 

vortex shedding frequency derived from the closest measured wind velocity. As reported in 

previous examples, there is a clear correlation between the hanger shedding frequency and 

deck vibrations. Similarly, Figure 14b shows wind and acceleration results near the opposite 

abutment. In this case, some correlation between the local wind and the acceleration is 

observed. However, the time-frequency map also shows a distinct energy band at 

approximately 22 Hz that cannot be explained by the local wind alone. In fact, to clarify the 

source of those unexplained vibrations, one has to consider the vibrations at the other end of 

the bridge. Comparing the results from the north (Figure 14b) and south (Figure 14a) 

abutments, the wind-induced vortex shedding frequencies are significantly different between 

both abutments. Furthermore, the deck vibrations recorded near the south abutment 

(Figure 14a) are strong enough to propagate through the whole bridge deck, thus explaining 

the additional band observed in Figure 14b. 
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a) 

 
b) 

 
Figure 14: CWT of longitudinal deck accelerations and dashed lines = corresponding 60 s 

mean wind velocity; a) Accelerometer A1 and anemometer W1 near south abutment; b) 

Accelerometer A15 and anemometer W9 near the north abutment. 

 

4.4 Automation 
 

The ideas presented here have relied on visual inspection of the time-frequency energy maps. 

However, it would be convenient to devise some method that could be implemented 

programmatically to automate the process of detecting VIVs. This subsection suggests one 

possibility to move one step closer to that goal. The idea is to perform a STFT of the 

acceleration signals, which provides Power Spectral Densities (PSDs) for several time 

instances. Integrating these PSDs along the full frequency spectrum provides approximate 

values of the instantaneous energy content of a signal. Alternatively, one can integrate these 

PSDs only in the vicinity of the expected vortex shedding frequencies. The resulting values 

are estimates of the amount of energy related to VIVs. 

 

A practical example of these ideas is shown in Figure 15 for an extended version of 

the calm-strong-calm time series investigated in Section 4.2 (Figure 13). The STFT is 

calculated without instantaneous energy normalization and for a 100 s Hamming window 

with a 95% overlap. Integrating it over the frequency domain yields estimates of the 

instantaneous total energy (Figure 15a). The results present multiple distinct spikes in energy 

content that correspond to vehicle passages and overall give a vague indication of higher 

energy levels during the stronger wind period (the range in between the dashed vertical lines). 

However, performing the integral only in the vicinity (a 5 Hz band) of the vortex shedding 

frequency leads to the results plotted in Figure 15b. The energy near the vortex shedding 

frequency shows a noticeable increase during the stronger wind period that has been shown to 

correspond to the VIVs of the hangers. Therefore, this analysis can help in highlighting 

situations that feature VIVs. Once these time periods have been identified, a complementary 

analysis in the time-frequency domain can provide additional information. In this example, to 
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compensate for the known spatial variation in the wind field, the following was considered: 

a) A sufficiently wide frequency band in the vicinity of the frequency of interest was utilized. 

b) The vortex shedding frequency was calculated considering the average wind velocity 

signals recorded along the bridge deck. 

 

a) 

 
b) 

 
Figure 15: Deck acceleration energy content; a) Total; b) Near vortex shedding frequency 

(dashed lines = time range studied in Figure 13) 

 

5. Discussion 
 

The results in this document presented clear visualizations of the correlation between the 

vortex shedding frequency and the evolution of the signal’s energy content, as for instance in 

Figure 8b. Although this might seem trivial, it already constitutes a relevant contribution of 

this work to the field of VIVs. Existing publications only occasionally use TF tools, which 

have then been used to analyze results from numerical simulation or laboratory experiments. 

However, to the best of the authors’ knowledge, this is the first time that such clear 

correlations have been reported for signals recorded on a structure under normal operational 

conditions. The key aspect of this achievement was to identify the need for studying the 

problem in the time-frequency domain using appropriate tools, namely, the CWT and the 

STFT. Additional considerations that improved the quality of the visualizations have been the 

use of the normalization by the instantaneous energy as well as the choice of a coherent 

coloring scheme for the time-frequency energy maps. 

 

It is acknowledged that there are other possibilities for TF analysis, such us the S-

Transform and the Hilbert-Huang Transform; there might even be other wavelet bases that 

would yield still better results than those reported here. However, the intention of this study 

was not to conduct an exhaustive review of all possible TF analysis tools but rather to 

highlight a possible additional use of existing SHM systems. The authors explored some TF 

tools and reported here the methods that have worked best and fitted the purpose of the study. 
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In particular, the CWT is a powerful tool that has previously been successfully used in many 

applications and provided good time-frequency energy maps in this study. Nevertheless, this 

tool has shortcomings, including difficulties when analyzing low frequencies and high 

computational demands.
22,25

 On the other hand, the STFT clearly benefits from the fast 

computational efficiency of the Fast Fourier Transform algorithm, which is readily available 

in most analysis software packages, programming languages and open-source platforms. This 

tool also has its own disadvantages, including the fixed frequency resolution and the need to 

select adequate analysis parameters (window type, duration and overlap). This is why, and as 

mentioned before, both tools (or any other suitable TF tool) should be used as complementary 

instruments rather than as exclusive and independent methods to analyze the signals. 

 

This study has shown that it is possible to monitor the VIVs of the hangers indirectly 

by measuring deck accelerations and correlating them with wind velocities. Admittedly, it 

would certainly be very useful to be able to identify the precise hangers that feature large 

VIVs at any given moment. However, it can be argued that this task is extremely difficult, if 

not impossible, without directly monitoring each hanger. First, because of the spatial 

variability of the wind field, the structure is subjected to different wind speeds in different 

locations. This produces not only the appearance of VIVs with different frequencies for 

different hangers but also the possibility of multiple VIVs along individual hangers. 

Additional complications are not only the sheer number of hangers but also the large amount 

of closely spaced frequencies characterizing each hanger, together with their dependence on 

ambient temperature. All of these spatially and time-varying vibrating frequencies can 

potentially be detected on the bridge deck and complicate the precise identification of the 

hangers with VIVs. Nevertheless, indirect monitoring can readily be applied to existing SHM 

systems to evaluate the frequency, duration and magnitude of hanger-related VIVs. Owners 

of large cable-supported bridges can benefit from these ideas because they represent an 

inexpensive assessment tool to decide whether additional investigations are necessary. 

 

The hangers are not the only bluff bodies that the wind stream encounters. The 

proposed methodology enables the possibility for investigating other sources of VIVs, such 

as the direct VIV of the deck. In the particular case of the Hardanger Bridge, the bridge deck 

was designed and aerodynamically tailored using wind tunnel testing and no VIVs of the 

deck could be detected. 

 

Conclusion 
 

This document presented the possibility of indirectly detecting and assessing the VIVs of the 

hangers by analyzing the deck’s response. To this end, first, the responses of two hangers 

were closely inspected, therein achieving excellent correlations between the vortex shedding 

frequency and the energy content of the acceleration signal. To consider the time-varying 

nature of wind and the non-stationary nature of the response, adequate TF tools, namely, the 

CWT and the STFT, were used. Additionally, the direct analysis of the hangers highlighted 

the strong dependency of the hangers’ frequencies on the ambient temperature as well as their 

particularly low intrinsic structural damping values. Then, the deck accelerations from a 

permanent SHM system were investigated using the same TF tools. The results showed the 

same strong and clear correlation between the vortex shedding frequency and signal energy 

content, confirming that it is possible to indirectly assess hanger VIVs. As expected, the 

analysis demonstrated that the correlation is stronger in the direction perpendicular to the 

wind, i.e., the bridge’s longitudinal direction. Nevertheless, it was possible to detect not only 

the Cross-flow VIVs but also the In-line VIVs of the hangers via the indirect analysis of the 
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deck response. Other phenomena were reported that highlighted the spatial variability of the 

wind that prompted the presence of multiple vortex shedding frequencies. Finally, this study 

suggested the possibility to automate the detection of VIVs that consisted of the integration of 

the STFT results only in the vicinity of the expected vortex shedding frequency. 

 

In summary, the methodology reported here highlights an additional use of existing 

SHM systems that can readily be implemented. It is possible to assess the frequency and 

duration of hanger-related VIVs using indirect measurements, such as the deck’s 

accelerations. Because of the complexity of the problem it cannot be used to readily identify 

problematic hangers, but it constitutes an inexpensive assessment tool to decide whether 

additional investigations are necessary. The proposed ideas can also be used to detect other 

sources of VIVs as well as to confirm the performance of any remediation strategy. 

Furthermore, the analysis in the time-frequency domain provides additional and valuable 

information on the signals’ energy content, thus facilitating the interpretation of the structural 

response. 
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