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Abstract

Metamaterials are a class of composite materials acting as effectively continuous
media, which are capable of realizing entirely new phenomena such as negative
refraction and transformation optics. They have thereby opened up for novel
concepts such as the perfect lens and invisibility cloaking, which have attracted
significant attention from the scientific community as well as in popular culture.
The unprecedented control over field propagation offered by metamaterials natu-
rally raises the question of what is ultimately achieveable by their use. This thesis
sheds some light on this question by investigating the possibilities and limitations
of the effective medium parameters ε and µ, the permittivity and permeability,
respectively. The functional forms taken by these parameters directly determine
the solutions of the macroscopic Maxwell’s equations, and hence the effective field
behavior.

The investigations of this thesis have followed two lines of inquiry, namely
causality considerations and effective medium theory. The latter approach ad-
dresses the complexities of metamaterial structures and determines how to extract
effective parameters which describe their macroscopic properties, whereas the for-
mer approach avoids getting into structural detail, but rather introduces dispersion
constraints such as the Kramers-Kronig (K.K.) relations.

An analytical framework relying on rational functions and polar plots is in-
troduced to evaluate the possibility of achieving negative refraction with low loss
or gain in media which abide by the K.K. relations. At the same time, this the-
sis argues that metamaterials attain some additional freedom in relation to the
standard K.K. relations owing to the fact that they cease to be effective media
at relatively long wavelengths. For instance, passive arrangements of split ring
cylinders can have dispersions which are only attainable in conventional media
which possess gain at high frequencies. Such relaxed dispersion constraints are
characterized through the formulation of generalized K.K.-relations.

Apart from leading to K.K. relations, the principle of causality can also be
used to show that any causal susceptibility function χ can be expressed as a su-
perposition of Lorentzian response functions. This may serve to generalize typical
textbook treatments of dispersion, and furthermore presents a route towards dis-
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persion engineering: Given the abundance of metamaterial structures which give
Lorentzian-like resonances, a desired dispersion can in principle be realized in terms
of its decomposition into Lorentzian functions.

Using homogenization theory for metamaterials, it is shown that the perme-
ability function does not necessarily tend to unity at large frequencies. This result
serves to explain diamagnetism in passive and causal media. This thesis also dis-
cusses the importance of higher order multipole terms in homogenization theories
for metamaterials. While it is common to include polarization, magnetic dipole
and perhaps electric quadrupole terms, it is shown that certain higher order terms
are generally significant when second order spatially dispersive effects (e.g. mag-
netism) are concerned. Hence, some of the underlying assumptions regarding the
non-importance of such higher order terms needs to be reconsidered when applied
to metamaterials.
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Chapter 1

Introduction

Metamaterials are structured, composite materials which have the potential of re-
alizing electromagnetic properties beyond those of conventional ones. The field
of metamaterials has therefore generated significant interest since its emergence
at the beginning of the new millennium, even crossing over into popular culture.
The underlying theory of metamaterials, however, has a much older history. Fol-
lowing World War II and onwards, considerable research on the electromagnetic
response of composite materials was conducted [1–8]. Furthermore, already in
1898 Jagadis Chunder Bose reported the use of twisted structures in a composite
medium for field rotation [9], and JC Maxwell Garnett is known for having calcu-
lated the effective permittivity for metal inclusions in glass in 1904 [10], which in
turn relied on the Clausius-Mossotti relation derived even earlier (1850s). With
this long standing tradition in mind, why have metamaterials entered the front
stage of the scientific scene only recently? One part of the answer is that the
emergence of metamaterials is intricately related with the dramatic improvements
the last decades have seen in micro and nano-structuring techniques, as well as
in computer processing and simulation tools. Together these technologies have
presented the scientific community with a new design and fabrication paradigm
with unprecedented possibility of generating entirely new electromagnetic proper-
ties. Perhaps more importantly, however, was the discovery that effective media
have the potential of probing uncharted areas of the ordinary classical Maxwell’s
equations, leading to entirely new developments such as the realization of negative
refraction and transformation optics.

Sir John Pendry’s proposal in 1999 to create a negative permeability µ < 0
using a composite medium of small conducting split-ring cylinders [11], is often
considered to be the start of the metamaterial field. In reality, negative perme-
ability in similar structures had in fact been studied much earlier [12] and also just
prior to Pendry’s article [13,14], as discussed for instance in [15]. Pendry’s article
is nevertheless seminal to the metamaterial field in the sense that it lead to the
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Chapter 1. Introduction

discovery of composite structures which give simultaneously negative permittivity
ε < 0 and negative permeability µ < 0 [16, 17]. This was done by David Smith
et al. by combining the split-ring and wire structures, similar to those Pendry
had been studying in recent years [11, 18, 19], into a single composite effective
medium. Despite the fact that no natural materials are known to display ε < 0
and µ < 0 simultaneously, Soviet theoreticians had already by 1940 studied the
solutions of Maxwell’s equations for such parameter values. In lectures given by
Leonid I. Mandelshtam at Moscow State University from the 1930s and onwards
[20,21], and later in Victor G. Veselago’s paper from 1967 [22], it was shown that
a medium with simultaneously negative permittitvity and permeability could sus-
tain negative refraction – a phenomenon not found in natural media, where the
refraction angle over an interface can be negative, and the phase velocity and en-
ergy propagation may point in opposing directions! Indeed, the phenomenon had
been discussed even earlier: Waves with negative group velocity were discussed
already in 1904 by Horace Lamb [23] and reportedly by Arnold Schuster the same
year [15, 24]. It was however not until Smith et al. made the split-ring and wire
composite a century later, using techniques of material fabrication that were un-
available to Lamb, Schuster, Mandelshtam and Veselago, that the phenomenon
was verified experimentally. Such composite materials would soon be given the
Greek prefix meta, which may be translated as beyond, in order to indicate the
superior properties of metamaterials beyond those of natural materials.

In his paper The Electrodynamics of Substances with Simultaneously Negative
Values of ε and µ, Veselago proposed using a slab of a negative index medium as
an unconventional lens. After the re-discovery of this article by Smith et al. in
the year 2000 [16], Pendry would soon realize that such an arrangement represents
more than just an unconventional lens – rather it in some sense constitutes a
perfect lens with infinite resolution [25]. Conventional lens resolution is limited to
values on the order of the wavelength of radiation, in accordance with the Abbe
diffraction limit, due to the rapid attenuation of the evanescent field spectrum
in ordinary media. Pendry demonstrated that no such resolution limit applies to
Veselago’s lens arrangement, since the negative index medium acts to amplify, or
restore, the evanescent field. In other words the total field is reconstructed at the
image plane, and no information is lost. It should be mentioned that Pendry’s
analysis relied on the assumption of lossless media: In practice all passive media
contain loss, and any attempt of making a perfect lens with lossy elements faces
significant complications.

Things were about to become even more exciting. In 2006 the possibility to
render objects completely invisible by using metamaterials was proposed indepen-
dently by Leonhardt on the one hand (for the far field) [26] and Pendry, Schurig
and Smith on the other (for the entire field) [27,28]. The concept, known as meta-
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material cloaking, relies on using anisotropic metamaterials to realize coordinate
transformations where certain areas are "hidden" in the sense that no coordinates
exist for those areas in the transformed coordinates. Such areas are thus unprobed
by the electromagnetic fields, and therefore hidden. Partial experimental verifica-
tion of this concept was given already the same year when a copper cylinder was
made (almost) invisible for a narrow bandwidth of microwave frequencies [29]. Fol-
lowing such developments, metamaterials naturally started raising eyebrows well
outside of university campuses. An internet search of “metamaterial invisibility
cloak” today reveals a significant interest within popular media. In some sense
metamaterials confront us with an illusory world where things are not entirely as
they appear; where objects may be invisible and images may be false. The latter
is made clear in the recent development of metasurfaces where optical vortexes
and holographic images can be made by structuring planar surfaces [30, 31]. This
is achieved by causing abrupt phase discontinuities upon reflection, or transmis-
sion through, the surfaces by use of sub-wavelength resonance structures. It is
therefore perhaps not surprising that popular culture often links metamaterials
with the magical cloak of the fictional character Harry Potter in J.K. Rowling’s
books. Furthermore, the theory of metamaterial invisibility relies on the theory of
differential geometry [32] which, despite being commonplace in general relativity,
is not a daily affair in the electromagnetic theory of media. An implication of
this is that metamaterials can be used as laboratory analogies of something as
otherworldly as a black hole [33–35] or the early universe [36]. The field of meta-
materials has also surfaced on the radars, so to say, of defense research institutions,
as one might expect given the prospect of making things invisible. As with the
super-lens, however, there are certain practical challenges towards realizing useful
invisibility cloaks with metamaterials: The effective permittivity and permeability
values needed to make the invisibility cloak are often only attainable over a narrow
frequency bandwidth, and there is often significant amounts of loss present. Thus
an invisibility cloak that works in daylight is therefore not realistic as of yet.

The many developments seen in metamaterials indicate a significant amount of
freedom in what dispersions can be realized. Exactly how great is this freedom?
Can any desired dispersion be realized? The papers included in this thesis all
contribute in some way to shed some light on the fundamental possibilities and
limitations of metamaterial effective parameters. In this respect the concept of
causality is important, because any system should abide by the principle that no
effect precedes the cause. Paper 1 of this thesis presents a conceptual framework
for evaluating the possibility of obtaining a negative refractive index in causal me-
dia while having low loss or gain. It turns out that causality also implies that
a metamaterial parameter ε or µ can be approximated arbitrarily well as a su-
perposition of Lorentzian response functions (Papers 2 & 3). Causality concepts
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Chapter 1. Introduction

represent in a sense global approaches towards metamaterials, where the details
of the microstructure are not considered directly. It is also necessary to take the
bottom-up approach represented by homogenization theory, where the microstruc-
ture is tackled. Paper 4 considers the wavelength regime where a metamaterial
structure ceases to be an effective medium; i.e. when the structural dimensions
no longer are small. The fact that this occurs at longer wavelengths for a meta-
material than in molecular media has interesting consequences for the formulation
of Kramers-Kronig relations for metamaterials. In particular, it is shown that
metamaterials attain some degree of additional freedom relative to media obey-
ing the standard Kramers-Kronig relations. Finally, Papers 5 & 6 consider the
importance of spatial dispersion when deriving effective parameters ε and µ from
homogenization theory. It turns out that certain higher order multipoles, which
are typically negligible in ordinary media, are generally important in metamateri-
als. Furthermore, it turns out that spatial dispersion may explain diamagnetism
in causal, passive media, in the sense that the permeability µ not necessarily tends
to unity for large frequencies.

4



Chapter 2

What is a metamaterial?

A metamaterial is essentially an effective medium, and is intricately related to the
process of homogenization. To get to grips with what a metamaterial is, therefore,
an introduction into homogenization theory shall be given before moving on to
some common metamaterial examples.

2.1 The big picture – Macroscopic Maxwell’s equa-
tions and effective parameters

When considering light propagation over boundaries, such as an air-water inter-
face, one often thinks of Snell’s law relating incident and refracted rays. However,
when confronted with water’s discontinuous structure on the molecular level, as
illustrated in Fig. 2.1, one quickly realizes that this picture is a simplification.
Or rather, Snell’s law describes the effective light behavior between two electro-
magnetic media each described by a refractive index n = √εµ. Obtaining such an
effective medium is the topic of homogenization theory – the process by which the
effective macroscopic properties of the complex microscopic structure is described
in terms of one or more parameters. This section considers homogenization ac-
cording to Russakoff-Jackson [37, 38] and effective parameters according to the
Landau-Lifshitz and Casimir formulations.

As a starting point, consider the microscopic Maxwell’s equation for a non-
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Chapter 2. What is a metamaterial?
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Figure 2.1: Illustration of two perspectives of an air-water interface. The macro-
scopic perspective is that of a refracted light ray obeying Snell’s law between
two continuous media. The microscopic perspective consisting of H2O molecules,
however, reveals that the interface is not clear-cut, and the medium of water is
anything but continuous.

magnetic medium

∇× e(r) = iωb(r), (2.1a)

∇× b(r)
µ0

= −iωε0e(r) + j(r) + jext, (2.1b)

∇ · e(r) = %(r) + %ext(r)
ε0

(2.1c)

∇ ·b(r) = 0. (2.1d)

In addition to the induced current and charge densities j(r) and %(r), respectively,
the source current and charge densities jext(r) and %ext(r), respectively, are ex-
plicitly stated. The microscopic electric and magnetic fields are represented by
e(r) and b(r), respectively, and the e−iωt dependence has been suppressed. The
generalization to magnetic media is not very complicated, however excluding them
yields more transparent equations.

If no charges or currents are present (%ext = % = 0 and jext = j = 0), the
equations may be combined in order to obtain the wave equation

∇2e + ω2

c2 e = 0, (2.2)
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2.1. The big picture – Macroscopic Maxwell’s equations and effective
parameters

where c = 1/√ε0µ0 is the speed of light in vacuum. The solutions to the wave
equation are plane-waves of the form

e = e0 exp(ik · r), (2.3)

where ω = ck. In a material, where charges and currents are present, the solutions
to Maxwell’s equations are not generally as simple as this. To help visualize this,
one may imagine the presence of the charges and currents in the medium disrupting
the vacuum field, leading to complicated variations of field over microscopic length
scales. As an example, consider the field in the layered dielectric structure shown
in Fig. 2.3a: The white layers correspond with vacuum, while the shaded layers
correspond with a dielectric material. Within the shaded regions rapid variations of
the field occur. At the same time, one observes a slowly varying envelope function,
corresponding to a wavelength much longer than the structural variations of the
structure. Often one is primarily interested in macroscopic effects of the system.
Little error is therefore incurred if one simply treats the structure as effectively
continuous with a smoothly varying macroscopic field as illustrated in Fig. 2.3b.
An analogy from everyday life may be helpful here: When watching a movie on an
LED screen, the microscopic reality of the bewildering number of discrete pixels
is uninteresting. Since the microscopic variations across the screen are minuscule
in comparison to typical image features, very little error is incurred if one assumes
that the screen is continuous. In order to arrive at the macroscopic picture of Fig.
2.3b one needs to average the microscopic fields e(r) and b(r), and thereby obtain
macroscopic fields E(r) and B(r). The Russakoff-Jackson formulation of effective,
macroscopic fields relies on an average procedure of the form

〈F(r)〉 =
∫
f(r′)F (r− r′)d3r′, (2.4)

where f(r) is an arbitrary test function that varies slowly over the size of a unit cell
(and may extend over several such cells)[37,38]. Nothing so far has been assumed
regarding length scales. Homogenization theories have traditionally concerned
themselves with molecular media in which molecules or atoms are averaged over
(Fig. 2.2b). With the interest in composite media during the last century, it
became evident that structures which are large on the atomic length scale, but
small compared with the wavelength of the field, can be treated as artifical atoms
to which homogenization theories can be applied (Fig. 2.2c). This is the crucial
idea behind metamaterials, where the structural freedom leads to electromagnetic
properties not found in nature.

It shall now be assumed that a metamaterial with a periodic structure is under
consideration. Futhermore, only a single spatial Fourier component of the source

7



Chapter 2. What is a metamaterial?

q
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(c)

Figure 2.2: Qualitative explanation of dipole analogy for material constituents.
(a) Elementary dipoles. (b) Possible molecular analogies: An H2O molecule is
polarized due to the greater electron affinity of the Oxygen atom and resembles
the electrical dipole p, while the simple atomic model of an electron circulating
an ion resembles the magnetic dipole m (of course the more appropriate quantum
mechanical picture is more complicated than this). (c) Possible metamaterial
analogies: A wire can be polarized and thereby resemble the electrical dipole p,
and induced currents in the C-ring structure may resemble the magnetic dipole
m.

shall be considered:
Jext = Jexteik · r, (2.5a)
ρext = ρexteik · r. (2.5b)

In other words, the wavenumber is k is controlled by the choice of the source.
It is also assumed that the test function in (2.4) is band-limited, or rather, that
its fourier transform f(k) vanishes outside the first Brillouin zone. This is ap-
proximately the case for any sufficiently smooth function f(r) which extends over
several unit cells. The averaging procedure (2.4) may then be expressed (see for
example [39])

〈F(r)〉 = Feik · r, (2.6a)
where

F = f(k)
V

∫
v
F(r)e−ik · rd3r, (2.6b)

and the integral is taken over the volume of a unit cell of the periodic medium.
Here the fact that the microscopic fields are Bloch waves of the form

e(r) = UE(r)eik · r, (2.7a)
h(r) = UH(r)eik · r, (2.7b)

8



2.1. The big picture – Macroscopic Maxwell’s equations and effective
parameters

(a)

(b)

Figure 2.3: Microscopic and macroscopic points of view when considering the
electric field in a periodically layered dielectric structure. (a) Microscopic field e is
seen to vary rapidly, although a clear slowly varying modulation is observed. (b)
The effective macroscopic picture: A smooth macroscopic field E in an effetively
continuous background medium.

has been used, where UE,H(r) has the same periodicity as the metamaterial. This
results from the periodicity of the metamaterial and that the source too may be
considered to be a Bloch wave. The operation (2.6b), when applied to these,
therefore essentially represents the spatial average of their periodic modulations
UE(r) and UH(r). If the test function is chosen so that f(k) ≈ 1 well inside the
first Brillouin zone, negligible error is incurred for small k by setting f(k) = 1 in
(2.6b), making it then correspond to the averaging procedure utilized in [40, 41].
Therefore, in the following the test function shall be set f(k) = 1.

Application of (2.6) to (2.1a)-(2.1b) gives

ik× E = iωB, (2.8a)

ik× B
µ0

= −iωε0E− iω〈p〉+ Jexteik · r. (2.8b)

In arriving at this result the Bloch property of the fields (2.7) and the divergence

9



Chapter 2. What is a metamaterial?

theorem have been used to show∫
V
∇× [e exp(−ik · r)]d3r =

∫
s
dS×UE(r) = 0. (2.9)

where V and S indicate integration over the volume and surface of the unit cell.
In (2.1) the induced current density has been expressed j = −iωp. The reason for
this may be seen from the Maxwell-Ampere equation (2.1b): The induced current
can be described through the microscopic electric displacement field d according
to

∇× b
µ0

= −iωε0e + j + jext

= −iωd + jext. (2.10)

Hence, using the relation d = ε0e + p, the polarization may be expressed

p = d− ε0e (2.11a)

= − j
iω
. (2.11b)

As a side remark, for linear media in which d and e are related through the
microscopic permittivity ε according to d = ε0εe, one may derive the expression
p = ε0(ε− 1)e from (2.11a), which will be used frequently later on in Sec. 5.2.

The next step in the homogenization process is to multipole expand 〈p〉. From
(2.6) with the expansion exp(−ik · r) ≈ 1− ik · r− (kr)2/2 one obtains [41,42] (to
the second order in k)

〈p〉 = eik · r
V

∫
V

pe−ik · rd3r (2.12a)

= eik · r
V
·
(∫

V
pd3r − ik ·

∫
V

rpd3r − 1
2

∫
V

(k · r)2pd3r
)

≡ P− k×M
ω

− ik ·Q + R, (2.12b)

where

P = eik · r
V

∫
V

pd3r, (2.13a)

M = −iω2
eik · r
V

∫
V

r× pd3r, (2.13b)

Q = 1
2
eik · r
V

∫
V

(rp + pr)d3r, (2.13c)

R = −1
2
eik · r
V

∫
V

(k · r)2pd3r. (2.13d)

10



2.1. The big picture – Macroscopic Maxwell’s equations and effective
parameters

and where the tensor rp has been decomposed into its antisymmetric and sym-
metric parts,

k · rp = k · (rp− pr)/2 + k · (rp + pr)/2
= −k× (r× p)/2 + k · (rp + pr)/2. (2.14)

It is common to neglect the higher order term R in (2.12b), although Paper 5 of
this thesis will later show that this is not generally warranted for metamaterials –
the electrical electrical quadrupole Q and the higher order term R are generally
as important as M when second order effects are concerned (e.g. magnetism).

Insertion of (2.12) into (2.8b) gives

ik×
[

B
µ0
−M

]
= −iω

[
ε0E + P

]
− ωk ·Q− iωR + Jextek · r (2.15)

The aim of a homogenization procedure is often to arrive at effective parameters
ε and µ that describe the effective electromagnetic response of the metamaterial.
In the so-called Casimir formulation, the parameters are defined according to

ε′(ω,k)E = E + P
ε0
, (2.16a)

[1− µ′−1(ω,k)]B = µ0M, (2.16b)

usually assuming that the terms Q and R are negligible. Then introducing these
parameters allows (2.15) to be expressed in similar form as (2.1b) where instead of
using vacuum parameters ε0 and µ0 the fields are described using parameters ε0ε′
and µ0µ

′. In other words, the effective parameters describe an effective continuous
medium which takes into account the effective properties of the electric and mag-
netic dipoles through (2.13a) and (2.13b). Note that these parameters generally
depend on k, meaning that they are spatially non-local and the system is spatially
dispersive, i.e. the response of the system at a given point depends on the fields
at other positions. This is analogous to frequency dispersion where ω-dependent
parameters imply a non-local response in time. For a discussion of the importance
of spatial dispersion in metamaterials, consider Chapter 5.

Instead of allocating terms from the multipole expansion (2.12b) to parame-
ters ε′(ω,k) and µ′(ω,k), characteristic of Russakoff-Jackson homogenization, one
may alternatively choose to include all terms of the expansion of the macroscopic
polarization 〈p〉 in (2.8b) into a single parameter according to

ε(ω,k)E = E + 〈p〉
ε0

(2.17)

which is characteristic of the Landau-Lifshitz formulation presented in [40]. This
is evidently a good option when Q and R are significant. That this parameter

11
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generally depends on the wavenumber k is clear from the expansion (2.12b). It is
sometimes useful to operate with both a permittivity and a permeability, so the
parameter ε(ω,k) shall now be converted into two parameters [40, 43]. Observe
that the macroscopic quantities B and E are left invariant upon the transformation

−iω〈p〉 → −iωP̃ + ik×M̃, (2.18)

when inserting into (2.8). We can express the left hand side in terms of the
non-local parameter ε(ω,k) by (2.17), and the right hand side terms of two new
parameters ε and µ−1 utilizing analogous relations to (2.16), in order to obtain

ε(ω,k) = ε− c2

ω2 k× [1− µ−1]× k, (2.19)

where we have used (2.8a), and the last term is expressed as a dyadic vector
product. Non-gyrotropic media carry the symmetry [44],

ε(ω,−k) = ε(ω,k), (2.20)

meaning that the first order k-term in the expansion of ε(ω,k) must vanish. Hence
any first order k-dependence in the new parameters ε and µ must cancel in (2.19),
and it is therefore possible to define these parameters so that they have no such
first order k-dependence. Furthermore, if all the second order k-dependence of
the new parameter ε can be placed into the term containing µ, then it is possible
to construct a set of local parameters (i.e. k-independent) for the system to the
second order in k. Due to the cross-products applied to the tensor µ, however,
this is not always possible: Any longitudinal component, parallel with k, vanishes
from the cross product. Explicit expressions for ε and µ are given in Paper 5 of
this thesis [45]. Note that in the special case where the non-local parameter ε(ω,k)
can be decomposed into two local parameters ε and µ, the system is still spatially
dispersive in the sense that magnetism can be viewed as a second order spatially
dispersive effect, although it is common to think of a medium with local ε and µ as
non-spatially dispersive. For clarity, this thesis considers a medium to be spatially
dispersive if the Landau-Lifshitz parameter (2.17) is k-dependent.

As the above discussions show, a given metamaterial system can be described
in terms of a variety of effective parameters. One may for instance choose to
use the Casimir formulation (2.16) or the Landau-Lifshitz formulation (2.17), or
any arbitrary division of the latter into parameters ε and µ according to (2.19).
The following Sec. 2.2.1 will for instance describe a metamaterial consisting of a
periodic array of cylinders in terms of the Casimir formulation, where the currents
flowing around cylinders lead to a permeability µ′ 6= 1 for the system. However,
one may equally well have used the non-local Landau-Lifshitz parameter ε(ω,k),

12



2.2. Make your own metamaterial

for which one has no permeability function (i.e. µ = 1). The fact that different
descriptions are possible for the same physics may seem odd, but is a consequence
of the division of the macroscopic polarization (2.18) being non-unique. Note that
in the subsequent discussions, primed parameters ε′ and µ′ specifically imply the
definition (2.16), and the permittivity function ε(ω,k) with explicit dependence
on k implies the Landau-Lifshitz parameter (2.17), whereas unprimed parameters
generally do not pertain to any specific definition unless otherwise stated.

2.2 Make your own metamaterial
A good definition of a metamaterial is offered by Wiktionary1.

Any material that obtains its electromagnetic properties from its struc-
ture rather than from its chemical composition; especially a material
engineered to have features of a size less than that of the wavelength of
a class of electromagnetic radiation.

The key ingredients here are "electromagnetic properties", "size less than
the wavelength" and "structure". In order to get a feel for how these ingredi-
ents combine into a metamaterial, this section considers the design of a negative
refraction medium relying on household items such as aluminium cans and wires.
In other words, this section presents a do-it-yourself metamaterial – an approach
that has proven to be pedagogical in both lectures and conference presentations,
although the resulting homemade metamaterial of course is not likely to have any
state-of-the-art properties.

The interesting phenomenon of negative refraction occurs when one simultane-
ously achieves ε < 0 and µ < 0. While there does exist natural media where both
ε < 0 and µ < 0 can be achieved separately, it was first by virtue of metamaterial
structures that one was able to achieve both simultaneously in the same medium.
The following sections shall design a metamaterial consisting of wire and resonator
structures such as those proposed by Pendry and Smith. et. al [11,16], beginning
a structure which achieves µ < 0.

2.2.1 Negative permeability through resonance
A popular science experiment is to drop a magnet through a conducting cylinder
(such as a copper pipe) and observe the magnet fall slowly (Fig. 2.4a). Due
to the change in magnetic flux through the cylinder, current is induced around
the cylinder according to Faraday’s law. The potential energy of the magnet is

1https://en.wiktionary.org/wiki/metamaterial on the 16th of January 2017.
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converted into kinetic energy and heat dissipation of the currents. The magnet
is slowed down the most when the cylinder is made of a good conductor, thus
yielding large currents and a large opposing field according to Lenz’ law.

vm

z

(a) (b)

l

a

2r

(c)

l

(d) (e)

Figure 2.4: (a) Falling magnet in a conducting cylinder. (b) Metamaterial con-
sisting of a periodic arrangement of conducting cylinders. (c) Unit cell of the
metamaterial. (d) Contour-curve for the evaluation of bI in (2.26). (e) Split ring
cylinder: One cylinder that has been cut vertically is placed inside of another
cylinder that also has been cut vertically.

The above experiment demonstrates the usefulness of conducting, non-magnetic
cylinders to generate a magnetic response. When desiring to design a metamate-
rial with a magnetic response (i.e. µ 6= 1), a structure of cylinders such as shown
in Fig. 2.4b may therefore be a good place to begin. Such a structure may for
instance be made using an array of empty aluminium cans. According to (2.16b)
one needs to determine the dipole density vector M and the macroscopic field B
in order to find the effective permeability µ′ for the system. According to the
averaging procedure (2.6) the macroscopic field is given by

B = eik · r′

a2l

∫
be−ik · r′d3r′, (2.21)
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2.2. Make your own metamaterial

where l represents the length of the cylinders, a2 is the area of the unit cell cross
section, and b is the microscopic magnetic flux density. The coordinates are repre-
sented by the primed vector r′ (to distinguish it from the cylinder radius r). From
(2.13b) and (2.11b)

M = −iωe
ik · r′

2a2l

∫
V

r′ × j
−iω

d3r′ (2.22)

= eik · r′

2a2l

∫ l/2

−l/2

∫ 2π

0

∫
a2

r′ × jρdρdφdz, (2.23)

where r′ = 〈ρ cos(φ), ρ sin(φ), z〉, and where the origin has been placed in the
center of the unit cell. Assuming a symmetric distribution of current density in
the ẑ-direction j(z) = j(−z), which is zero everywhere except on the thin cylinder
walls where j = I/ldr, this expression simplifies to

M = πr2

a2 je
ik · r′ ẑ, (2.24)

where j hereafter represents the current per cylinder length j = I/l, and where r
again is the cylinder radius. Both j and b need to be determined in order to find
µ′, and the latter shall be considered first. The field inside of a cylinder in Fig.
2.4b may be expressed as a superposition of fields

b = bext + bI − br, {within a cylinder} (2.25)

where bext = bextẑ represents the external field (i.e. the field one would have if the
cylinders were replaced by empty space) which is assumed to be uniform over the
unit cell along the cylinder axis, bI represents the induced field due to the current
flow around the cylinder, and br represents the coupling field with the neighboring
cylinders. The induced field bI may be determined from the integral form of (2.1b)
assuming quasi-statics ∮

c
bI · dl = µ0I, (2.26)

over the closed contour-curve displayed in Fig. 2.4d. When l� r we may assume
that bI = bI ẑ inside the cylinder, while bI = 0 outside, thus giving

bI = µ0I

l
ẑ = µ0jẑ. (2.27)

In order to determine the coupling field br, one may note that 2.1d implies that
the magnetic flux through a cylinder Φ = bIπr

2 must return back again all over
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the metamaterial (i.e. every field line must bite its tail). Furthermore, when l� r
one may show that the net return flux from all N cylinders is spread out evenly
over all the cylinders. Together these effects allow for the coupling field br between
cylinders to be expressed

br = NΦ
Na2 ẑ = bIπr

2

a2 ẑ = µ0πr
2

a2 jẑ. (2.28)

The microscopic field may therefore be expressed

b =

bextẑ + µ0j(1− πr2

a2 )ẑ inside cylinder,
bextẑ− µ0j

πr2

a2 ẑ outside cylinder.
(2.29)

Insertion into (2.21) now yields

B = ẑ
a2

[
bext + µ0j(1−

πr2

a2 )
]
πr2 + ẑ

a2

[
bextẑ− µ0j

πr2

a2

]
(a2 − πr2),

= bextẑ. (2.30)

Note that the wavenumber has been set to k = 0 in (2.21), in line with the assump-
tion that the external field bext is uniform. The same applies to the magnetization
(2.24) in the following.

We now proceed to solve j by using Faraday’s law (2.1a)

IRΩ = iωπr2
[
bext + µ0j

(
1− πr2

a2

)]
, (2.31)

where RΩ represents the electrical resistance of the cylinder wall, and a exp(−iωt)
time dependence has been assumed. Re-writing the left hand side in terms of
resistance per circumference-length ratio ρ

IRΩ = 2πrρj, (2.32)

and solving for j in (2.31) gives

j = bext
2ρ
iωr
− µ0(1− πr2

a2 )
. (2.33)

Now that expressions for B and j have been obtained, the effective parameter µ′
is found by inserting (2.24) and (2.30) into (2.16b). One then obtains

µ′ = 1−
ω πr2

a2

ω + i2ρ
µ0r

. (2.34)
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2.2. Make your own metamaterial

A plot of µ′ against scaled frequency is presented in Fig. 2.5a. It is clear that
the arrangement of cylinders has succeeded in creating a magnetic response out of
non-magnetic cylinders (µ′ 6= 1). However, the arrangement does not give µ′ < 0.
In order to achieve negative values, the geometry of the cylinders must be modified:
Consider the split ring cylinder in Fig. 2.4e. One can think of it as one cylinder
placed inside of another, with a small strip of each cylinder cut away on opposite
sides. It will now be shown that a periodic array of such split-ring cylinders enables
the achievement of negative permeability.

0 5 10 15 20
!/;70r

0
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1
7

Re 7
Im 7

(a)

0 0.5 1 1.5 2
!/!0

-2

0

2

4

6
7
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(b)

Figure 2.5: Effective permeability of metamaterials consisting of (a) A periodic
arrangement of cylinders with filling fraction πr2/a2 = 0.5. (b) A periodic ar-
rangement of split ring cylinders with filling fraction πr2/a2 = 0.5 and 2ρ

ω0µ0r
= 0.1.

The split-ring cylinder is different from the normal cylinder in that there has
been introduced a capacitance between the cylinder walls. Figure 2.6 shows how
one may treat the split-ring cylinder as capacitors in series. If it is assumed that
the spacing between the two cylinder walls is small compared with the radius r,
the only significant difference between the derivation of µ for the hollow cylinder
and for the split-ring cylinder is the different expression of the emf used in (2.31)

emf = I(RΩ + Zc), (2.35)

where Zc = −1/iωCnet is the impedance of the effective series capacitor in Fig.
2.6b. Using

1
Cnet

= 1
C

+ 1
C

= 2d
ε0A

(2.36)
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and using that the area A = πrl corresponds to half of the cylinder surface area
(since the surface area of the split ring cylinder walls in Fig. 2.6a corresponds to
two capacitors as shown in Fig. 2.6b) gives

Cnet = ε0(A/2)
d

= ε0(πrl/2)
d

. (2.37)

I.e. the net capacitance corresponds to an effective area of πrl/2. Introducing
a quantity C = Cnet/(πrl/2) which represents the capacitance per effective area,
allows the following expression for the permeability to be found

µ′(ω) = 1 +
ω2 πr2

a2

ω2
0 − ω2 − iω 2ρ

µ0r

, (2.38)

by following the same steps as earlier. Here ω0 =
√

2/π2µ0Cr3 represents the
resonance frequency. This response is plotted in Fig. 2.5b against scaled frequency
ω/ω0. One observes that a negative permeability µ′ < 0 is achieved in a frequency
bandwidth above resonance.

(a) (b)

Figure 2.6: (a) Cross-section of a split ring cylinder. (b) Capacitors in series.

2.2.2 Negative permittivity through plasma response
As shall be shown here, negative permittivities ε < 0 can be obtained by using
conducting wires. Consider first a slab of a good conductor (Fig. 2.7a): The
microscopic field is that of a continuous medium e = e exp(ik · r′)ẑ polarized along
the axis of the slab, and the macroscopic field is then obtained from (2.6)

E = eik · r′

a2l

∫
ee−ik · r′d3r′ = eeik · r′ ẑ, (2.39)

i.e. equal to the microscopic field. It is common to model the motion of the charges
as a damped spring system. Each charge is then assumed to be bound by a spring
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2.2. Make your own metamaterial

with spring constant κ according to Hooke’s law, and the motion is damped by an
amount proportional with the velocity of the charge. This proportionality constant
is τ−1, where τ represents a characteristic distance of collision-free travel. From
Newton’s second law one may thus express

z̈ + 1
τ
ż + κ

m
z = q

m
e0 exp(−iωt). (2.40)

The solution to this equation for finite values of τ and k yields the Lorentzian
response which is discussed further in Sec. 4.2.2. Given that the slab is made of
a good conductor, it is in order to simplify and assume no collisions, τ →∞, and
free charges, k = 0. In other words, the charges are assumed to behave like a gas.
The velocity of the charges are then given by integrating the right hand side of
(2.40), which yields

ż = iq

mω
e, (2.41)

having assigned the initial velocity equal to zero. This expression may be used in
(2.13a), to calculate the polarization density

P = eik · r′

a2l

∫ j
−iω

d3r′, (2.42)

= ẑeik · r′

a2l

∫ Nqż

−iω
d3r′, (2.43)

= −Nq
2

mω2 ee
ik · r′ ẑ. (2.44)

Here N represents the number density of charges. From (2.16a) the permittivity
may then be found

ε′ − 1 = P

ε0E
= − Nq2

ε0mω2 = −
ω2
p

ω2 , (2.45)

where ω2
p = Nq2/ε0m. This is known as the plasma response. Clearly it yields

negative values when ω < ωp.
Now, instead of a slab, consider a periodic arrangement of solid conducting rods

(or wires) (Fig. 2.7b). Gaps between the rods give room for placing the split-ring
cylinder structures discussed in the previous section, as pictured in Fig. 2.7c. This
is desirable given the goal of achieving ε < 0 and µ < 0 simultaneously. Compared
with the bulk conductor, the air gaps between the rods will lead to scattering of
the field, which has not been accounted for in the derivation above. The exact
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Figure 2.7: (a) Conducting slab, (b) Unit cell of a metamaterial consisting of
conducting rods, (c) Possible unit cell of a metamaterial which can realize simul-
taneous ε < 0 and µ < 0.

solution for the periodic rod array may be found in [46]. When simplified in the
limit ωa/c→ 0 and assuming uniform fields k = 0, the solution becomes

ε′ − 1 = −
ω2
p

ω2
πr2

a2 , (2.46)

I.e. in the exact treatment the plasma response is weighted by the volume fraction
of the cylinder to the unit cell.

The needed structures to obtain negative refraction have thus been found:
The wire and split-ring metamaterial of which Fig. 2.7c shows a unit cell. A
similar design was used by Smith et al. in 2000 to demonstrate negative refraction
experimentally [16]. Although the design discussed here can be made of household
aluminium cans and copper wire, one must remember that any application as a
metamaterial necessitates fields with wavelengths much longer than the structure
sizes. Thus the effective properties of a homemade structure may easily lie in
the radio-frequency regime. Note also that determining ε and µ separately for
the wire and split-ring structures, respectively, does not necessarily imply that a
combined structure (Fig. 2.7c) will exhibit the same parameters. However, due to
the complexity involved in treating a combined system, it is not straightforward
to obtain analytical expressions.

2.3 Transmission line metamaterials
Networks of lumped elements can emulate electromagnetic media. This section
will demonstrate this by determining the effective permittivity ε and effective per-
meability µ for a lumped circuit consisting of repetitions of the unit cell shown
below.
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CdY d

−

+

V (0)

I(0) Zd Ld

−

+

V (d)

−I(d)

ẑ

x̂

The quantities Z,L, Y and C are per unit length; i.e. Zd and Y d represent the
distributed impedance and admittance of generic lumped elements (to be speci-
fied later) over the distance d, and likewise Ld and Cd represent the distributed
intrinsic inductance and capacitance of the transmission line. The circuit is a unit
cell of a 2d network: I.e. it is repeated to the left and right, as well as above and
below the page. From Kirchoff’s voltage law one can derive

V (d)− V (0)
d︸ ︷︷ ︸

=dV/dz

= −ZI(0)− LdI(0)
dt , (2.47a)

where Faraday’s law has been used to express the voltage drop over the inductor as
the negative of the electromotive force L∂I/∂t. Similarily, from Kirchoff’s current
law

I(0)− I(d)
d︸ ︷︷ ︸

=−dI/dz

= Y V (d) + C
dV (d)
dt , (2.47b)

where the definition of capacitance has been used to express the current over the
capacitor IC = ∂Q/∂t = C∂V/∂t. These equations are known as the telegrapher
equations of the transmission line. Assuming a time dependence of exp(−iωt) then
gives

dV
dz = −(Z − iωL)I(0), (2.48a)
dI
dz = −(Y − iωC)V (d). (2.48b)

The telegrapher equations can be mapped to the Maxwell’s equations. In order
to do this the potential and current in the circuit shall be related to the fields. One
may express V = −Ed. Using Ampere’s law over a contour of dimensions ∆y = d
and ∆x with surface normal along the upper circuit line gives H(z) = I(z)/2d. It
has been assumed that the magnetic field points uniformly along the ŷ direction,
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typical of the field above a sheet distribution of current. This is approximately the
case if there are many parallel lines of current on either side of the circuit drawn
above. Inserting for the fields gives

dE
dz = 2(Z − iωL)H, (2.49a)

dH
dz = (Y − iωC)

2 E. (2.49b)

Introducing the parameter definitions

µ ≡ − 2Z
iωµ0

+ 2L
µ0
, (2.50a)

ε ≡ − Y

2iωε0
+ C

2ε0
, (2.50b)

allows for the mapping of the telegrapher equations (2.48) to the Maxwell equations
for the system

dE
dz = −iωµ0µH, (2.51a)
dH
dz = −iωε0εE. (2.51b)

Thus the circuit clearly models an electromagnetic medium with parameters ε and
µ. Furthermore, following the recent discussions of effective media, it is natural to
interpret such circuits as a form of metamaterials in which effective permittivity
and permeability functions arise from structures with characteristic lengths that
are small compared to the wavelength d � λ. As is discussed in [47], one may
for instance design a negative permittivity metamaterial by replacing the generic
admittance Y with that of an inductor Y = 1/ZL = −1/iωL for which

ε = C

2ε0
− ω2

L

ω2 , (2.52a)

having defined ω2
L ≡ 1/2ε0L. Hence the functional resemblance with the plasma-

response discussed in Sec. 2.2.2 is apparent. Similarily, if the generic impedance
element is replaced with that of a capacitor Z = −1/iωC, one may obtain a
negative permeability metamaterial

µ = 2L
µ0
− ω2

C

ω2 , (2.52b)
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having defined ω2
C ≡ 2/µ0C. I.e. one ends up with a plasma-response equivalent for

the permeability. At low frequency, the frequency dependent terms in (2.52a) and
(2.52b) dominate (i.e. intrinsic capacitance and inductance effects are negligible),
thus yielding ε < 0 and µ < 0. Thus it is possible to realize a negative index
medium with a transmission line metamaterial consisting of periodically placed
inductors and capacitors [47], when placed as in the unit cell circuit below.

d/ZL

ZCd

Transmisions lines thus present a simple, yet powerful, method of testing and
designing metamaterial phenomena. Furthermore, rational functions can often be
realized in terms of lumped elements, for instance by use of algorithms such as
Brune synthesis [48]. This opens up for the possibility of starting with a desired
function of ε or µ, and find the needed circuit which realizes them, i.e. the inverse
to the process of homogenization discussed in Sec. 2.1, where one starts with a
given structure and determines the parameters ε and µ. For instance, imagine that
one is interested in finding circuits which realize a Lorentzian resonance in µ(ω)
according to

µ(ω) = 1 + α

ω2
0 − ω2 − iωΓ , (2.53)

where ω0 is the resonance frequency, while Γ and α characterize the resonance
width and amplitude, respectively. The following section shows how a circuit can
be built up to obtain this.

2.3.1 Brune synthesis of RLC impedances
Here the procedure of Brune synthesis [48] will be illustrated. The goal is to
determine the necessary circuit elements which together give the needed impedance
Z such that µ(ω) by (2.50) gives the Lorentzian response (2.53). Introducing
s = −iω and neglecting the influence of intrinsic inductance means that the target
function becomes

Z(s) = µ0

2 s+ µ0

2
sα

ω2
0 + s2 + sΓ (2.54)
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1. If Z(s) has a pole at infinity, remove a series inductance and obtain
a positive real remainder Z1(s).
Following this a series inductance with ZL = −iω µ0

2 = sµ0
2 is removed,

thereby letting us define

Z1(s) = Z(s)− µ0

2 s,

= µ0

2
sα

ω2
0 + s2 + sΓ . (2.55)

The first element of the circuit for Z(s) has thus been found:

Z1(s)

µ0/2

The next step is to perform the Brune synthesis on Z1(s). Z1(s) does not
have a pole at infinity, so we move on to the next step:

2. If Z1(s) has a pole at zero, remove a series capacitor and obtain a
positive real remainder.
This is not the case for Z1(s), so we move on to the next step.

3. If Z1(s) has a zero at infinity, remove a shunt capacitor from Y1(s) =
1/Z1(s) and obtain a positive remainder Y2(s).
Following this step a shunt capacitor with admittance YC = 1/ZC = −iωC =
sC is removed, leaving

Y2(s) = 2
µ0

ω2
0 + s2 + sΓ

αs
− s 2

αµ0
, (2.56)

= 2
µ0

ω2
0 + sΓ
αs

. (2.57)

Hence another component of the circuit of Z(s) has been found
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Y2(s)

µ0/2

2/αµ0

Next, brune synthesis shall be applied to Z2(s) = 1/Y2(s). Steps 1-3 do not
apply, so the next step is applied.

4. If Z2(s) has a zero at zero, remove a shunt inductor from Y2(s) =
1/Z2(s) and obtain a positive real remainder Y3(s).
Following this step a shunt inductor with YL = 1/ZL = −1/iωL = 1/sL is
removed, leaving

Y3(s) = 2
µ0

ω2
0 + sΓ
αs

− 1
sµ0α

2ω2
0

,

= 2Γ
αµ0

. (2.58)

The remainder Y3(s) is constant and thus corresponds with a resistor. Hence
the circuit for Z(s) has thus been found

µ0α
2Γ

µ0
2

2
µ0α

µ0α
2ω2

0

Naming L1 = µ0/2, C = 2/µ0α, L2 = µ0α/2ω2
0 and R = µ0α/2Γ and

calculating the total impedance of the above circuit gives

Z(ω) = −iωL1 −
1

iωC + 1
iωL2
− 1

R

. (2.59)
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Using (2.50) allows for the determination of µ(ω)

µ(ω) = − 2
µ0

Z

iω
,

= 2
µ0
L1 +

2
µ0

−ω2C + 1
L2
− iω

R

(2.60)

Introducing the values of the circuit for L1, C, L2, andR yields the Lorentzian
response (2.53).

Brune synthesis may also be applied to obtain a Lorentzian response for ε(ω),
as shown in Paper 3 of this thesis [49]. Also, Sec. 4.2.2 discusses how Lorentzian
resonances can be superposed to obtain any desired causal response function. This
therefore implies that any desired causal metamaterial response can be modelled
by transmission line circuits as those above. Furthermore, circuit model metama-
terials can sometimes be realized as circuit equivalent systems: Consider e.g. the
acoustic cloak designed by a circuit equivalent [50]. To some extent, therefore, us-
ing Brune synthesis for the design of transmission line metamaterials can serve as
a complete inverse-homogenization procedure, by which metamaterial realizations
of desired parameters ε(ω) and µ(ω) can be realized in physical systems beyond
circuits.

2.4 Model breakdown
Over the previous sections several metamaterial systems have been considered for
which functions for the effective parameters ε(ω) and µ(ω) have been derived.
Recall, for instance, the LC-loaded transmission line proposed in [47] of which the
effective parameters are stated to be of the form

ε = −ω
2
L

ω2 , (2.61a)

µ = −ω
2
C

ω2 , (2.61b)

which can yield negative refraction. It is sometimes interesting to know the values
of ε(ω) or µ(ω) as ω →∞: As discussed in Sec. 4.2.1, the real and imaginary com-
ponents of an effective parameter can be related through the use of Kramers-Kronig
relations in which the parameters are integrated over all frequencies. Evaluating
(2.61) as ω → ∞ reveals that ε = µ = 0. However, if one takes ε(ω) and µ(ω) to
represent the electric and magnetic response of the medium, this result is clearly
odd: In the vacuum limit ω → ∞ one usually expects ε → 1 and µ → 1, imply-
ing that the system no longer is responsive. Contrary to this, a permittivity and
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permeability near zero usually indicate a strong response. A similar observation
can be made in the effective permeability of the split ring cylinder metamateri-
als considered in Eq. (2.38) of Sec. 2.2.1: In the vacuum limit one finds that
µ→ 1− πr2/a2 6= 1.

The above issues reveal that it is important to remember that metamaterials
are only effectively continuous media. That is, they may be treated as continu-
ous media insofar as the characteristic sizes of their discrete structures may be
neglected. However, at high frequencies ω → ∞ the corresponding wavelength
becomes vanishingly small, λ → 0, for which it is no longer possible to assume
that the metamaterial behaves as an effectively continuous medium. It therefore
follows that the effective parameters ε and µ no longer represent any effective elec-
tric or magnetic response – i.e. they no longer describe the effective permittivity
or permeability. Consider again (2.61): Behind these equations rest two assump-
tions: i. that the medium can be described as a circuit, and ii. that the intrinsic
capacitance and inductance can be neglected (compare with eqs. (2.50)). As ω
increases both of these assumptions break down, first the latter when by (2.50)
ε(∞) and µ(∞) clearly are no longer zero, and then the former (when the descrip-
tion in terms of a circuit becomes meaningless due to the wavelength being small
compared circuit dimensions).

Note that the breakdown of the effective parameters discussed so far assumes
eigenmodal propagation where ω and k are related by a dispersion relation. In the
presence of sources, however, ω and k can in principle be chosen independently
of each other: Think for instance of the field in a capacitor where it is possible
to oscillate at a desired frequency ω while having k → 0. It then turns out to be
possible to have analytic permeability functions µ 6= 1 as ω → ∞, while keeping
kd� 1, thereby not necessarily leading to model-breakdown (as discussed in Paper
6 of this thesis). However, it can be shown that the magnetization tends to zero
in this limit, meaning that µ(∞) nevertheless loses its physical significance: Since
the magnetization tends to zero, this means that there is no material response
despite the fact that µ(∞) 6= 1.

Although it is true that effective parameters ε(ω) and µ(ω) may lose either their
physical meaning as effective permittivity and permeability (eigenmodal propaga-
tion) or physical significance (source-driven systems) locally at high frequency, this
does not mean that their functional form there is without global physical impor-
tance. Owing to the analytic properties of the parameters, as discussed in Sec.
4.2, the values of ε(ω) or µ(ω) for large ω determine their functional values for
small ω where the parameters describe the effective properties of the system. The
fact that ε(ω) and µ(ω) can approach values other than unity as ω → ∞ thus
turns out to imply that metamaterials can have a greater dispersional freedom at
low ω than conventional media. This is the topic of Paper 4 of this thesis [51].
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Chapter 3

Making Maxwell’s equations do
something new

Maxwell’s equations in linear media are

∇× E = iωµ0µH, (3.1a)
∇×H = −iωε0εE + J, (3.1b)
∇ ·D = ρ, (3.1c)
∇ ·B = 0. (3.1d)

Here it is evident that the material parameters ε and µ directly influence the field
solutions E and B. As mentioned in the introduction, the breakthrough which
lead to the field of metamaterials was the discovery that simultaneous ε < 0 and
µ < 0 could be realized [16]. Such media soon became known as left-handed
media, as opposed to all known natural media which are termed right-handed (i.e.
having ε > 0 and µ > 0). In this way, metamaterials opened up an unprobed area
of Maxwell’s equations – the result of which has lead to the discovery of novel
phenomena of both theoretical and practical interest. This chapter considers some
of the consequences of making the Maxwell’s equations do something new, that is,
by solving them for a new range of ε and µ values.

3.1 Left-handed media
Consider a transverse electromagnetic (TEM) wave with

E = E0 exp(ik · r)x̂, (3.2a)
H = H0 exp(ik · r)ŷ, (3.2b)
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in a continuous, source free, linear medium. Insertion of the fields in (3.1a) and
(3.1b) gives

k× E = ωµ0µH, (3.3a)
k×H = −ωε0εE. (3.3b)

In conventional media, where ε > 0 and µ > 0, the above equations place the
vectors k,E and H according to Fig. 3.1a. Since k is in the direction of E ×H,
in accordance with the right-hand rule, such media are often referred to as right-
handed. On the other hand, in the event that ε < 0 and µ < 0, (3.3) give vectors
k,E and H placed as shown in Fig. 3.1b (changing the signs of ε and µ is equivalent
to changing the sign of H). Here k points in the opposite direction of E ×H, in
accordance with the left-hand rule. This is why such media are often referred to
as left-handed media. The direction of energy flow is given by the Poynting vector
S = E×H. Hence, in left-handed media one is left with the surprising result that
the energy flow S and wave propagation k point in opposite directions! Figure 3.2
displays a simulation of a plane wave incident on a negative index medium.

E

k

H

ε > 0, µ > 0

(a)

E

k

H

ε < 0, µ < 0

S

(b)

Figure 3.1: (a) Right handed medium (b) Left-handed medium.

It is at the interface between a right-handed and left-handed medium that the
interesting phenomenon of negative refraction occurs. Consider Fig. 3.3 which
displays the wavefronts on two sides of an interface. The boundary conditions
across the interface are

E1t = E2t, (3.4a)
H1t = H2t, (3.4b)

where the subscripts 1t and 2t refer to the tangential components of the field on the
left and right side of the interface, respectively. These require that the wavefronts
are connected over the boundary. Furthermore, energy conservation requires that
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e

ε < 0, µ < 0ε = µ = 1

z

Figure 3.2: The wave propagation of a plane wave incident to a negative index
medium. The arrow towards the right displays the forerunner of the wave, while
the wave vector points towards the left. The negative index medium is modeled
ε = µ = 1 +Fω2

0/(ω2
0 − ω2− iΓω), where F = 20, ω0 = 1, Γ = 0.1, and the chosen

frequency ωobs =
√

11. The simulation has been kindly provided by Hans Olaf
Hågenvik at NTNU.

the normal component of the Poynting vector is continuous over the boundary:
(E×H)1n = (E×H)2n, where the subscript n refers to the normal component. In
the case that the interface rests between a right-handed and left-handed medium,
such as shown in Fig. 3.3b, the result is that the normal component of k changes
direction over the interface: The direction of k in the left-handed medium is given
by the left-hand rule, and must point in the opposite direction of the Poynting
vector. Comparing Fig. 3.3a with Fig. 3.3b we observe that the wavefronts in the
latter refract with the negative of the angle in the former – in other words negative
refraction has occurred. In terms of Snell’s law

n1 sin θ1 = n2 sin θ2, (3.5)

where n1,2 and θ1,2 represent the refractive index and angle of incidence in the left
and right medium, respectively, it makes sense to describe the negative refraction
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by setting n2 < 0. We have, however, not yet linked the index of refraction n to
the material parameters ε and µ. To do so, one may combine (3.3a) and (3.3b) in
order to obtain the dispersion equation

k2 = ω2

c2 εµ, (3.6)

where it has been used that c2 = 1/√ε0µ0. Inserting the definitions vp = ω/k and
n = vp/c allows us to find

n2 = εµ. (3.7)

Expressing ε and µ in polar form then gives

n =
√
|εµ| exp i

(
θε + θµ

2

)
, (3.8)

where θε and θµ are the complex phases of ε and µ respectively. For ε = µ =
exp(iπ) = −1, one finds n = exp(π) = −1.

Evidently, a negative refractive index is achieved when ε < 0 and µ < 0,
but this does not exhaust all possibilities: Clearly another possibility is to have
ε = exp(i2π) = 1 and µ = 1. In this case n = −1 while ε > 0 and µ > 0, i.e.
in a right-handed medium. One is therefore left with two cases of right-handed
media with ε = µ = 1 which yield different signs of n: The recent case where
ε = exp(i2π) = 1 and µ = 1, and the other being vacuum. The difference between
them is of course the amount of phase arg(ε). The polar plots in Fig. 3.4 reveal
the importance this phase difference plays: The plot starts with θε = 0 at infinite
frequency ω → ∞, and traverses a circular path towards the phase θε = θε,obs
at a certain observation frequency ω = ωobs. Correspondingly the phase of the
refractive index changes as shown in Fig. 3.4b. With an accumulated phase of
θε ≈ 2π one achieves n ≈ −1. Figure 3.4a reveals that in accumulating a phase
θε ≈ 2π at ω = ωobs, there must be frequencies at which Im ε > 0 and frequencies
at which Im ε < 0. The latter implies that the system is active, i.e. that it is a gain
medium. Hence the right-handed, negative index medium with ε = exp(i2π) = 1
and µ = 1, achieves its negative index through gain, and is therefore a very different
medium than vacuum.

The above example shows that is not generally possible in active media to
consider ε and µ at a single frequency and simply determine the sign of n. Adding
a phase θ = j2π, where j is an integer, to θε or θµ does not alter the numerical
values of ε or µ, respectively, but does change the sign of n according to (3.8).
Negative refraction is a global phenomenon and the values of ε and µ must be
traced from infinite frequency in order to identify the local sign of n. The correct
sign is found by demanding that n(ω)→ +1 in the vacuum limit ω →∞. However,
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E

H

(a)

ε > 0, µ > 0 ε < 0, µ < 0

E

H

H
E

(b)

Figure 3.3: (a) Positive refraction, (b) Negative refraction at an interface between
a right-handed and left-handed medium.

in the special case of a passive medium, it is sufficient to choose that sign which
gives Im n > 0.

Since there are many challenges involved in designing prospective gain meta-
materials, the possibility of negative refraction in right handed media is perhaps
primarily of theoretical nature. Commonly in literature, therefore, a negative index
medium implies a left-handed medium. Note that these discussions have assumed
that active media do not contain any zeros in the product εµ for frequencies in
the upper complex half-plane Imω < 0. When this is not the case, however, the
refractive index as defined by (3.8) may be non-analytic and the medium electro-
magnetically unstable, i.e. the fields diverge [52,53]. For the appropriate definition
of the refractive index under such circumstances the reader is referred to [52].

Im ε

Re ε

ε(ωobs)

θε,obs

(a)

Im n

Re nn(ωobs) θn,obs

(b)

Figure 3.4: Polar representations of (a) The permittivity ε and (b) The refractive
index n, in non-magnetic medium.
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3.2 Flying fish and perfect lenses
In everyday life the phenomenon of positive refraction can be encountered when
looking into a pond or lake. Figure 3.5a illustrates how positive refraction makes
the virtual image of a fish appear to be closer to the surface than the actual fish.
If the water had been replaced with a negative index medium, however, (and if
the fish was able to swim in it!) a rather different virtual image results – the fish
would appear to be swimming above the surface as shown in Fig. 3.5b! This is
understood by ray-tracing from the fish, as shown. Clearly negative index media
have interesting properties. In the following we shall consider how a negative index
medium can be put to more practical use – to create a perfect lens.

n1 = 1

n2 = 1.33

(a)

n1 = 1

n2 = −1

(b)

Figure 3.5: Illustrations of (a) Fish and virtual image of fish as seen from observer
above the water-air interface. (b) Fish and image of fish as seen from observer
above interface between negative index medium and air.

Consider the slab of a left-handed medium with ε = µ = −1 in vacuum, as
shown in Fig. 3.6. Ray tracing from the object plane at z = 0 reveals that an
image is formed to the right of the slab. Hence this arrangement functions as an
unconventional lens. It was proposed by Veselago in 1967 [22], however, further
theoretical work was done on it by Pendry in 2000 [25] where the arrangement
was shown to be more than merely an uncoventional lens. It was shown to have
infinite resolution! A hand-waving argument can be made to demonstrate this [25].
Expanding the field at the object plane in terms of its spatial Fourier-components
in the ŷ-direction gives

E(y, 0) =
∫ ∞
−∞

A(ky) exp(ikyy)dky. (3.9)
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Assuming source free, isotropic, continuous media, it follows that propagation of
each component along ẑ is given by exp(ikzz). Note that the system is impedance
matched despite the sign changes in ε and µ, since the impedance η =

√
µ0µ/ε0ε

does not change. Thus there is no scattering at the interface, and the field along
ẑ is given by

E(y, z) =
∫ ∞
−∞

A(ky) exp(ikyy + ikzz)dky. (3.10)

Using (3.6) the ẑ and ŷ components of k can be related through the Pythagorean
theorem

kz =
√
ω2

c2 − k
2
y, (3.11)

which allows for classification of two types of wave modes: Normal modes where
ky ≤ ω/c and evanescent modes where ky > ω/c. The evanescent modes thus have
imaginary values of kz meaning that they decay exponentially with z when travel-
ing from the object towards the slab: With kz = i|kz| the evanescent field decays
according to exp(−kzz). However, as discussed in relation with Fig. 3.3b earlier,
the sign of kz changes over the boundary between the right- and left-handed media.
Thus, within the negative index slab the evanescent field is amplified rather than
attenuated, according to exp(+|kz|z)! Although this may seem surprising given
that the medium is assumed passive, it is possible due to the fact that the evanes-
cent field does not transport energy. Figure 3.6 shows that the fields propagate
equal distances within and outside the slab in arriving at the image plane. The
evanescent field is therefore attenuated and amplified over equal distances, so that
the evanescent field amplitude at the object plane is restored at the image plane.

z

y
n = −1 n = 1

Figure 3.6

In order to perfectly restore the field of the object at the image plane, it is
necessary that all Fourier coefficients in (3.10) arrive through the lens arrangement.
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Herein lies the problem of limited resolution in conventional lens systems: Only
the normal modes with ky ≤ ω/c make it through to the image plane, since
the evanescent field is attenuated. The upper bound on ky translates to a lower
bound on the wavelengths that can be resolved λres ≥ 2π/ωc. In conventional
lens systems, therefore, the resolution λres can only be improved by increasing the
frequency ω of the field; or equivalently reducing the wavelength λ ∝ 1/ω. This
is why electron microscopes are typically used to resolve molecular distances, due
to the electron having a smaller wavelength than visible light. In the arrangement
discussed here, however, no attenuation of the evanescent field occurs and thus
perfect resolution is obtained.

The above analysis has not included the effect of material losses. In practice
all materials are lossy, a fact that poses significant challenges towards realizing a
perfect lens. One solution may be to compensate by gain, but this too involves
certain challenges [54].

3.3 Step-by-step guide to invisibility
When driving on the highway on a warm and sunny summer day one may perhaps
see what appears to be small puddles on the road ahead which mystically vanish
as they are approached. What one is actually looking at is the sky! According to
Fermat’s principle, light follows that trajectory which minimizes its optical path

s =
∫
ndl, (3.12)

where n is the refractive index and dl is a length element. On sunny days the
air may be warmer nearer to the ground, and gradually cooler towards the sky.
Thus near to the ground, the air density gradually increases upwards towards the
sky, and therefore also the refractive index. Rather than following a straight path
from the sky and to the observer, a light ray will bend as shown in Fig. 3.7, since
n is smaller nearer to the ground. This phenomenon, referred to as a mirage,
is an example of how varying the refractive index may be used to control the
trajectory of light. The refractive index is of course given by the permittivity and
permeability ε and µ according to (3.7). With the control metamaterials offer over
ε and µ, this section investigates the possibility creating metamaterial cloaks that
bend light around objects –thus rendering them invisible! The section is based on
derivations found in [32].

It is not difficult to become almost invisible. If you paint yourself green and lie
down in the grass, you may very well become almost invisible. It is the method of
becoming perfectly invisible which shall be presented here. Essentially this method
consists of three steps – two of which are relatively easy, one of which is severely
difficult (perhaps bordering on impossible).
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Figure 3.7: Illustration of the optical illusion of a mirage. Due to a smaller re-
fractive index in the warmer air near to the ground, the optical path (3.12) is
minimized by following a bent trajectory. The observer believes she is looking at
the ground, when she in reality is looking at the sky!

3.3.1 Step 1: Find a transform
If you should happen to find yourself in a strong gravitational field (e.g. in vicinity
of a black hole) the very fabric of physical reality, space and time, is deformed ac-
cording to Einstein’s theory of general relativity. Unlike equations (3.1), Maxwell’s
equations must then be expressed in curvilinear coordinates. However, it turns out
that this also may be the case in metamaterials – far away from any black holes.
In terms of the notation of differential geometry presented in [32], the Maxwell’s
equations may be expressed

[ijk]Ek,j = − ∂

∂t

(
√
ggijBj

)
, (3.13a)

[ijk]Bk,j = 1
c2
∂

∂t

(
√
ggijEj

)
+ µ0
√
gji, (3.13b)

(√ggijEj),i =
√
gρ

ε0
, (3.13c)

(√ggijBj),i = 0. (3.13d)

In this notation repeated indices are summed over, e.g. gijBj = gi1B1 + gi2B2 +
Bi3B3. The tensor gij is called the metric tensor, from which the inverse metric
tensor gij is defined: gijgjk = δik. The parameter δik = 1 if i = k and otherwise
equals zero. The quantity g is the determinant of the metric tensor gij. The
bracket [ijk] follows the rule

[ijk] =


+1 if ijk is an even permutation of 123 (e.g. 312 and 231),
−1 if ijk is an odd permutation of 123 (e.g. 132 and 213),
0 otherwise (e.g. 113 and 223).

(3.14)
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The subscript ,i refers to the differential operation

V j
,i = ∂V j

∂xi
. (3.15)

Mathematically (3.13) define the Maxwell’s equations in curved space, where the
metric tensor gij characterizes the space-geometry. I.e. in non-deformed, Cartesian
space (Fig. 3.8a)

gij = gij =

 1 0 0
0 1 0
0 0 1

 , (3.16)

and hence g = 1. One may verify that (3.13) then simplifies to the usual form
(2.1). However, in a space described in cylindrical coordinates (which is a form of
curved space, relative to a Cartesian grid, as seen in Fig. 3.8b)

gij =

 1 0 0
0 1

r2 0
0 0 1

 . (3.17)

In this manner, the Maxwell’s equations in any geometry of space is found through
the tensor gij.

Try to now imagine a deformation of space that works to our advantage –
i.e. one that can make objects invisible. For instance, consider deforming the
cylindrical coordinate system by expanding the point-coordinate r = 0 into an
extended circle, as shown in Fig. 3.8c. This is achieved through the transform

r → r′ = R1 + R2 −R1

R2
r for r < R2, (3.18a)

r → r for r ≥ R2, (3.18b)

by which the r-coordinates are compressed inside an annulus of inner and outer
radii R1 and R2, respectively [27]. In other words, that space (i.e. the coordinates)
which earlier occupied r < R2 in Fig. 3.8b has now been compressed into the
region R1 < r < R2, constituting a deformation of space. Hence the area within
the extended circle in Fig. 3.8c corresponds to an empty void – an area without
any coordinates. Any fields present in the coordinate system of Fig. 3.8b are
thus confined outside of the extended circle in Fig. 3.8c, meaning that the area
of the extended circle is unprobed by the fields. The basic idea is that since the
fields cannot probe the inside of the extended circle, then this area is invisible (no
coordinates means that it is literally off the grid). Of course, one may object that
the area is merely invisible because it does not exist (no coordinates corresponds
to non-existent space). The next section, however, will show that the void can
correspond to the interior of a metamaterial (illustrated in Fig. 3.8d).
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(a) Cartesian coordinates (x, y, z) in
vacuum.

(b) Cylindrical coordinates (r, θ, z) in
vacuum.

(c) Transformed cylindrical coordinates
(r′, θ, z) in vacuum.

(d) Cylindrical coordinates (r, θ, z),
with an anisotropic medium.

Figure 3.8: Different coordinate systems. Inspired by figures in [32].

3.3.2 Step 2: Determine the needed effective parameters

This section will show how the field equations for curved space (3.13), reduce
to the familiar field equations in a medium (3.1) through the introduction of a
metamaterial with anisotropic parameters ε and µ. This implies that the deformed
coordinate system pictured in Fig. 3.8c corresponds to a metamaterial with exotic
parameters in non-deformed space, as illustrated in Fig. 3.8d.

The deformed coordinate system displayed in Fig. 3.8c, corresponding to the
transform (3.18) of a cylindrical coordinate system, is characterized by some metric
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tensor gij. Its explicit expression is not important for the present discussion. With
this gij, the fields can be solved from (3.13) in terms of the deformed coordinates.
Since (3.13) apply for vacuum, one may replace Bi with µ0Hi. Considering (3.13a),

[ijk]Ek,j︸ ︷︷ ︸
=(∇×E)i

= − ∂

∂t

(
√
ggijµ0Hj︸ ︷︷ ︸
≡µ0µijHj

)
,

→ ∇× E = −µ0
∂µH
∂t

. (3.19)

I.e. the metric tensor quantities have been hidden in a parameter µij ≡ √ggij,
allowing (3.13a) to be expressed in the familiar form of Maxwell’s equations in
linear media for non-deformed, Cartesian coordinates (2.1a). Similarly, considering
(3.13b),

µ0[ijk]Hk,j︸ ︷︷ ︸
=µ0(∇×H)i

= 1
c2
∂

∂t

(
√
ggijEj︸ ︷︷ ︸
≡εijEj

)
+ µ0

√
gji︸ ︷︷ ︸
≡j′i

,

→ ∇×H = ∂εE
∂t

+ j′, (3.20)

the metric tensor quantities have now been hidden in a parameter εij ≡ √ggij, and
the current density has been scaled according to j′i ≡ √gji, in order that (3.13b)
may be expressed in the familiar form of Maxwell’s equations in linear media for
non-deformed, Cartesian coordinates (3.1b). The same procedure when applied to
(3.13c) and (3.13d) gives

∇ · εE = ρ′

ε0
, (3.21)

∇·µH = 0, (3.22)

where the scaled charge density ρ′ ≡ √gρ has been introduced. These correspond
with the familiar Maxwell’s equations in linear media for non-deformed, Cartesian
coordinates (3.1c) and (3.1d).

Let us pause a moment to summarize the above findings. The unfamiliar field
equations (3.13) for the deformed coordinate system displayed in Fig. 3.8c, have
been shown to attain the same form as the familiar Maxwell’s equations in linear
media for flat, Cartesian coordinates (3.1) through the introduction of tensors

εij = µij = √ggij. (3.23)

The order of this argument may be reversed: Given that we have a metamaterial
in flat, Cartesian space with effective parameters ε and µ given by (3.23), the
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fields will behave as if the coordinate system is deformed according to Fig. 3.8c.
Knowing that this particular coordinate transform renders the area r < R1 invis-
ible, it follows that a metamaterial which attains parameters (3.23) may work as
a cloaking device!

3.3.3 Step 3: Realize effective parameters in a metamate-
rial

As mentioned, the last step towards perfect invisibility is not trivial. It involves
making metamaterials with effective parameters that fulfill conditions analogous to
(3.23) [32]. The famous experimentally realized metamaterial cloak for microwave
frequencies [29] in fact only manages to realize the needed parameters partially.
Indeed, even if the needed parameters could be attained perfectly, they will likely
only yield invisibility within a narrow frequency bandwidth. In order to understand
this, consider the fact that an invisibility cloak will work perfectly only if the fields
that interact with it behave as if there was no cloak there. This means that if a
cloak in air bends light around and object, then the light must exit the cloak as
if it had been travelling in pure air all along, in a straight line. The only way
in which the field phase-front along a bent trajectory exits the cloak as if it had
travelled in a straight line, is if the phase velocity is greater within the cloak than
in the outside medium. Simply put, the fields inside the cloak must travel faster
than the velocity of light in the external medium. In air, where the speed of light
is close to that of vacuum, this implies that the phase velocity of the field within
the cloak must be faster than c ≈ 3 · 108m/s. Although it is possible to have phase
velocities greater than c without violating relativistic causality, this can only be
achieved in a narrow band of frequencies. To say that that broadband invisibility
remains challenging is therefore likely an understatement.

Of course, one way to increase the bandwidth of operation is to slow down
the speed of light in the external medium. For instance, as an analogy to the
electromagnetic invisibility cloak, an acoustic cloak for applications in water has
been demonstrated [50]. Another interesting analogy is the heat cloak [55].

If one abandons the idea of full invisibility, a number of ideas exist. For in-
stance, carpet cloaks can be used to make an object resting on a conducting surface
appear as the background conductor [56]. Again, also acoustic analogies have been
made [57]. A broadband cloak, covering the visible spectrum, is possible for dif-
fusive light (e.g. light in smoke) [58], however this does not rely on the concept
of transformations. This is rather to be understood along the lines of scattering
reduction, for which a number of other ideas exist [59].
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Chapter 4

The far-reaching consequences of
causality

The principle of cause and effect, or causality, is one of the first tools a child
acquires to make sense of the world. The ceaseless pleasures of repeatedly dropping
a spoon from a high chair may very well be a statistical experiment in which the
toddler is testing causal relationships [60], and perhaps also a social experiment
on the dismayed parents. However, the topic of causality does not only generate
enthusiasm among the smallest minds. It has been a controversial topic among
many great names in philosophy –from Aristotle to David Hume and Immanuel
Kant, and beyond. The topics of this chapter, however, are related to the far-
reaching consequences the principle of causality carries with it for the theory of
electromagnetism.

4.1 Analyticity of the response function ε

The functions ε and µ of a medium are often interpreted as response functions
due to an applied influence. When this is the case, the parameters ε and µ are
analytic functions in the upper complex frequency half-plane. That is, the complex
functions ε and µ are then defined and infinitely differentiable for all ω with Im
ω > 0, [61, 62]. This section considers the argument for the analyticity of ε.

One may express the relationship between the polarization density and electric
field as

P(ω) = ε0(ε− 1︸ ︷︷ ︸
≡χ(ω)

)E(ω), (4.1)

where χ(ω) is the electric susceptibility. Transforming to the time domain yields
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the convolution

P(t) = ε0

∫ ∞
−∞

x(τ)E(t− τ)dτ, (4.2)

where P(t), x(t) and E(t) are the inverse transforms of P(ω), χ(ω), and E(ω),
respectively. Among textbook treatments it is common to argue that the time-
domain susceptibility

x(t) = 0 for t < 0, (4.3)

where t = 0 corresponds to the time at which the field E(t) is switched on. This is
because the field E(t) is assumed to be the influence and the induced polarization
density P(t) the resulting change. Causality dictates that any cause precedes
the effect, and therefore there cannot be any response until after the influence is
applied. The property (4.3) implies that χ(ω) = ε− 1 is analytic according to the
Titchmarsh theorem1.

The above argument is intuitive, but unfortunately not entirely rigorous. This
is because the polarization density P(t) and field E(t) should both be viewed as
output of the source current density Jext [63]: Given the complex dynamics by
which the total field E(t) arises under the influence of a source Jext, it is not
obvious that it should always precede the polarization density P(t). The proper
relationship between the influence and change shall therefore be determined now.
Considering Maxwell’s equations in a linear, isotropic and time-shift invariant
medium

ik× E = iωµ0µH, (4.4a)
ik×H = −iωε0ε(ω,k)E + Jext, (4.4b)

where the Landau-Lifshitz parameter ε(ω,k) by (2.17) includes the induced cur-
rent, one finds

k2E⊥ = ω2

c2 µ(ε⊥E⊥ + ε‖E‖) + iωµ0µ(Jext,⊥ + Jext,‖), (4.5)

1Titchmarsh Theorem: if χ(ω) is square integrable over the real ω-axis, then any one of the
following implies the other two:

1. Causality: The fourier transform x(t) = Fω[χ(ω)] is zero for t < 0
2. Analyticity: The function χ(ω) is analytic for Im(ω) > 0. Furthermore, χ(ω) is uni-

formly square integrable along a line parallel to the real axis in the upper half-plane:∫∞+iγ
−∞+iγ |χ(ω)|2dω < k for some number k and all γ.

3. Kramers-Kronig: The real and imaginary parts of χ(ω) (where ω ∈ R) are Hilbert trans-
forms of each other.
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4.1. Analyticity of the response function ε

when dividing into orthogonal and longitudinal components relative to the k vec-
tor. Here ε⊥ and ε‖ are elements of the diagonal tensor ε(ω,k) in the basis of
vectors orthogonal and parallel with k. From this relation one may express

E⊥ = iωµ0µ

k2 − ω2

c2 µε⊥
Jext,⊥, (4.6a)

E‖ = 1
iωε0ε‖

Jext,‖. (4.6b)

These equations provide a proper relationship between an influence Jext and its
effected change E, and hence the quantities multiplied with Jext,⊥ and Jext,‖ are
response functions that are analytic. It is however not possible from this to argue
that ε and µ are separately generally analytic. In (4.6a) it is for instance possible
that ε⊥ and µ are of themselves not analytic, while contributing to an overall
analytic response function. In (4.6b) the analyticity of ε−1

‖ for Im ω > 0 does
not preclude ε‖ from having poles at those frequencies, which would make ε‖ non-
analytic. A conditional case for the analyticity of ε can nevertheless be made by
use of a somewhat technical argument involving Poisson’s integral formula for the
upper half-plane

Im
{

1
ε‖(ω′ + iω′′)

}
= 1
π

∫ ∞
−∞

ω′′

(ω′ − τ)2 + ω′′2
Im

{
1

ε‖(τ)

}
dτ. (4.7)

This expresses the harmonic extension of Im ε−1
‖ to the upper complex half-plane

from its values along the real frequency axis. Here ω′ and ω′′ represent the real
and imaginary parts of the frequency ω = ω′ + iω′′. Due to the reality of the field
and the reality of the polarization density in (4.2), it follows that x(t) ∈ Re, and
from the inverse fourier transform of χ = ε− 1 one observes

ε(−ω) = ε∗(ω∗). (4.8)

The same symmetry applies for the elements ε⊥ and ε‖ of the tensor, and hence
one observes the same symmetry for ε−1

‖ (ω) = ε∗‖(ω)/|ε‖(ω)|2. It follows that
Im ε−1

‖ (−τ) = −Im ε−1
‖ (τ), which may be used to re-write (4.7)

Im
{

1
ε‖(ω′ + iω′′)

}
= 1
π

∫ ∞
0

4ω′ω′′τ
[(ω − τ)2 + ω′′2][(ω + τ)2 + ω′′2] Im

{
1

ε‖(τ)

}
dτ.

(4.9)

Assuming a passive medium without spatial dispersion implies Im ε‖ > 0 for
positive real frequencies (Sec. 5.3 and [64]), which in turn implies Im ε−1

‖ < 0
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when assuming that there are no poles in ε‖ along the real frequency axis. From
(4.9) it is thus clear that Im ε−1

‖ 6= 0 in the upper complex half-plane, showing
that there are no poles in ε‖. Furthermore, if there is no spatial dispersion in the
system (i.e. no dependence on k), then there cannot be any difference between ε‖
and ε⊥, i.e. ε becomes a scalar with ε‖ = ε⊥ = ε. To summarize, therefore, in a
continuous, isotropic, passive medium without spatial dispersion for which ε has
no poles on the real frequency axis, ε is an analytic function in the upper complex
half-plane.

When the system is spatially dispersive, it can be shown that the Landau-
Lifshitz parameter ε(ω,k) is analytic and obeys the Kramers-Kronig relations for
fixed k as long as the microscopic permittivity is analytic [65].

4.2 Consequences of analyticity

4.2.1 Kramers-Kronig relations
A consequence of ε being analytic is that it is infinitely differentiable. One im-
mediate implication of this is seen from the Taylor expansion evaluated around
ω = a

ε(ω) =
∞∑
n=0

(ω − a)n
n!

dnε
dωn

∣∣∣∣∣
ω=a

. (4.10)

Knowing ε(ω) in vicinity of ω = a, and thereby being able to calculate an infinite
number of derivatives due to analyticity, it is thus possible to find the function ε(ω)
for all frequencies ω. This implies that the extrapolation of ε(ω) outside of a known
frequency bandwidth is unique. This has certain implications. For instance, if the
real component, Re ε(ω), is known for all ω it is possible to determine Im ε(ω),
and vice versa. This is done by use of Kramers-Kronig relations, which shall be
derived below. Given that the real component ε may be interpreted to describe
field scattering while the imaginary component Im ε describes losses or damping,
it is interesting that these physical processes turn out to be intricately related.

Let the analytic permittivity function be expressed as

ε = a+ χ, (4.11a)

where

a = lim
ω→∞

ε, (4.11b)

χ ∈ L2. (4.11c)

46



4.2. Consequences of analyticity

It is usual to let a = 1, considering that the permittivity in most conventional
media asymptotically approach unity at high frequencies (such as the plasma re-
sponse (2.45) considered earlier). However, on the background of the discussions
in Sect. 2.4 and in Paper 4 of this thesis, it may in some cases be appropriate to
set a 6= 1 in metamaterial systems. The condition that χ ∈ L2 means that it is
square integrable ∫ ∞

−∞
|χ(ω)|2dω <∞. (4.12)

Consider the function
ε(ν)− a
ν − ω

, (4.13)

in the complex plane for the frequency ν in Fig. 4.1. Due to the analyticity of
ε in the upper complex half-plane, this function is analytic within the bounded
region shown (the area between the two semicircles, where the radius of the larger
semicircle tends to infinity, and the radius of the smaller tends to zero). By
Cauchy’s integral theorem one therefore has∮ ε(ν)− a

ν − ω
dν = 0, (4.14)

where the integral is taken over the contour bounding the region of analyticity
in Fig. 4.1. The contour of integration may be divided into three sections: c∞
corresponding to the larger semicircle, cω corresponding to the small semicircle
surrounding ω, and the real axis excluding the vicinity of ν = ω, such that (4.14)
can be re-written

P
∫ ∞
−∞

ε(ν)− a
ν − ω

dν +
∫
c∞

ε(ν)− a
ν − ω

dν +
∫
cω

ε(ν)− a
ν − ω

dν = 0. (4.15)

Here P represents Cauchy’s principle value. The integral over c∞ is bounded by

∣∣∣∣∣
∫
c∞

ε(ν)− a
ν − ω

dν
∣∣∣∣∣ ≤

∫
c∞

∣∣∣∣∣ε(ν)− a
ν − ω

∣∣∣∣∣|dν| ≤ max
{∣∣∣∣∣ε(ν)− a

ν − ω

∣∣∣∣∣
}
π|ν|. (4.16)

It shall be assumed that ε(ν) − a → 0 as ν → ∞, making the integral negligible.
The integral over cω can be simplified by substituting ν − ω = r exp(iθ), where r
gives the radius of the small semicircle surrounding ν = ω, and θ the angle at that
point with respect to the real frequency axis. One obtains∫

cω

ε(ν)− a
ν − ω

dν = lim
r→0

∫ 0

π
i(ε(ν)− a)dθ

=
∫ 0

π
i(ε(ω)− a)dθ

=− iπ(ε(ω)− a). (4.17)
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Chapter 4. The far-reaching consequences of causality

In the second line, the limit was moved inside the integral. This is permitted due
to uniform convergence by analyticity of ε, and can e.g. be shown explicitly by the
Lebesgue dominated convergence theorem. As a result one may therefore express
from (4.15)

ε(ω) = a− iP
π

∫ ∞
−∞

ε(ν)− a
ν − ω

dν. (4.18)

Separating into real and imaginary components and using the symmetry property
(4.8) permits this to be re-written

Re ε(ω) = a+ 2P
π

∫ ∞
0

νIm ε(ν)
ν2 − ω2 dν, (4.19a)

Im ε(ω) = −2ωP
π

∫ ∞
0

Re ε(ν)− a
ν2 − ω2 dν. (4.19b)

These are relations relate the real and imaginary parts of ε(ω) and are known as
Kramers-Kronig relations.

Im ν

Re νω

Figure 4.1

4.2.2 Decomposition into Lorentzian functions
Another interesting consequence of ε(ω) = a + χ(ω) being analytic is that it can
be decomposed into a superposition of Lorentzian response functions according to

χ(ω) = 2
π

lim
Γ→0

∫ ∞
0

Imχ(ω0) ω0

ω2
0 − ω2 − iωΓdω0, (4.20)
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4.2. Consequences of analyticity

as derived in papers 2 and 3 of this thesis [49, 66]. The Lorentzian response

L(ω) = ω0

ω2
0 − ω2 − iωΓ , (4.21)

has its resonance at frequency ω0 and its width is given by Γ (see Fig. 4.2). The de-
composition (4.20) may be understood intuitively by observing that the imaginary
part of the Lorentzian response function approaches a δ-function as a distribu-
tion under the limit Γ → 0 [66]. Hence the imaginary part of the left and right
sides of the equality in (4.20) are clearly identical. Since the real part is uniquely
given by (4.19) from the imaginary part, it follows that also the real part is equal
on both sides of the equality. On a more fundamental level, the decomposition
(4.20) is a consequence of χ(ω) being analytic in the upper complex half-plane,
and may be deduced from Cauchy’s integral theorem in a manner similar to the
Kramers-Kronig relations, as shown in Paper 3 of this thesis [49].

0 0.5 1 1.5 2
-4

-2

0

2

4

6

8
Re !0 L
Im !0 L

ω
0L

(ω
)

ω/ω0

Figure 4.2: Lorentzian response function where Γ/ω0 = 0.1.

The decomposition (4.20) is interesting given the wide variety of systems which
display resonant behavior with response functions resembling (4.21). The Lorentzian
response function arises from the Lorentz model by Eq. (2.40) in Sec. 2.2.2, which
describes resonant behavior in terms of a spring-constant k and a damping coef-
ficient τ−1. When defining k = mω2

0 and τ−1 = Γ, the particular case of charge
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Chapter 4. The far-reaching consequences of causality

displacement z in Sec. 2.2.2 yields

z = 1
ω2

0 − ω2 + iωΓqe0 exp(−iωt), (4.22)

for the charge q due to an external field e0 exp(iωt). The Lorentzian resonance
response is observed. The damped spring model is applicable to a wide variety
of resonant behavior like RLC circuits, photon absorption (interband transitions),
the metamaterial response µ considered in Eq. (2.38) of Sec. 2.2.1 and the meta-
material response ε in SiC particles [67], to mention a few.

The significance of the decomposition (4.20) is both of theoretical and practi-
cal interest. For instance, superpositions of Lorentzian responses are popular in
textbook treatments on dispersion, but are commonly regarded as subsets of the
class of causal functions. To mention an example from an authoritative textbook
in electromagnetics, Jackson’s Classical electrodynamics, the section on frequency
dispersion characteristics [38, p. 309] begins with the words

Almost all of the physics of dispersion is illustrated by ... [the Lorentz
model],

(emphasis added). In reality, (4.20) and its Riemann sum equivalent discussed in
Paper 2 of this thesis [66], reveal that superpositions of Lorentzians encompass the
entire space of causal functions. The practical consequence of this is observed when
one reverses order: Any causal response can be engineered by superpositions of
common Lorentzian response functions. Considering the abundance of Lorentzian-
like responses in metamaterial systems, this may be considered a feasible means
by which desired dispersions may be engineered. For instance, modifying the split-
ring cylinder metamaterial discussed in Sec. 2.2.1 to allow for several cylinders
of different radii, capacitances and resistivities within the unit cell (Fig. 4.3), the
effective permeability of the system becomes a simple sum of the single cylinder
response functions (2.38)

µ− 1 =
∑
k

ω2Fk
ω2

0,k − ω2 − iωΓk
, (4.23a)

where

Fk = πr2
k

a2 (4.23b)

ω0,k = 2
π2µ0Ckr3

k

, (4.23c)

Γk = 2ρk
rkµ0

, (4.23d)
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a

Figure 4.3: Cross section of unit cell for a metamaterial consisting of split-ring
cylinders of varying structural and material parameters.

as shown in Paper 2 of this thesis [66]. This simple relation is a result of the
cylinder coupling affecting each cylinder equally when the cylinder lengths are long
compared with the radii. In general, when considering other systems, the coupling
between Lorentz resonators is more complex. The single cylinder response function
(2.38) is similar to the Lorentzian (4.21) near resonance. Thus by tayloring the
amplitude Fk, the resonance frequency ω0,k and width Γk of each cylinder k by
modifying the filling factor πr2

k/a
2, the capacitance per area Ck, and the resistance

per circumference-length ratio ρk, respectively, one can in principle realize a desired
response µ.
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Chapter 5

Spatial dispersion in
metamaterials

The similarity between conventional and metamaterial homogenization was high-
lighted in Sec. 2.1. Metamaterial structures were then thought of as artificial
atoms or molecules which are averaged over in the same manner as in the effective
medium theories for molecular media. However, given the fact that metamate-
rials after all can have very different structures from molecular media, there are
nevertheless some important differences [39–41, 68–73]; in particular, the impor-
tance of spatial dispersion. The fact that metamaterial homogenization generally
leads to non-local effective parameters was noted in the presentation of homog-
enization theory in Sec. 2.1. That is, the field response at a particular point r
of the metamaterial depends also on the fields around that point, analogously to
how the response at a given time t depends on the earlier fields in temporally dis-
persive media. This leads to k-dependent effective parameters, in much the same
way that temporal dispersion gives frequency dependent parameters. The follow-
ing sections presents some considerations on the presence of spatial dispersion in
metamaterials.

5.1 Obtaining local parameters
Section 2.1 discusses how the non-local Landau-Lifshitz permittivity (2.17) (k-
dependent) in some cases could be transformed into two local parameters (k-
independent) by (2.19). This is an example of how one in special cases may be
able to obtain local parameters in spatially dispersive media. It turns out that
the Casimir parameters (2.16) can also be made more local in some circumstances.
This is the topic of this section.

Consider the fact that the terms in the multipole expansion of the averaged
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Chapter 5. Spatial dispersion in metamaterials

polarization 〈p〉 expressed in (2.13) depends on the choice of coordinate origin: If
the coordinate origin is shifted by a vector r0 = 〈∆x,∆y,∆z〉 according to the
coordinate transformation r̃ = r − r0, the multipoles P and M are transformed
according to

P̃ = [1− ik · r0 −
1
2(k · r0)2]P, (5.1a)

M̃ = [1− ik · r0][M + iω
r0 ×P

2 ], (5.1b)

where orders of k are included such that 〈p〉 is second order in k upon their
insertion into (2.12b). By combining (2.16a) and (5.1a), and noting that E is
invariant under the coordinate transformation, the Casimir permittivity (2.16a)
after the coordinate transformation can be expressed:

ε̃′ − 1 = [1− ik · r0 −
1
2(k · r0)2](ε′ − 1). (5.2)

The Casimir permittivity can be made more local if r0 can be chosen in such a
way that the first order k-term in ε̃′ can be cancelled. The condition for this can
be found by demanding that the gradient with respect to the k-component kk
vanishes as k→ 0, which gives the result

r0k = −
∑
l

∑
m

i

ε′lm(ω, 0)− δlm
∂ε′lm
∂kk

∣∣∣∣∣
k=0

, (5.3)

where ε′lm represents the lm-th element of the ε′(ω,k) tensor, and δlm = 1 when
l = m and δml = 0 otherwise. This therefore represents the components of the
origin shift r0 necessary to avoid any first order k-dependence. Of course, should
(5.3) give complex values, or values that lie outside the unit cell, then the required
coordinate shift is non-realizable. Section 5.2 below presents a case where the
condition (5.3) yields more local Casimir parameters. This highlights an important
point: That local parameters do not necessarily imply that the system is spatially
non-dispersive. As is shown in Sec. 5.2, the coordinate shift given by (5.3) gives
more local parameters, but does not modify the system. Similar comments apply
in the case of the generally non-local Landau-Lifshitz parameter ε(ω,k): One may
note that (2.19) implies that it is possible in some cases to express this parameter
in terms of two local parameters ε and µ. Generally, a system with local parameters
ε, µ or ε′, µ′ should be viewed as spatially dispersive to the second order of k. This
is shown explicitly in Paper 5 of this thesis [45].

The appendix of Paper 5 demonstrates a particular case where modifiying the
definition of the Casimir parameters (2.16) to include the terms Q and R from
the expansion (2.12b), leads to a further localization of the parameters.
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5.2 Homogenization of a 1d metamaterial
The metamaterial homogenization of Secs. 2.2.1 and (2.2.2) applied to systems for
which the source was assumed to be constant over all space (i.e. k = 0 in (2.5)),
leading to uniform external or applied fields. This section considers homogenization
of a simple 1d metamaterial for which the source has a finite wavenumber k, in
which non-local effective parameters arise. A comparison with homogenization
methods utilizing eigenvalue problems is also made. The 1d metamaterial consists
of a dielectric structure of alternating layers with refractive indices n1 and n2 as
shown in Fig. 5.1. It will be demonstrated that shifting the coordinate origin
allows for the Casimir parameters to become more local.

5.2.1 Model
In line with assumptions of the homogenization theory presented in Sec. 2.1, the
following source is assumed

jext = J̄ext exp(ikx)ŷ, (5.4)

I.e. k = kx̂. The wave equation thus becomes

∂2e(x)
∂x2 + ω2

c2 ε(x)e(x) = −iωµ0jext (5.5)

for which it can be shown that the solutions are Bloch-waves, owing to the period-
icity of microscopic permittivity ε(x) and the periodic (constant) source amplitude
J̄ext. The wave equation may alternatively be solved within each layer where ε(x)
may be considered a constant equal to ε1 = n2

1 in layer 1, and ε2 = n2
2 in layer 2,

and the field solutions can be expressed as a sum of right- and leftwards moving
homogeneous solutions (subscript + and −, respectively), and particular solutions
(subscript p)

e1(x) = e1+ exp(ik1x) + e1− exp(−ik1x) + ep1 exp(ikx), (5.6a)
e2(x) = e2+ exp[ik2(x− d1)] + e2− exp[−ik2(x− d1)]

+ ep2 exp[ik(x− d1)], (5.6b)

in layers 1 and 2, respectively, where

ep1 = iωµ0J̄ext

k2 − ω2

c2 ε1
, ep2 = iωµ0J̄ext

k2 − ω2

c2 ε2
eikd1 . (5.7)

For the homogeneous solutions one has k1 = n1ω/c and k2 = n2ω/c where ω is the
frequency, whereas in the particular solutions k is the wavenumber of the source
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y

x

d1 d2

n1 n2

Figure 5.1: A section of a layered medium (1D metamaterial) which extends in-
finitely to the left and right

(5.4). According to the boundary conditions, e(x) and e′(x) ≡ ∂e(x)/∂x = iωb(x)
are continuous over the boundaries. This allows for the field solution to (5.5) to
be expressed in terms of the matrix notation

[
e(x)
de(x)
dx

]
=


M1(x)E0 + ep1x1(x) for 0 ≤ x ≤ d1

M2(x− d1)M1(d1)E0 + M2(x− d1)ep1x1(d1)
+ep2x2(x− d1) for d1 ≤ x ≤ d1 + d2,

(5.8)
where the matrices M1,M2 are expressed

M1,2(x) =
[

cos(k1,2x) 1
k1,2

sin(k1,2x)
−k1,2 sin(k1,2x) cos(k1,2x)

]
, (5.9)

and the vectors x1,x2 are

x1,2 =
[
− cos(k1,2x)− i k

k1,2
sin(k1,2x) + exp(ikx)

k1,2 sin(k1,2x)− ik cos(k1,2x) + ik exp(ikx)

]
. (5.10)

Here the vector E0 = [e(0), de(0)/dx]T represents the field quantities at x = 0, and
is solved from [

e(d1 + d2)
de(d1+d2)

dx

]
= exp(ik[d1 + d2])E0, (5.11)

which follows from the Bloch property of the fields.
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5.2.2 Eigenvalue problems
In the absence of a source, (5.5) constitutes an eigenvalue problem where e(x)
and ω represent the eigenfunction and eigenvalue, respectively. In literature, it is
common to use eigenvalue problems as a means to obtain effective parameters for
the system. A brief example will be considered here for comparison with current-
driven homogenization, which shall be considered next.

When jext = 0, the dispersion relation for the crystal is obtained from (5.11):
Since then ep1 = ep2 = 0, a non-zero solution of E0 implies that

det
[
M2(d2)M1(d1)− exp(ik[d1 + d2])I

]
= 0. (5.12)

From this, one may find an explicit expression of the dispersion relation

cos(kd) = cos
(

[n1d1 + n2d2]ω
c

)
− (n1 − n2)2

2n1n2
sin

(
n1d1

ω

c

)
sin

(
n2d2

ω

c

)
. (5.13)

I.e. a non-linear relationship between frequency ω and the Bloch wavenumber k.
This relationship is obeyed under so-called eigenmodal propagation. One notices
that with sufficient index contrast n2 − n1 the right hand side of (5.13) may for
certain frequency bands become greater than unity, in which no real solutions of k
exist. These are known as photonic band gaps. They occur for Bloch wavenumbers
around k(d1 + d2) = lπ, where l is a non-zero integer. At such wavelengths the
structure in Fig. 5.1 should be considered a photonic crystal. In the context of
homogenization, however, one is generally concerned with the metamaterial limit
k(d1 + d2) � 1. In this limit an effective medium approach is appropriate, and
one may then Taylor-expand the cosine and sine functions of (5.13) to obtain an
expression for the effective refractive index n ≡ ck/ω

n2 = ε1d1 + ε2d2

d1 + d2
. (5.14)

5.2.3 Current-driven homogenization
Introducing the source (5.4) means that the dispersion relation (5.13) no longer
holds. This implies that the parameters ω and k may be chosen independently
of each other through the choice of the source (5.4), and propagation is non-
eigenmodal. Homogenization of such current driven systems allows for a more
general determination of the effective parameters of the system, in the sense that
ε(ω,k) and µ(ω,k) can be determined for any pair of (ω,k) and not only those
that fulfill (5.13).

In order to gain some intuition, the limit ω → 0 with fixed k shall be considered
for which simple analytical expressions can be obtained. Then it can be shown
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that the somewhat complicated solution of the field e(x) in (5.8) reduces to a plane
wave of the form

e(x) = iωµ0J̄ext

k2 exp(ikx)ŷ. (5.15)

This solution can be understood from the wave equation (5.5): When ω � ck
the term containing ε(x) becomes negligible, meaning that the influence of the
structure vanishes. The Landau-Lifshitz and Casimir effective permittivity func-
tions ε(ω, k) and ε′(ω, k) according to (2.17) and (2.16a), respectively, shall now
be derived for the field (5.15).

The macroscopic field E(x) ≡ Ē exp(ikx)ŷ is by insertion of (5.15) into (2.6)
simply equal to the microscopic field

E(x) = exp(ikx)
d1 + d2

∫ d1+d2

0
e(x) exp(−ikx)dx = iωµ0J̄ext

k2 exp(ikx). (5.16)

The microscopic field (5.15) may therefore equivalently be expressed

e(x) = Ē exp(ikx)ŷ, (5.17)

which shall hereafter be done for brevity. One may express the microscopic polar-
ization p(x) = ε0(ε(x)− 1)e(x). The averaged polarization 〈p〉 is then

〈p〉 = exp(ikx)
d1 + d2

∫ d1+d2

0
ε0(ε(x)− 1)Ēdx

= ε0 exp(ikx)Ē
d1 + d2

[
d1(ε1 − 1) + d2(ε2 − 1)

]
. (5.18)

From (2.17) one thus has

ε(0, k) = 1 + 〈p〉
ε0E

,

= 1 + 1
d1 + d2

[
d1(ε1 − 1) + d2(ε2 − 1)

]
,

= ε1d1 + ε2d2

d1 + d2
. (5.19)

Thus the Landau-Lifshitz parameter for ω → 0 and fixed k becomes identical with
the eigenmodal result (5.14).
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5.2. Homogenization of a 1d metamaterial

In order to solve for the Casimir permittivity (2.16a), one must determine the
polarization density according to (2.13a). Inserting for (5.15) gives

P = exp(ikx)ε0Ē
d1 + d2

[
(ε1 − 1)

∫ d1

0
exp(ikx)dx+ (ε2 − 1)

∫ d1+d2

d1
exp(ikx)dx

]

= exp(ikx)ε0Ē
ik(d1 + d2)

[
(ε1 − 1)

(
exp(ikd1)− 1

)
+ (ε2 − 1) exp(ikd1)

(
exp(ikd2)− 1

)]
k(d1+d2)�1= exp(ikx)ε0Ē

ik(d1 + d2)

[
(ε1 − 1)ikd1 + (ε2 − 1)(1 + ikd1)ikd2

]
(5.20)

From (2.16a) one therefore has

ε′(0, k) = 1 + P

ε0E
k(d1+d2)�1= ε1d1 + ε2d2

d1 + d2
+O(k). (5.21)

This becomes identical with the eigenmodal result (5.14) in the limit k → 0.
The Casimir permeability (2.16b) can be expressed through

1− 1
µ′

= µ0ωM

kE
, (5.22)

where (2.8a) has been used to replace B. Unless the term M/E → 0 as O(k),
or faster, one obtains µ′ → 0 in (5.22) as k → 0. Due to the dependence of the
magnetization density M on the choice of coordinate origin by (2.13b), it turns
out that it is possible to achieve M/E → 0 as O(k) for the 1D system of Fig.
5.1 by shifting the origin of the coordinate system. Considering (2.13b) where the
coordinate origin is shifted by ∆x

M

E
= − iωε0

2(d1 + d2)

∫ d1+d2−∆x

−∆x
x[ε(x)− 1] exp(ikx)dx, (5.23)

one observes that if the exponential in the integrand is expanded, the integral may
be expressed as two terms

∫ d1+d2−∆x

−∆x
x[ε(x)− 1]dx+ ik

∫ d1+d2−∆x

−∆x
x2[ε(x)− 1]dx. (5.24)

If the shift ∆x is chosen in such a way that the first term is zero, then M/E → 0
as O(k) and a finite value of µ′ results. Solving the first integral in (5.24) reveals
that this is achieved if
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∆x = (ε1 − 1)d2
1 + d2(ε2 − 1)(2d1 + d2)

2(ε1 − 1)d1 + 2(ε2 − 1)d2
. (5.25)

This reduces to points of inversion symmetry for the following particular choices
of material parameters ε1 and ε2

∆x =

d1/2 if ε2 = 1,
d1 + d2/2 if ε1 = 1.

(5.26)

Note that introducing the shift ∆x in the coordinate origin also influences the
value of the Casimir permittivity ε′(ω, k) in accordance with (5.2). It turns out
that the shift (5.25) is the same shift obtained from (5.3), i.e. the shift necessary to
remove any first order k dependence of ε′(ω, k), thus making the parameter more
local. Given the dependence of the Casimir parameters on the coordinate origin,
it seems reasonable that the coordinate origin should be chosen so as to ensure
localized parameters, if possible, when operating with the Casimir formulation.
Eq. (5.25) however seems to suggest that it is not generally possible to identify
such suitable coordinate points on the basis of symmetry arguments, since ∆x is
not restricted to points of symmetry for general choices of ε1 and ε2.

The shift ∆x may be interpreted as redistributing averaged current between P
and M , and therefore between ε′(ω, k) and µ′(ω, k): From (2.12a) it is seen that
〈j〉 = −iω〈p〉 is invariant to any coordinate shift, making it clear from (2.12b) that
any change in M must be balanced by a change in P, Q and R. The Landau-
Lifshitz permittivity ε(ω,k), however, is independent of the choice of coordinate
origin, due to the invariance of 〈p〉 and E by (2.6) to any coordinate shift.

5.3 Passivity in a spatially dispersive metamate-
rial

Negative imaginary parts of the permittivity and permeability are often interpreted
as the presence of gain in a medium [43]. In the presence of spatial dispersion,
however, it is not always this simple. This shall now be shown in terms of the treat-
ments given in [43, Chapter 80] and [38, chapter 6.7], which here are generalized
to spatially dispersive systems including a plane wave source. The macroscopic
Maxwell’s equations (2.8) may be expressed in terms of the decomposition of the
Landau-Lifshitz parameter ε(ω,k) into two parameters ε and µ by (2.19) as follows

ik× E = iωB, (5.27a)
ik×H = −iωD + J̄exteik · r, (5.27b)
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where µ0µH = B and ε0εE = D. Note that it is assumed that all electromagnetic
effects are included in ε and µ (i.e. multipole terms Q and R from the expansion
(2.12b) either are included or are negligible). Equations (5.27) may be considered
to be the Fourier transforms of corresponding space and time domain counterparts
given by

∇× E = −∂B
∂t
, (5.28a)

∇×H = ∂D
∂t

+ J ext. (5.28b)

The relationship between D and E , and B and H is generally non-local in both
space and time. The following equation is found

−∇ · (E ×H) = E ·J ext + E · ∂D
∂t

+ H · ∂B
∂t
. (5.29)

The left hand side of this equation is usually expressed in terms of the Poynting
vector S = E×H, however, as shall be now shown the interpretation of the Poynt-
ing vector is not straightforward in this case. Equations (5.28) correspond with a
description in which all induced current is considered to be bound, whereas it is of-
ten usual to distinguish between bound and free currents, J b and J f respectively.
The Maxwell-Ampère equation may then be expressed

∇×H′ = J ext + J f + ∂D′

∂t
, (5.30)

in which the fields H′ = B/µ0 − M′ and D′ = ε0E + P ′ are different from
H = B/µ0 −M and D = ε0E + P , respectively, but the fields B and E are left
unchanged. The following relation is found

−∇ · (E ×H′) = E · (J ext + J f) + E · ∂D′

∂t
+ H′ · ∂B

∂t
. (5.31)

It is clear that the corresponding Poynting vector S ′ = E×H′ is generally different
from S = E ×H. It is therefore not evident how the usual interpretation of the
Poynting vector as energy flux density of the fields relate to these quantities, since
they seem to change depending on the arbitrary division into bound and free
currents. This complication can be bypassed by noting that the term E ·J f in
(5.31) can be expressed

E ·J f = −∇ · (E ×∆M) + E · ∂∆P
∂t
−∆M∂B

∂t
, (5.32)

where ∆P = P −P ′ and ∆M = M−M′. Insertion of this into (5.31) reveals
that the difference between S and S ′ amounts to the term −∇ · (E ×∆M). This
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is a flux-term which vanishes by the divergence theorem when Eqs. (5.29) and
(5.31) is integrated over all time and space. Doing so, the following term∫

E · J extdtd3r, (5.33)

represents the total work by the source. Since all media to some extent are dissi-
pative [43],

∫
−∇ ·Sdtd3r = 0 by the divergence theorem because the propagating

energy away from the localized source must tend to zero in an infinitely extended
medium. Hence (5.33) must balance with∫ (

E · ∂D
∂t

+ H · ∂B
∂t

)
dtd3r, (5.34)

which then represents the total work of moving charges and altering the fields.
By convention that work performed by the system is positive, it follows that
(5.34) must be positive for a passive system. By expressing the fields in (5.34)
through Fourier-transforms of the (ω,k)-space fields E(ω,k), D(ω,k), H(ω,k),
and B(ω,k) one may express

∫ ∫
Ei
∂Di
∂t

dtd3r =
∫
ωε′′ij(E ′iE ′j + E ′′i E

′′
j )dωd3k, (5.35)

where ε′′ij = Im ε0εij, E ′i = ReEi and E ′′i = ImEi, as well as an analogous expres-
sion for the second term in the integrand of (5.34). The passivity condition thus
becomes

Im ε0(ε)ij(E ′iE ′j + E ′′i E
′′
j ) + Imµ0(µ)ij(H ′iH ′j +H ′′i H

′′
j ) > 0. (5.36)

For the 1D layered metamaterial considered in Sec. 5.2, this condition becomes
the familiar

Im ε0ε|E|2 + Imµ0µ|H|2 > 0. (5.37)

At first glance (5.37) may seem to suggest that both Im ε > 0 and Imµ > 0 in a
passive medium; as in the case of non-spatially dispersive media, where |E| and |H|
independently can be made arbitrarily small [43]. However, since in the spatially
dispersive periodic metamaterial we have B = kE/ω by (2.8a) we may re-write
(5.37) as [

Im ε0ε+ k2µ0

ω2
Imµ

µ2
0|µ|

]
|E|2 > 0, (5.38a)

⇒ Im
[
ε+ k2c2

ω2

(
1− 1

µ

)]
> 0, (5.38b)

⇒ Im ε(ω,k) > 0, (5.38c)
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where we have used (2.19) in arriving to the last line. From (5.38b) it is clear that
it for instance is possible to have Imµ < 0 in a passive medium, given that Im ε is
sufficiently positive [74].

This derivation has assumed that the parameters ε and µ represent the decom-
position of the Landau-Lifshitz parameter ε(ω,k) by (2.19). However, note that
if Q and R can be considered negligible in the multipole expansion (2.12b) then
the Casimir parameters ε′ and µ′ by (2.16) can be viewed as a special case of this
decomposition, and the above discussion applies also to them.
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Chapter 6

Summary and future work

The many novel dispersion characteristics offered by metamaterial structures, im-
plies significant freedom in attainable dispersions compared with conventional me-
dia. It therefore becomes interesting to characterize the possibilities and limi-
tations of the effective parameters in metamaterials. The papers of this thesis
contribute in various ways to do so along the lines of causality and homogeniza-
tion theory.

Paper 1 concerns itself with the amount of loss or gain in negative index media.
While it is shown that negative indices n < 0 are compatible with arbitrarily low
loss in passive media, the necessity of attaining sufficient complex phase arg(n)
means that significant loss or gain will generally be present in the dispersion of
metamaterials. Papers 2 and 3 demonstrate how any causal dispersion function
can be approximated as a superposition of Lorentzian resonances, to any precision.
Paper 2 does so by outlining the conditions under which a Lorentzian superpo-
sition χΓ converges to a target susceptibility χ under the L2-norm, while Paper
3, a conference paper, extends this analysis by showing more fundamentally how
the result is obtained directly from Cauchy’s integral theorem for analytic func-
tions. This result carries both theoretical and practical implications. Theoreti-
cally, the typical textbook treatment on dispersion, relying on Lorentz-resonators,
can be interpreted to cover all causal response functions. With regards to prac-
tical implications, expressing a desired dispersion as a Lorentzian superposition
offers a possible route towards finding a possible structure of realization (i.e. an
inverse-homogenization procedure) in terms of metamaterial structures which yield
Lorentzian resonances. This latter aspect has been emphasized in Paper 3. Paper
4 addresses the fact that certain effective parameter functions found in literature
do not obey standard Kramers-Kronig relations. Indeed, this may be interpreted
as a relaxation of the dispersion constraints which apply to conventional media.
For instance it is argued that the permeability function for Pendry’s famous ar-
ray of split-ring cylinders has the dispersion of an active medium, despite being
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passive. The additional dispersion freedom of a metamaterial is characterized by
formulating generalized Kramers-Kronig relations, which take this freedom into
account. Papers 5 and 6 are concerned with the consequences of spatial disper-
sion on the effective parameters. Paper 5 demonstrates that certain higher order
multipole terms, above the electrical quadrupole, are generally as important as
the magnetic dipole and electrical quadrupole terms when second order spatially
dispersive effects are considered (e.g. magnetism). This despite the fact that the
magnetic dipole and electrical quadrupole terms are of a lower order, and are
therefore generally larger in value. Paper 6 shows how spatial dispersion may ex-
plain the occurrence of diamagnetism in causal, passive media. It is argued that
spatially dispersive media may have analytic permeability functions which do not
tend to unity for high frequencies and fixed wave number k, which explains that it
is possible to have a positive imaginary part Im µ(ω) > 0 for all frequencies, and
simultaneously µ(0) < 1. This is a general result, not limited to metamaterials,
although metamaterial examples of permeability functions which do not tend to
unity at high frequency for fixed wave numbers are given.

Based on the variation of the topics covered above, there exist several lines of
inquiry for further work. Regarding the most recent work on spatial dispersion
(Papers 5 & 6), the next step should be to attempt to translate the effect of the
higher order terms into transmission- and reflection coefficients. This will help to
get a more direct appreciation of the importance that the higher order terms play
in homogenization. However, obtaining these coefficients involves finding Fresnel-
equations for non-local parameters, which is a subject matter of its own. Another
interesting question is related to the arbitrariness by which the electromagnetic
properties are divided into parameters ε and µ. In particular, one may imagine
a number of physically reasonable definitions of the permeability µ. An investi-
gation of the different properties of different permeability-definitions is therefore
of interest. This thesis has also shown in Sec. 5.2.3 that the Casimir parameters
depend on the choice of coordinates, and that the optimum coordinates towards
obtaining local parameters do not seem to generally relate to symmetry properties
of the system. As it is generally desirable to obtain local parameters, a fruitful
topic is to investigate further the conditions under which the Casimir parameter
become local, and if there are any guiding principles that can be used to ensure
this.

With regards to the work on relaxed dispersion constraints for metamaterials
(Paper 4), it will be interesting to examine further examples of practical use. A
potentially interesting case could be the reduction of overall scattering in invisibil-
ity cloaks. In the recent review article by Alù et al. [59], a section titled Do cloaked
objects scatter less? assesses that although an invisibility cloak suppresses scat-
tering within a narrow bandwidth, the cloak simultaneously increases scattering
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outside of this bandwidth. Over all frequencies the net contribution of the cloak is
therefore to increase scattering. This assessment is based on the assumption that
the static electric susceptibility is always positive for passive media, due to the
conventional Kramers-Kronig relation

χ(0) = Re[ε(0)− 1] = 2
π

∫ ∞
0

Imε(x)
x

dx. (6.1)

However, as has been discussed in Sec. 2.4, there exist metamaterials in literature
which display plasma-response susceptibilities χ(0) < 0 [46, 47]. The Kramers-
Kronig relations which describe these systems must take into account poles at
ω = 0, as can be found by deriving Kramers-Kronig relations for the quantity
ωχ following the derivation in [75]. It could be interesting to see if the relaxed
dispersion constraints represented by such Kramers-Kronig relations can have any
relevance towards reducing the global scattering in invisibility cloaks. A final sug-
gestion for further work, is to investigate the possibility of developing a systematic
inverse-homogenization procedure based on the findings of Papers 2 & 3. That
is, rather than find the effective parameters of a given structure, find the needed
structure for a desired dispersion. For instance, given the possibility of approxi-
mating any causal function as a superposition of Lorentzian resonance functions,
it is in principle possible to express this superposition in terms of a circuit equiv-
alent. Circuit equivalents in turn can offer a pragmatic means towards finding
a corresponding structure (e.g. [50] which realizes an acoustic cloak by a circuit
equivalent). It would be interesting to investigate whether a systematic algorithm
for such inverse-homogenization could be developed.
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Chapter 7

Contribution in papers

This section lists the papers of this thesis, and describes my contribution to each
of them. Their numbering follows chronological order and corresponds to the num-
bering used elsewhere in this thesis. The publications are categorized according
to Journal publications and Conference publications below.

Journal Publications

Paper 1
Christopher A. Dirdal and Johannes Skaar, Negative refraction in causal media by
evaluating polar paths for rational functions, J. Opt. Soc. Am. B Vol. 30 No. 2
February 2013.

The analysis of section 4 and of the response displayed in Fig. 9 are primarily
my own work, utilizing the method of polar paths and rational functions outlined in
the previous sections to which I contributed significantly. I wrote the manuscript
except the introduction and appendix, made the plots, figures and calculations
therein, and participated in the review process.

Paper 2
Christopher A. Dirdal and Johannes Skaar, Superpositions of Lorentzians as the
class of causal functions, Phys. Rev. A 88, 033834 (2013).

The initial idea of using superpositions of Lorentzian response functions to
approximate arbitrary functions was an innovation of mine, inspired by the earlier
work of Johannes in which such a superposition had been used to obtain a response
function that achieves negative refraction with arbitrary small amounts of loss.
Under the supervision and suggestions of Johannes, I produced the proofs of delta-
convergence (appendix A) and the L2-convergence (appendix B), although the
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latter relies on the Riemann sum error derived by Johannes (Sec. IV B.1). The
L2 proof also relies on a δ-approximation of Sec. IV B.2, of which was proposed
by me, and made rigorous with the help of Johannes.

I wrote the manuscript and produced the examples in which known dispersions
from Johannes’ earlier work were approximated by sums of Lorentzian response
functions. I was the corresponding author under the review process.

Paper 4

Christopher A. Dirdal, Tarjei Bondevik, and Johannes Skaar, Relaxed dispersion
constraints and metamaterial effective parameters with physical meaning for all
frequencies, Phys. Rev. B 91, 134102 (2015).

I have been significantly involved in the development of the ideas and the
derivation of the theory. I have performed the simulations, written the manuscript
and been the corresponding author through the review process.

Paper 5

Christopher A. Dirdal, Hans Olaf Hågenvik, Haakon Aamot Haave, and Johannes
Skaar, Higher order terms in metamaterial homogenization, submitted for journal
publication.

I have been significantly involved in the development of the ideas and the
derivation of the theory, together with Hågenvik and Skaar. I discovered the
significance of the higher order term R. I performed the 1D simulations, while
assisting Haakon in the 2D simulations. I wrote the manuscript and I am currently
the corresponding author in the review process.

Paper 6

Christopher A. Dirdal and Johannes Skaar, Diamagnetism and the dispersion of
the magnetic permeability, submitted for journal publication.

I contributed to the original idea of the article, supplied the calculation of the
permeability function for the split ring cylinder metamaterial at high frequencies,
performed the 1D simulations and contributed significantly in the analyticity proof
of µ−1 in the appendix. The main ideas were developed by Johannes, who also
wrote the manuscript and is the corresponding author in the review process.
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Conference publications

Paper 3
Christopher A. Dirdal and Johannes Skaar, Superposing Lorentzian resonance
functions towards engineering target responses, Proceedings of META’14 Singa-
pore, The 5th International Conference on Metamaterials, Photonic Crystals and
Plasmonics, ISBN 978-2-9545460-4-9.

In relation to journal paper 2 on the same topic, the novelty value of this article
lies (i) in the derivation of the fundamental superposition equation directly from
Cauchy’s Integral Formula, instead of relying on the proof of delta-convergence of
the imaginary part of a Lorentzian function, and (ii) in a greater emphasis on the
possibility of superposing Lorentzian response functions for dispersion engineering.
Building on an idea of Johannes which had not been pursued further during our
work on the journal paper, I proposed the basic outline for the derivation of (i).
Subsequently Johannes contributed to simplify the derivation to the form presented
in the conference paper. The dispersion engineering perspective (ii) is primarily
my work.
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We prove that all functions obeying the Kramers-Kronig relations can be approximated as superpositions of
Lorentzian functions, to any precision. As a result, the typical textbook analysis of dielectric dispersion response
functions in terms of Lorentzians may be viewed as encompassing the whole class of causal functions. A further
consequence is that Lorentzian resonances may be viewed as possible building blocks for engineering any
desired metamaterial response, for example, by use of split-ring resonators of different parameters. Two example
functions, far from typical Lorentzian resonance behavior, are expressed in terms of Lorentzian superpositions:
a steep dispersion medium that achieves large negative susceptibility with arbitrarily low loss or gain and an
optimal realization of a perfect lens over a bandwidth. Error bounds are derived for the approximation.
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I. INTRODUCTION

When considering the dispersion of dielectric media,
textbook analysis typically concerns itself with sums of
Lorentzian functions [1–3]. While it can be argued that sums
of Lorentzians are physically reasonable response functions
for a number of systems, in particular those described by the
Lorentz model [1–4], it is well known that the only restrictions
imposed by causality are those implied by the Kramers-Kronig
relations [1–3,5]. In light of the variety in the electromagnetic
responses offered by natural media and metamaterials, it is of
interest to consider the possible gap between the function space
consisting of sums of Lorentzians and the space consisting
of functions satisfying the Kramers-Kronig relations. To this
end, it is here demonstrated that any complex-valued function
satisfying the Kramers-Kronig relations can be approximated
as a superposition of Lorentzian functions, to any desired
accuracy. It therefore follows that the typical analysis of causal
behavior in terms of Lorentzian functions for dielectric or
magnetic media encompasses the whole space of functions
obeying the Kramers-Kronig relations. These results therefore
serve to strengthen the generality of the typical analysis of
causality.

Two examples where the response functions do not re-
semble typical Lorentzian resonance behavior will here be
expressed as Lorentzian superpositions in order to demonstrate
the above findings. Section III A considers a steep response
function which results in a susceptibility Reχ (ω) � −2 for
arbitrarily low loss or gain [6,7], and Sec. III B considers an
optimal perfect lens response over a bandwidth [8]. The pre-
cisions in both superpositions are shown to become arbitrarily
accurate as the parameters are chosen appropriately. A natural
consequence of such superpositioning is that Lorentzian
functions can be viewed as general building blocks for
engineering causal susceptibilities in metamaterials. Consid-
ering that systems such as the pioneering split-ring resonator
implementation [9] and others [4,10–12] have demonstrated
several ways of realizing and tailoring Lorentzian responses,
this may prove to be a promising approach.

*johannes.skaar@ntnu.no

While the literature has so far tended to focus on specific
metamaterial designs, a number of desired responses have
emerged for which few physically viable systems are known
[4,6,8]. One such set of response functions consists of those
that have desired dispersion properties [4], which are relevant
for applications such as dispersion compensation [11,13],
couplers [14], antenna design [15,16], filters [17], broadband
absorption [18], and broadband ultralow-refractive-index me-
dia [19]. This leads to the following question: Starting with a
target response, how can one realize an approximation of it?
Towards this end, it has been proposed to use layered meta-
materials [20]. Our article considers more generally the possi-
bility of engineering artificial response functions through the
realization of a finite number of Lorentzians, a method which
may be applicable to a variety of metamaterials. On this note
Sec. IV A addresses how Lorentzian superposition responses
can be realized through the arrangement of split-ring cylinders
of different radii and material parameters. Finally, Sec. IV B
derives an estimate of the error that arises when a target re-
sponse is approximated by a finite sum of Lorentzian functions.

The following section will set out the main results of this
article while leaving detailed calculations to later sections and
appendices.

II. SUPERPOSITION OF LORENTZIANS

A Lorentzian function can be written in the form

L(ω) = 2

π

ω0

ω2
0 − ω2 − iω�

, (1)

where ω0 � 0 is the resonance frequency, ω is the frequency,
and � � 0 is the bandwidth. It may be demonstrated that the
imaginary part of L(ω) approaches a sum of two Dirac δ

functions with odd symmetry as

ImL(ω) −→ δ(ω − ω0) − δ(ω + ω0) (2)

when � → 0. This is exemplified in Fig. 1 and proven in
Appendix A. A goal function, such as the imaginary part of a
susceptibility Imχ (ω), may therefore be expressed as

Imχ (ω) = 2

π
lim
�→0

∫ ∞

0
Imχ (ω0)Im

{
ω0

ω2
0 − ω2 − iω�

}
dω0.

(3)

033834-11050-2947/2013/88(3)/033834(8) ©2013 American Physical Society
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FIG. 1. (Color online) Imaginary part of the Lorentzian function
L(ω) (1) approaching a sum of two δ functions for decreasing values
of �.

This limit integral expression may then be approximated by
the sum

Imχ (ω) ≈ 2

π

M−1∑
m=0

Imχ (ωm)Im

{
ωm�

ω2
m − ω2 − iω�

}
, (4)

where ωm = �/2 + m�, � is the resolution along the inte-
gration variable ω0, and M is a large integer. This sum, which
shall be designated Imχ�,�(ω), can be made to approximate
Imχ (ω) to any desired degree of accuracy. More precisely, the
involved error is shown to converge to zero in both L∞ and
L2:

‖Imχ�,�(ω) − Imχ (ω)‖ → 0 as � → 0, (5)

where � is chosen suitably, e.g., � = �/
√

M (Appendix B).
Considering (4), one may define a function

χ�,�(ω) = 2

π

M−1∑
m=0

Imχ (ωm)
ωm�

ω2
m − ω2 − iω�

, (6)

where now both real and imaginary parts of the Lorentzians
are superposed. From the Kramers-Kronig relations one then
has

−H [Imχ (ω) − Imχ�,�(ω)] = Reχ (ω) − Reχ�,�(ω), (7)

where H represents the Hilbert transform and Reχ�,�(ω) is
the real part of (6). Since the Hilbert transform preserves the
energy, or L2 norm, it therefore follows that

‖Reχ�,�(ω) − Reχ (ω)‖ → 0 as � → 0 (8)

when given (5). On the basis of this, it follows that

χ (ω) ≈ χ�,�(ω), (9)

meaning that both the real and imaginary parts of χ (ω) are
approximated by the summation of Lorentzians. The terms are
weighted by Imχ (ω) at each resonance frequency according
to (6). Equation (9) combined with (6) therefore becomes the
central result of this article. Noting that (6) is itself a Riemann
sum, it follows that the limit integral expression

χ (ω) = 2

π
lim
�→0

∫ ∞

0
Imχ (ω0)

ω0

ω2
0 − ω2 − iω�

dω0 (10)

may be written on the basis of the preceding arguments.
Equations (6) and (10) therefore approximate the space of
functions satisfying the Kramers-Kronig relations as super-
positions of Lorentzians to any degree of precision. In the
following section this result shall be demonstrated with two
examples.

The validity of (5) requires that χ (ω) is analytic on the
real axis (not only in the upper half plane). In the event
of nonanalytic susceptibilities on the real axis, however, all
problems are bypassed by instead evaluating Imχ (ω) along
the line ω + iδ before approximating by Lorentzians. Here
δ > 0 is an arbitrarily small parameter. Since χ (ω) is analytic
there, (5) is valid. Furthermore, since Imχ (ω + iδ) → Imχ (ω)
almost everywhere as δ → 0, the representation can be
made arbitrarily accurate, meaning that any Imχ (ω) can be
approximated to any precision. In fact, this also includes media
that do not strictly obey the Kramers-Kronig relationship
due to singularities on the real axis, such as the ideal
plasma.

III. EXAMPLES

A. Susceptibility where Reχ � −2 through a steep response

It is possible to achieve Reχ � −2 with arbitrarily low loss
or gain [6,7]. Consider a susceptibility with

Imχ (ω) =
{
ω/ωc if |ω| < ωc,

0 elsewhere.
(11)

As a result of the infinite steepness at ω = ωc, the Hilbert
transform gives Reχ (ωc) = −∞. It follows that it is possible
to scale (11) to make the magnitude |Imχ (ω)| arbitrarily small
for all frequencies while maintaining Reχ (ωc) � −2.

Inserting (11) as Imχ (ω0) in (10) gives

χ (ω) = 2

π
lim
�→0

[
1 − i

√(
ω

ωc

)2

+ i
ω�

ω2
c

× arctan

(
1

i

√
(ω/ωc)2 + i

(
ω�/ω2

c

)
)]

. (12)

One can show that as � → 0, the imaginary part of (12)
yields (11). Using (6), one may likewise approximate the
response (11) as a finite sum of Lorentzians: Fig. 2(a) plots
the real and imaginary parts of χ (ω) as approximated by
both sum and integral expressions, (6) and (10), respectively,
where �/ωc is chosen equal to 0.1, 0.01, and 0.001 and where
� = �/2. One observes that the sum (6) falls in line with the
integral result (12). For �/ωc = 0.001 one has Reχ (ωc) = −2.
As � → 0, meaning that the drop in the approximated curves
of Imχ (ω) at ω/ωc = 1 becomes infinitely steep, one has that
Reχ (ωc) → −∞ in both cases.

The imaginary parts for one out of every five Lorentzians
in the sum (6) are displayed in Fig. 2(b) for �/ωc = 0.01.

B. Perfect lens

It has been shown in [8,21] that the resolution r for a
metamaterial lens of thickness d surrounded by vacuum is

033834-2
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FIG. 2. (Color online) (a) Real and imaginary parts of the integral
and sum approximations by (10) and (6), respectively. The drops
above the frequency axis correspond to the imaginary parts, whereas
the dips below the frequency axis correspond to the real parts. (b) The
imaginary parts for one out of every five Lorentzians in the sum (6),
where �/ωc = 0.01 and �/ωc = 0.005.

given by

r = −2πd

ln[|χ (ω) + 2|/2]
(13)

for a one-dimensional image object. Here, χ (ω) is either
the electric or magnetic susceptibility depending on the
polarization of the incident field. It follows that any perfect lens
should approximate |χ + 2| = 0 over a bandwidth. A system
approaching such an optimal is displayed in Fig. 3(a) [8]. A
strong Lorentzian resonance has been placed at ω = ωL (out
of view), and a weak, slowly varying function has been placed
around ω/ωL ∼ 2.05. Taking the absolute value gives the black
dashed curve in Fig. 3(c), which reveals that |χ + 2| remains
small and constant over the bandwidth.

Figure 3(b) represents the sum (6) of Lorentzians over
the interval ω/ωL ∈ (1.95,2.15), where �/ωL = 0.001 and
�/ωL = 5 × 10−4. The goal function for (6) has been found
by subtracting the strong resonance situated at ω = ωL from
Imχ (ω) in Fig. 3(a). The strong resonance was then later added
to the sum of Lorentzians (6). The absolute value of the real
and imaginary parts in Fig. 3(b) corresponds to the green solid
curve in Fig. 3(c), which neatly follows the dashed curve
of |χ + 2|. Also observed in Fig. 3(c) is the corresponding
result of another sum approximation where the Lorentzians are
wider. Hence one observes the trend that as � decreases the
Lorentzian sum (6) approximates |χ + 2| increasingly well.
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FIG. 3. (Color online) Perfect lens. (a) System designed to
minimize |χ + 2| over a bandwidth. The red solid curve represents
Imχ , whereas the blue dashed curve represents Reχ . (b) Sum (6)
of Lorentzians over the interval ω/ωL ∈ (1.95,2.15), where �/ωL =
0.001 and �/ωL = 5 × 10−4. (c) Plot of |χ + 2| for both the system
in (a) (dashed black curve) and two sum approximations. The solid
curve corresponds to the absolute value of (b). (d) The imaginary parts
for one out of every five Lorentzians in the sum displayed in (b).

Figure 3(d) displays the imaginary parts for one out of every
five Lorentzians in the sum corresponding to Fig. 3(b).

IV. LORENTZIAN FUNCTIONS AS BUILDING BLOCKS
FOR TAILORING CAUSAL SUSCEPTIBILITIES

A. Tailoring responses in split-ring resonators

Sections III A and III B have demonstrated that useful
responses which do not arise in any natural system can
nevertheless be approximated as a superposition of ordinary
Lorentzian resonances to any desired precision. Considering
that Lorentzian resonances can be realized and tailored for both
permittivities ε and permeabilities μ in numerous metamaterial
realizations [4,9,10,12], this is of particular interest for the
prospect of engineering desired metamaterial responses. For
instance, in the case of an array of split-ring cylinders one may
find for the effective permeability [9]

μeff − 1 = ω2F

2
π2μ0Cr3 − ω2 − iω

2ρ

rμ0

, (14)

where C is the capacitance per m2 in the split-ring cylinder, r

is its radius, ρ is the resistance per circumference-length ratio,
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and F is the fractional volume of the unit cell occupied by the
interior of the cylinder. For small bandwidths the presence of
ω2 in the numerator is not significant, and (14) approximates
a Lorentzian response. By comparing it with (1) one may
determine the Lorentzian parameters as

ω2
0 = 2

π2μ0Cr3
, (15)

� = 2ρ

rμ0
. (16)

The resonator strength F is expressed as

F = πr2

a2
, (17)

where a is the dimension of the unit cell. Hence the resonance
frequencies, widths, and strengths can be tailored by varying
r , ρ, and C. It may be noted that split-ring cylinders display
large resistivity in the optical regime, making it difficult to
achieve narrow Lorentzian responses there. For this reason
other systems, such as metamolecules of nanoparticles, have
been proposed for optical purposes [12].

In order to realize a sum of Lorentzian resonances such
as those leading to Figs. 2(b) and 3(d) by means of split-ring
cylinders, one could propose to place different cylinders in
each unit cell. The idea would be to realize and superpose a
number of different Lorentzian resonances of the form (14)
corresponding to different values of r , ρ, and C. The density
of each type of split-ring cylinder can then be thought to give
the appropriate resonance strength. However, as it is known
that two dipoles in close vicinity influence each other’s dipole
moments, it is not intuitively clear that the total response will
be as simple as a superposition of the individual responses. The
remainder of this section will therefore be used to demonstrate
this. Towards this end, the procedure outlined in [9] will be
modified to calculate the effective permeability μeff of a split-
ring cylinder metamaterial when every unit cell contains two
split-ring cylinders of different radii (Fig. 4).

The effective permittivity μeff is expressed by finding the
effective macroscopic fields Bave and Have over the array from
the corresponding actual fields B and H in each unit cell:

μeff = Bave/μ0Have. (18)

r1

r2

a

FIG. 4. Base of a unit cell with height l containing two different
cylinders.

One may show that

Bave = μ0H0, (19)

Have = H0 − 1

a2

(
πr2

1 j1 + πr2
2 j2

)
, (20)

where j1,2 is the surface current per unit length along
the circumference of the cylinders with radii r1 and r2,
respectively. When finding an expression for the field inside
each cylinder H1 and H2, (20) is used to express

H1,2 = Have + j1,2. (21)

Since both split-ring cylinders observe the same interaction
field contained in Have, application of Faraday’s law to each
cylinder leads to two equations that may be solved individually
for j1 and j2:

j1,2 = −Have

1 + i2ρ1,2

ωr1,2μ0
− 2

μ0ω2π2r3
1,2C1,2

. (22)

In order to evaluate (18), one may now rearrange (20) to find
an expression for H0 in terms of j1 and j2, for which one in
turn can use (22) to find

μeff − 1 =
∑

k

ω2Fk

2
π2μ0Ckr

3
k

− ω2 − iω
2ρk

rkμ0

. (23)

Here k = {1,2} and Fk = πr2
k /a2 is the volume fraction

occupied by each split-ring cylinder. By comparison with (14)
one observes that the resulting μeff − 1 here is simply the
superposition of the individual split-ring cylinder responses as
found in [9]. This comes as a consequence of the interaction
field sensed by both split-ring cylinders being uniform. This
description of the interaction is valid as long as the cylinders
are long, for which the returning field lines at the end of each
cylinder are spread uniformly over the unit cell.

Finally, the analysis presented here is easily generalized
for unit cells with many different split-ring cylinders, for
which (23) remains valid and k labels the different split-ring
cylinders in the unit cell.

B. Error estimate

Towards the goal of engineering a desired response χ (ω)
by use of a finite number of Lorentzians with nonzero
widths (� > 0), it is of interest to quantify the precision
of such an approximation. An error estimate can be found
by considering the combined error introduced in both the
δ-function approximation (3) of Imχ (ω) for finite � and the
Riemann sum approximation (4) of the integral (3). The total
error may therefore be bounded according to

|Imχ (ω) − Imχ�,�(ω)| � |Imχ�(ω) − Imχ (ω)|
+ |Imχ�,�(ω) − Imχ�(ω)|, (24)

where Imχ�(ω) represents (3) without the limit and Imχ�,�(ω)
represents the sum (4). In what follows, bounds for the Rie-
mann sum approximation error |Imχ�,�(ω) − Imχ�(ω)| and
δ-convergence error |Imχ�(ω) − Imχ�(ω)| shall be derived in
turn.
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1. Riemann sum approximation error

Defining ωM = M� and naming the integrand in (3) fint,
one may find an upper bound on the Riemann approximation
error to be

|Imχ�(ω) − Imχ�,�(ω)| � max |f ′′
int|

ω3
M

24M2
+ |χerr(ω)|

< |Imχ (ω)|ωM�2

3�3

×
[

1 + O

(
�2

ω2

)]
+ |χerr(ω)|,

(25)

where

χerr(ω) = 2

π

∫ ∞

ωM

Imχ (ω0)Im

{
ω0

ω2
0 − ω2 − iω�

}
dω0. (26)

In obtaining the last inequality in (25), we have used the fact
that f ′′

int is dominated by the curvature of the Lorentzian for
sufficiently small �. After some algebra one finds |f ′′

int| �
|Imχ (ω)|8/�3[1 + O(�2/ω2)] when assuming that �/ω 
 1.
Note that (26) can be rewritten as

χerr(ω) = 2

π

∫ ∞

0

[
1 − rect

(
ω0

ωM

)]
Imχ (ω0)

× Im

{
ω0

ω2
0 − ω2 − iω�

}
dω0. (27)

By taking the limit � → 0 this expression becomes of the
form (3), and hence the definition of δ convergence can be
used to find the limit of χerr(ω):

lim
�→0

χerr(ω) =
[

1 − rect

(
ω

ωM

)]
Imχ (ω). (28)

It is observed that |χerr(ω)| vanishes as ωM → ∞. For
ωM/� � 1 the error involved in replacing χerr(ω) by its
limiting value (28) becomes small. Therefore, for most goal
functions Imχ (ω), where the sum (6) covers the frequency
interval of interest, the error described by |χerr(ω)| is roughly
as small as |Imχ (ω)| outside of this interval.

2. δ-convergence approximation error

The δ-convergence approximation error

ψerr(ω) = |Imχ�(ω) − Imχ (ω)|, (29)

which arises when using Lorentzians of finite width (� > 0)
rather than δ functions in (3), will now be evaluated. Consider
Fig. 5: The imaginary part of an arbitrary response χ (ω) is
to be approximated according to (3) with finite �, and the
positive frequency peak of the imaginary part of a Lorentzian
ImL+(ω,ω0) is displayed. The Lorentzian (1) can be expanded
in terms of partial fractions as

2

π
Im

{
ω0

ω2
0 − ω2 − iω�

}
= ImL+(ω,ω0) − ImL−(ω,ω0),

(30)

ω0 ω

2a

Imχ(ω)

ImL+(ω, ω0)

FIG. 5. (Color online) An arbitrary response Imχ (ω) to be
expressed as a superposition of finite-sized Lorentzians.

where ImL±(ω,ω0) corresponds to positive and negative
frequency peaks of the Lorentzian, respectively, according to

ImL±(ω,ω0)

= 1

π

1√
1 − (�/2ω0)2

1
2�

[ω ∓ ω0

√
1 − (�/2ω0)2 ]2 + (

�
2

)2 .

(31)

Introducing (30) into (3) (without the limit) then allows the
δ-convergence error ψerr(ω) to be expressed as

ψerr(ω) =
∣∣∣∣
∫ ∞

−∞
Imχ (ω0)ImL+(ω,ω0)dω0 − Imχ (ω)

∣∣∣∣
=

∣∣∣∣
∫ ∞

−∞
Imχ

(
ω0

√
1 + �2

4ω2
0

)
︸ ︷︷ ︸

=ImχF (ω0)

F�(ω0 − ω)dω0

− Imχ (ω)

∣∣∣∣. (32)

Here, by having made an appropriate substitution, it is
observed in the last equality that the integral can be written in
terms of the Lorentz-Cauchy function F�(ω0 − ω):

F�(ω0 − ω) = 1

π

1
2�

(ω0 − ω)2 + (
�
2

)2 . (33)

As a consequence of the substitution, a new function ImχF (ω0)
is defined in (32) which essentially represents a shifted version
of Imχ (ω0).

The integration interval in (32) may be divided into three
intervals corresponding to the intervals designated in Fig. 5,
which shall then be evaluated separately:∫ ∞

−∞
ImχF (ω0)F�(ω0 − ω)dω0

=
( ∫ ω−a

−∞︸ ︷︷ ︸
A

+
∫ ω+a

ω−a︸ ︷︷ ︸
B

+
∫ ∞

ω+a︸︷︷︸
C

)
ImχF (ω0)F�(ω0 − ω)dω0.

(34)

Here the parameter a is, in principle, arbitrary, but can be
thought to represent the region around ω = ω0 where ImχF (ω)
is assumed to be Taylor expandable in the lowest orders.
Evaluating integrals A and C in (34) together, an upper bound
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on their sum may be found:

max
ω′

|ImχF (ω′)|
(∫ ω−a

−∞
+

∫ ∞

ω+a

)
F�(ω0 − ω)dω0

= max
ω′

|Imχ (ω′)|
[

1 − 2

π
arctan

(
2a

�

)]
. (35)

Here the fact that maxω′ |ImχF (ω′)| = maxω′ |Imχ (ω′)| has
been used. One observes that as � 
 a the arctangent term
can be expanded, allowing (35) to be reexpressed as

�

πa
max

ω′
|Imχ (ω′)|, (36)

which evidently converges to zero when � → 0 as long as
Imχ (ω) is bounded. In order to calculate integral B, ImχF (ω0)
is expanded around ω0 = ω:

ImχF (ω0) = ImχF (ω) + Imχ ′
F (ω)(ω0 − ω)

+ 1
2 Imχ ′′

F (ω)(ω0 − ω)2 + O[(ω0 − ω)3]. (37)

Due to the parity when inserting this into integral B only
even-order terms remain, giving∫ ω+a

ω−a

ImχF (ω0)F�(ω0 − ω)dω0

= 2

π
ImχF (ω) arctan

(
2a

�

)

+ �a

2π
Imχ ′′

F (ω) + O

(
�

a

)
. (38)

Only � terms to the first order have been kept in arriving at this
expression. The term O(�/a) corresponds to terms containing
higher-order derivatives of ImχF (ω), which will be assumed
to be negligible. In the event that there exist significant higher-
order derivatives (e.g., as will be the case in Fig. 2 near the steep
drop), one may keep more terms in going from (37) to (38)
until the next even-ordered derivative is negligible. The same
steps that follow hereafter may then be applied in order to find
the relevant error estimate.

In order to arrive at an expression for ψerr(ω) in terms
of the goal function Imχ(ω) and its derivatives, the shifted
function ImχF (ω) = Imχ (ω

√
1 + �2/4ω2) is expanded under

the assumption that �/ω 
 1 and is then inserted for ImχF (ω)
and its second derivative in (38). Expanding the arctangent un-
der the assumption that � 
 a permits further simplification.
Combining the resulting expression with (36) yields an upper
bound on the δ-convergence error:

ψerr(ω) � �

π

(
max

ω′
|Imχ (ω′)|2

a
+ |Imχ ′′(ω)|a

2

)
+ O(�2),

(39)

where O(�2) arises after having expanded and replaced
ImχF (ω) and its second derivative. Minimizing the upper
bound with respect to a then gives

a2 = 4 maxω′ |Imχ (ω′)|
|Imχ ′′(ω)| . (40)

An inverse relationship between a2 and |Imχ ′′(ω)| is intuitive
given that a must be small when Imχ (ω) varies steeply.

2 2.02 2.04 2.06 2.08 2.1
0

0.002

0.004

0.006

0.008

0.01

ω/ω
L

Bound
Actual error

FIG. 6. (Color online) The error in approximating the perfect lens
response described in Sec. III B with a Lorentzian superposition is
shown to be bounded by (41).

Inserting (40) into (39) while neglecting O(�2) gives

ψerr(ω) � 2�

π
(|Imχ ′′(ω)| max

ω′
|Imχ (ω′)|) 1

2 . (41)

Hence the δ-convergence error ψerr(ω) is proportional
to �

√|Imχ ′′(ω)| under the assumption that � 
 a ∝
1/

√|Imχ ′′(ω)|, the higher-order derivatives are negligible, and
�/ω 
 1. Figure 6 shows (41) applied to the imaginary part
of the perfect lens response displayed in Fig. 3(b), where one
observes that the actual error (black curve) is bounded by (41)
(dashed curve). The displayed error is actually taken to be the
total error |Imχ (ω) − Imχ�,�(ω)| of the superposition, rather
than the difference between Imχ (ω) and Imχ�(ω). However,
here �/ωL in the sum (6) has been reduced by a factor
of 2 compared to that in Fig. 3(b) in order to reduce the
significance of the Riemann sum error (25) in comparison
to the δ-convergence approximation error (32).

V. CONCLUSION

It has been demonstrated that superpositions of Lorentzian
functions are capable of approximating all complex-valued
functions satisfying the Kramers-Kronig relations, to any
desired precision. The typical textbook analysis of dielec-
tric or magnetic dispersion response functions in terms of
Lorentzians is thereby extended to cover the whole class of
causal functions. The discussion started by approximating
the imaginary part of an arbitrary susceptibility χ (ω) by
a superposition of imaginary parts of Lorentzian functions.
The error |Imχ (ω) − Imχ�,�(ω)| was then shown to become
arbitrarily small as � → 0, ωM → ∞, and � = �2/ωM . Since
this error was shown to vanish in L2, it was known that
Reχ�,�(ω) → Reχ (ω). From this the superposition χ�,�(ω)
was found, which approximates χ (ω) to any desired precision.

The superposition χ�,�(ω) has been demonstrated to
reconstruct two response functions that obey the Kramers-
Kronig relations while not resembling typical Lorentzian
resonance behavior. The first response is known to lead to
significant negative real values of the susceptibility χ (ω) in
a narrow bandwidth with arbitrarily low gain or loss, while
the other response represents the optimal realization of a
perfect lens on a bandwidth. These examples demonstrate the
possibility of viewing Lorentzians as useful building blocks for
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manufacturing desired responses that are not found in conven-
tional materials. To this end, the ability to realize Lorentzian
sums using split-ring cylinders with varying parameters was
shown. In order to quantify the precision of a superposition
approximation, error estimates have been derived.

APPENDIX A: δ CONVERGENCE OF LORENTZIANS

This section will prove (2) and, equivalently, (3). In doing
so, observe that an implicit definition of the δ function is

Imχ (ω) =
∫ ∞

−∞
Imχ (ω0)δ(ω0 − ω)dω0

=
∫ ∞

0
Imχ (ω0)[δ(ω0 − ω) − δ(ω0 + ω)]dω0.

(A1)

Note that the last line holds only insofar as the goal
function obeys odd symmetry Imχ (−ω0) = −Imχ (ω0). By
inserting (30) into (3) and using the symmetry L−(ω, − ω0) =
L+(ω,ω0), one observes that the goal of this section becomes
demonstrating that

lim
�→0

∫ ∞

−∞
Imχ (ω0)ImL+(ω,ω0)dω0 = Imχ (ω). (A2)

Inserting for ImL+(ω,ω0) in the integral and making the
appropriate substitution lead to

lim
�→0

1

π

∫ ∞

−∞

Imχ
[

�
2

√
(2ω/� − u)2 + 1

]
u2 + 1

du. (A3)

One may then move the limit inside the integral under the
criteria of Lebesgue’s dominated convergence theorem. As
� → 0, the function Imχ [ �

2

√
(2ω/� − u)2 + 1] converges

pointwise to Imχ (ω). Furthermore, it is clear that an integrable
function that bounds the integrand for all values of � exists
under the condition that Imχ (ω) is bounded. Hence (A3) gives

1

π
Imχ (ω)

∫ ∞

−∞

1

u2 + 1
du = Imχ (ω), (A4)

which concludes the proof.

APPENDIX B: L2 CONVERGENCE

This section considers the conditions upon �, �, and ωM

needed in order to obtain the L2 convergence expressed in (5).
From the discussion in Sec. IV B, one may express

|Imχ (ω) − Imχ�,�(ω)|

�
∣∣∣∣Imχ (ω)

ωM�2

3�3

[
1 + O

(
�2

ω2

)]∣∣∣∣ (B1)

+
∣∣∣∣ 2

π

∫ ∞

ωM

Imχ (ω0)Im

{
ω0

ω2
0 − ω2 − iω�

}
dω0

∣∣∣∣ (B2)

+
∣∣∣∣
[

2

π
arctan

(
2a

�

)
− 1

]
Imχ (ω)

∣∣∣∣ (B3)

+
∣∣∣∣�a

2π
Imχ ′′(ω) + O(�2)

∣∣∣∣ (B4)

+
∣∣∣∣
( ∫ ω−a

−∞
+

∫ ∞

ω+a

)
ImχF (ω0)F�(ω0 − ω)dω0

∣∣∣∣.
(B5)

The Riemann sum error (25) is expressed through (B1)
and (B2), and the δ-convergence error from (34) and (38)
is expressed in (B3), (B4), and (B5). The term O(�2) in (B4)
is included because ImχF (ω) and its second derivative have
been expanded and replaced so as to express (38) in terms of
Imχ (ω) and its second derivative.

The bound given by (B1)–(B5) has been derived under
the assumption that ω � �. Before proceeding to evaluating
the L2 norm by this bound, one must therefore demonstrate
that |Imχ (ω) − Imχ�,�(ω)| is bounded in a region |ω| ∈ (0,β)
where β � � [representing the region not accounted for
by (B1)–(B5)], so that as � → 0 and then β → 0, it is known
that the L2 norm converges to zero also here. A detailed proof
of this will not be given here, but its result can be understood
by noting that (3), when without its limit, is bounded by
an integral of ImL(ω) on the interval ω0 ∈ (0,∞) multiplied
with maxω′ |Imχ (ω′)|. Since the integral is finite and χ (ω) is
analytic, it follows that (3) is bounded. Furthermore, since the
sum (4) can be made arbitrarily close to (3), it is intuitive that it
also remains bounded for all ω. Since Imχ (ω) and Imχ�,�(ω)
are bounded, it follows that |Imχ (ω) − Imχ�,�(ω)| is finite for
all ω.

Proceeding now to evaluate the L2 norm from (B1)–(B5),
convergence for (B1) is achieved by setting � = �2/ωM and
taking the limit � → 0 since Imχ (ω) is in L2 [the presence
of the term O(�2/ω2) will be discussed below]. The same
convergence occurs in (B3) as � → 0. The L2 norm arising
for (B4),

�a

2π
‖Imχ ′′(ω)‖, (B6)

converges provided that Imχ ′′(ω) is in L2. Since it, however,
is conceivable for a function χ (ω) in L2 to have derivatives not
in L2, one may instead consider χ (ω) along the line ω + iδ,
where δ > 0 is an arbitrarily small parameter. One then finds
through the Fourier transform

χ (ω + iδ) =
∫ ∞

0
x(t)ei(ω+iδ)dt

=
∫ ∞

0
[x(t)e−δt ]eiωtdt, (B7)

given that x(t) is the time-domain response associated with
χ (ω). Equation (B7) reveals that one may express

χ (ω + iδ)
F−1−−→ x(t)e−δt ,

(B8)
χ ′′(ω + iδ)

F−1−−→ (it)2x(t)e−δt .

Since x(t) is in L2, one observes that (it)2x(t)e−δt is in L2 for
δ > 0. Knowing that the Fourier transform preserves the L2

norm, it follows that χ ′′(ω + iδ) is in L2.
The terms O(�2/ω2) and O(�2) in (B1) and (B4) involve

multiples of either Imχ (ω) or its derivatives. From (B8) it
is clear that derivatives of all orders are assured to be in L2

by the above procedure. Hence these terms vanish as � → 0.
Note that in the derivation of (B4), derivatives greater than the
second order of Imχ (ω) have been neglected, as discussed with
regards to (38). If these were to be included here, they would
lead to terms of the same form as (B6) and would converge in
the same manner.
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Considering now (B2), one observes that by using (30) one
may write its expression as∣∣∣∣

( ∫ −ωM

−∞
+

∫ ∞

ωM

)
Imχ (ω0)ImL+(ω,ω0)dω0

∣∣∣∣. (B9)

To find the limit of the L2 norm, the task here is therefore to
evaluate

lim
�→0

∫ ∞

−∞

∣∣∣∣
( ∫ −ωM

−∞
+

∫ ∞

ωM

)
Imχ (ω0)ImL+(ω,ω0)dω0

∣∣∣∣2

dω.

(B10)

Moving the limit inside the outermost integral is permitted
through Lebesgue’s dominated convergence theorem under
the condition that Imχ (ω0) is bounded. In the event that
Imχ (ω0) is singular on the real axis, one may instead use
Imχ (ω0 + iδ) (where δ > 0 is an arbitrarily small parameter)
for which any divergence is quenched, as discussed in the
Introduction. This gives∫ ∞

−∞

∣∣∣∣ lim
�→0

( ∫ −ωM

−∞
+

∫ ∞

ωM

)
Imχ (ω0)ImL+(ω,ω0)dω0

∣∣∣∣2

dω

=
( ∫ −ωM

−∞
+

∫ ∞

ωM

)
|Imχ (ω)|2dω (B11)

when having used (A2). The final result (B11) reveals that the
norm is finite and that one, however, must demand ωM → ∞
in order that (B2) converges to zero.

The remaining task is to evaluate (B5) through the limit

lim
�→0

∫ ∞

−∞

∣∣∣∣
( ∫ ω−a

−∞
+

∫ ∞

ω+a

)
ImχF (ω0)F�(ω0 − ω)dω0

∣∣∣∣2

dω.

(B12)

Under the same condition as before one may move the limit
inside the outermost integral through Lebesgue’s dominated
convergence theorem:∫ ∞

−∞

∣∣∣∣ lim
�→0

( ∫ ω−a

−∞
+

∫ ∞

ω+a

)
ImχF (ω0)

×F�(ω0 − ω)dω0

∣∣∣∣2

dω = 0. (B13)

Here the δ-convergence property of the Lorentz-Cauchy
function F�(ω0 − ω) has been used.

Hence it has been demonstrated that the L2 convergence
expressed in (5) is achieved by setting � → 0, ωM → ∞, and
� = �2/ωM .
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Abstract
We prove that all complex valued response functions obey-
ing the Kramers-Kronig relations can be approximated as
superpositions of Lorentzian resonance functions, to any
precision. A practical consequence is that arbitrary target
response functions can be engineered in terms of common
resonant metamaterial responses. A basic dispersion en-
gineering methodology outlining these possibilities is pre-
sented, along with relevant metamaterial systems.

1. Introduction
The prospect of engineering metamaterials with tailor-made
dispersion properties, rather than being limited to the dis-
persions of conventional media, is becoming a reality. Such
dispersion engineering finds interesting applications within
dispersion compensation [1, 2] broadband absorption [3],
broadband ultra-low refractive index media [4], couplers
[5], antenna design [6, 7], and filters [8], to mention but a
few. The rapid developments made in metamaterial design
and manufacturing towards this goal, allow us to speculate
on what classes of dispersion behavior will be ultimately
realizable as further progress is made. Important restric-
tions in this respect are for instance compliance with the
Kramers-Kronig relations, which characterize the class of
causal functions, and considerations such as whether the
medium in question is to be passive or active. Since both of
these conditions can be seen as somewhat lenient (the space
of passive/active and causal functions is large), it seems nat-
ural to expect a significant degree of freedom for prospec-
tive metamaterial dispersions.

Contrary to this intuition, however, most treatments of
dispersion phenomena commonly model dielectric media
as superpositions of a single causal response function, the
Lorentzian resonance, owing to its generality in describ-
ing a wide range of resonance phenomena and its simplic-
ity [9–11]. It is natural to ask whether or not typical text-
book discussions on dispersion therefore leave a significant
number of possibilities out of view, and how large the possi-
ble gap in the function space between causal functions and
Lorentzian superpositions is. With these considerations at
hand, it comes as somewhat of a surprise that superposi-
tions of Lorentzian functions can be shown to approximate
any causal function obeying the Kramers-Kronig relations
to any precision, as we have recently demonstrated [12].

In other words, there exists no gap in the function space
between complex valued functions fulfilling the Kramers-
Kronig relations and the superpositions of Lorentzian res-
onance functions commonly used in textbook treatments.
The typical textbook approach to dispersion is therefore
shown to encompass all responses fulfilling the Kramers
Kronig relations.

In the context of this paper, the above results also
demonstrate interesting practical consequences to the
prospects of engineering desired dispersions. Since a num-
ber of metamaterial systems capable of realizing Lorentzian
superpositions exist in literature [12–14], it seems possible
to realize a given target response function, for which no
physical system is known, by a metamaterial realization of
its corresponding Lorentzian resonance superposition.

This paper will derive expressions for the relevant su-
perpositions of Lorentzian resonance function, as well as
outline a basic design methodology for the realization of
arbitrary target response functions. With relation to our
former discussions on Lorentzian resonance superpositions
[12], this paper complements earlier results by providing a
simpler proof, while expanding on inherent possibilities for
realizing arbitrary target dispersions in metamaterials.

2. Identifying the superposition of Lorentzian
resonance functions

A Lorentzian resonance function may be written in the form

L(ω) =
ω0

ω2
0 − ω2 − iωΓ

, (1)

where ω is the frequency and ω0 and Γ are the resonance
frequency and bandwidth, respectively. Fig. 1 displays its
characteristic plot. For an arbitrary susceptibility function
χ(ω) that is analytic in the upper complex frequency plane,
we shall now demonstrate that

χ(ω) =
2

π
lim
Γ→0

∫ ∞

0

Imχ(ω0)
ω0

ω2
0 − ω2 − iωΓ

dω0, (2)

which constitutes the main result of this paper. Eq. (2)
shows that the susceptibility χ(ω) can be expressed as a su-
perposition of Lorentzian resonance functions weighted by
Imχ(ω) under the limit Γ→ 0. This can be understood in-
tuitively by noting that the imaginary part of (1) approaches



a δ-function as a distribution under the limit Γ → 0, and
that Reχ(ω) and Imχ(ω) are Hilbert transforms of each
other, as discussed at length in [12]. However, this result
is in fact simply a consequence of the analytic properties
of χ(ω) in the upper complex half plane. To show this, we
first separate (1) into partial fractions

L(ω) =
1

2(ω0 − ωp)
+

1

2(ω0 + ωp)
, (3)

where ωp =
√
ω2 + iωΓ. The pole positions of (3) are

displayed in Fig. 2 along with a semicircle contour curve
C in the upper half-plane for ω0. Note that despite being
analytic in the upper complex ω-plane, (3) is not required
to be analytic in the upper complex ω0-plane, as observed in
Fig. 2. Multiplying with the susceptibility function χ(ω0)
and using Cauchy’s Integral Formula and Cauchy’s Integral
Theorem over the contour C on each of the terms in (3),
respectively, give

1

2

∫ ∞

−∞

χ(ω0)

ω0 − ωp
dω0 = iπχ(ωp) (4)

1

2

∫ ∞

−∞

χ(ω0)

ω0 + ωp
dω0 = 0, (5)

when having assumed that the radius of the contour semi-
circle tends to infinity. Adding (4) and (5) together then
gives

∫ ∞

−∞

ω0χ(ω0)

ω2
0 − ω2 − iωΓ

dω0 = iπχ(ωp). (6)

The reality of the time domain fields requires that
χ(−ω0) = χ∗(ω0) along the real ω0 axis. This symme-
try property allows us to re-express the integral and obtain

χ(ωp) =
2

π

∫ ∞

0

Imχ(ω0)
ω0

ω2
0 − ω2 − iωΓ

dω0. (7)

Taking the limit limΓ→0 χ(ωp) = χ(ω) gives (2) and con-
cludes this proof.

The superposition (2) corresponds to an infinite num-
ber of Lorentzian resonances with zero widths. We will
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Figure 1: A Lorentzian resonance function.
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Figure 2: The complex plane of the resonance frequency
ω0. Note that the function (3) is not analytic in the upper
complex half plane of ω0, despite analyticity being ensured
in the upper half plane for ω.

now show that χ(ω) can be approximated by a finite sum of
finite-width Lorentzian resonance functions to any degree
of precision. As a first step, we therefore remove the limit
Γ → 0 from (2), thereby giving the right hand side of (7),
which we rename χΓ(ω). Since limΓ→0 χΓ(ω) = χ(ω), it
follows that χΓ(ω) approximates χ(ω) to any desired de-
gree of precision. The next step is to approximate the inte-
gral in χΓ(ω), as expressed in (7), by a finite sum of finite-
width resonances giving

χΓ,∆(ω) =
2

π

M−1∑

m=0

Imχ(ωm)
ωm∆

ω2
m − ω2 − iωΓ

. (8)

Here ∆ is the spacing between the resonance frequencies,
ωm = ∆/2 + m∆, and M is a large integer. Intuitively
a sufficient condition for χΓ,∆(ω) to converge to χ(ω) is
to e.g. set M = 1/∆ and take the limit ∆ → 0 before
taking the limit Γ→ 0. This condition is however not prac-
tical as we desire to use a finite number of Lorentzian res-
onance functions. It can be shown that if we for instance
set ∆ = Γ2/

√
M the error |χΓ,∆(ω)− χ(ω)| converges in

L2 as Γ → 0, and vanishes if we also let M∆ → ∞ [12].
This demonstrates that χΓ,∆(ω), a finite sum of finite width
Lorentzians, can approximate any χ(ω) to any desired ac-
curacy.

3. Engineering target dispersions by
metamaterials

Owing to the generality of resonance phenomena in phys-
ical systems a number of material realizations exist for
the response (1), and a number of metamaterial systems
have demonstrated that it is possible to tailor its resonance
strengths, widths and positions [13,14]. This seems to sug-
gest that it is possible to engineer desired responses χ(ω)
by use of superpositions of Lorentzian resonance functions

2



in the manner of (8). Here a basic design methodology shall
be outlined.

3.1. Reducing the number of resonances

To facilitate the discussion, a simple target response χ(ω)
is chosen with the imaginary part

Imχ(ω) =

{
ω/ωc if |ω| < ωc

0 elsewhere .
(9)

Inserting this target function into (8) and choosing Γ/ωc =
0.001 and ∆/ωc = 0.0005 yields the sum plotted in Fig.
3a. In order to accurately approximate the steep drop at
ω/ωc = 1, this sum contains 2000 narrow Lorentzian reso-
nance functions. An interesting feature of this target χ(ω) is
that it leads to Reχ(ω) = −2 in a narrow frequency region
around ωc. As a side remark we note that the Kramers-
Kronig relations can be used to show that if the edge of
Imχ(ω) is made infinitely steep at ω = ωc then one can
achieve Reχ(ωc) = −2 with negligible loss for all fre-
quencies [15]. Here we can at best hope to approximate
this effect, since an infinitely steep drop would require us-
ing infinitely many Lorentzian resonance functions of zero
width.

The high number of resonances in the sum (8) displayed
in Fig. 3a may present a challenge towards metamaterial
realization. Forty out of a total of 2000 are shown individ-
ually in Fig. 3b. However, making use of the observation
that the bandwidth Γ and density of resonances do not have
to be equal everywhere, it is possible to reduce the number
of needed resonances dramatically. For Imχ(ω) defined by
(9) we can for instance imagine placing many narrow reso-
nances close to ω = ωc, and few, though wider, resonances
at lower frequencies. To help illustrate the process of plac-
ing resonances with varying widths in a systematic manner,
it can be helpful to define two functions for the target char-
acterized by (9):

1. Placement function: We set ωm/ωc = 1−(m/N)ν ,
where ωm is the mth resonance out of a total of N
resonances, and ν is a parameter one may vary. Set-
ting ν = 1 gives linear spacing between the res-
onances, while increasing ν concentrates them to-
wards ω = ωc. For our purpose we choose ν = 4
and N = 20.

2. Width function: We simply choose Γ/ωc = 1 −
(ωm/ωc)

γ , where γ is a parameter we shall vary. Set-
ting γ = 1 makes the widths decrease linearly over
the bandwidth, while we set γ = 0.5.

Figure 4 displays the resonance placements and widths
for our chosen functions and parameters, leading to the su-
perposition displayed in Fig. 5. This superposition is a Rie-
mann sum similar to (8), but differs due to the fact that both
Γ and ∆ vary with respect to frequency. This superposition
approximates the shape of Fig. 3a with only 20 Lorentzian
resonance functions instead of the 2000 needed earlier, and
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(a) Real and imaginary parts of the sum approximations by (8) for
Γ/ωc = 0.001 and ∆/ωc = 0.0005. There are 2000 Lorentzian
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correspond to ImχΓ,∆ and ReχΓ,∆, respectively.
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(b) The imaginary parts for one out of every fifty Lorentzians in the
sum (8), when Γ/ωc = 0.001 and ∆/ωc = 0.0005.

Figure 3

maintains Reχ(ωc) ≈ −2 without any significant change
in the amount of loss below ωc.

Having found an approximation of the target function
χ(ω) by a superposition of Lorentzian resonance functions
where the tradeoff between the needed accuracy and the
maximum number of resonances has been satisfactory ne-
gotiated, the next step is to find a suitable metamaterial re-
alization. Continuing with the target response character-
ized by (9), we shall consider two possible metamaterials
in which the sum displayed in Fig. 5 can be realized.

3.2. Metamaterial realization 1: Network of loaded
RLC transmission lines

Homogeneous dielectric or magnetic media can be given a
network equivalent in the low frequency limit. A network
of lumped circuit elements with unit cells much smaller
than the operating wavelength results in effective parame-
ters µ(ω) and ε(ω) for the magnetic permeability and the
electric permittivity, respectively. These may be derived

3
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Figure 4

through the use of the telegrapher’s and Maxwell equations
after having related the current and voltage in each unit cell
to the magnetic and electric fields [16, 17]. In terms of the
series impedance Z(ω) per unit length and the shunt admit-
tance Y (ω) per unit length in a 1D unit cell displayed in
Fig. 6a, one has

µ(ω) = − 1

iωµ0
Z(ω) (10)

ε(ω) = − 1

iωε0
Y (ω). (11)

In order to realize Lorentzian resonance functions of the
form L(ω) from (1), we must synthesize circuits that give
the necessary impedance and/or admittance in (10) and (11)
to achieve µ(ω) − 1 = L(ω) and/or ε(ω) − 1 = L(ω).
This may for instance be achieved through straightforward
application of Brune synthesis [18] leading to the circuits
displayed in Fig. 6b. The impedance circuit leads to
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(a) Real and imaginary parts of a sum approximation of (2) where the
resonances ωm are placed according to Fig. 4a, and the widths Γ of
each resonance are given by Fig. 4b. By varying the placements and
widths of the resonances, a similar response to that displayed in Fig.
3a is achieved with only 20 resonances.
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(b) Imaginary parts of the Lorentzian resonance functions constitut-
ing the sum displayed in (a). The widths Γ and resonance frequencies
are varied according to the width- and placement functions displayed
in Fig. 4.

Figure 5

µ(ω) = 1 +
F

ω2
0 − ω2 − iωΓ

, (12)

where F = 1/µ0C, Γ = µ0F/R and ω2
0 = µ0F/L. Simi-

larly, the admittance circuit gives the same form as (12) for
ε(ω) with F = 1/ε0L, Γ = ε0FR, and ω2

0 = ε0F/C. The
circuit elements with parameters L′ and C ′ correspond to
the inductance and capacitance per unit length of the trans-
mission line, which we have set equal to µ0 and ε0, respec-
tively. We observe that the resonator strength, width and
resonance frequency of the resonances may be tailored by
altering the values of the lumped elements in Fig. 6b for
both µ(ω) and ε(ω). In order to realize the sum displayed
in Fig. 5 for µ(ω) and/or ε(ω) we must construct a unit cell
consisting of the circuit in (6b) repeated twenty times (apart
from the elements corresponding to L′ and C ′) for different
values of R,L,C.
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3.3. Metamaterial realization 2: Split ring cylinders of
varying parameters

Split ring cylinder metamaterials are known to lead to reso-
nances similar to that of the Lorentzian resonance function
(1) [13]. We have recently shown elsewhere that a superpo-
sition of Lorentzian resonance functions with different res-
onance frequencies, widths and strengths can be realized in
terms of split ring cylinders of differing radii r, capacitance
C per m2, resistance ρ per circumference-length ratio, and
fractional volume F of the unit cell occupied by the interior
of the cylinders [12]. The effective parameter in the case of
N split ring cylinders per unit cell then becomes

µ(ω)− 1 =
N∑

k

ω2Fk
2

π2µ0Ckr3k
− ω2 − iω 2ρk

rkµ0

. (13)

where k represents the kth split ring cylinder in the unit cell.
This expression becomes exact as the cylinder heights tend
toward infinity. It is observed that the expression within the
sum is similar to that of the Lorentzian resonance function
(1), with the discrepancy in the numerator becoming negli-
gible as the width of each resonance becomes small relative
to the resonance frequency. The task of realizing the sum
displayed in Fig. 5 therefore amounts to tailoring the geom-
etry, material composition and density of a given split ring
cylinder with parameters rk, Ck, ρk, Fk so that its response
approximates one of the resonances displayed in Fig. 5b.

4. Conclusion
It has been proven that causal susceptibility functions obey-
ing the Kramers-Kronig relations can be approximated by
superpositions of Lorentzian resonance functions, to any
precision. Making use of the practical implications that fol-
low from this result, a basic metamaterial design methodol-

ogy for the realization of arbitrary target responses has been
outlined. This consists in reducing the number of needed
Lorentzian resonance functions by varying their widths and
resonance frequencies, and then finding a suitable metama-
terial system for their realization. Two metamaterial sys-
tems were identified: A network of RLC-loaded transmis-
sion lines, and split ring cylinder arrays.
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Metamaterial effective parameters may exhibit freedom from typical dispersion constraints. For instance, the
emergence of a magnetic response in arrays of split ring resonators for long wavelengths cannot be attained in a
passive continuous system obeying the Kramers-Kronig relations. We characterize such freedom by identifying
the three possible asymptotes which effective parameters can approach when analytically continued. Apart from
their dispersion freedom, we also demonstrate that the effective parameters may be redefined in such a way that
they have a certain physical meaning for all frequencies. There exist several possible definitions for the effective
permittivity and permeability whereby this is achieved, thereby giving several possible frequency variations for
high frequencies, while nevertheless converging to the same dispersion for long wavelengths.
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I. INTRODUCTION

The concept of a metamaterial is a powerful one. Complex
electromagnetic systems are treated as simple, effectively con-
tinuous media with effective homogeneous fields, for which
electromagnetic properties unlike those found in any conven-
tional media may emerge. These properties are described by
effective parameters μeff(ω) and εeff(ω), which represent the
effective permeability and permittivity, respectively, as seen
by macroscopic fields in the long-wave limit. Analytic expres-
sions of such parameters have been derived for several systems,
including arrays of split ring cylinders [1] in which magnetism
is realized from nonmagnetic conductors, and L-C loaded
transmission lines [2], which realize a left-handed medium.

In order to examine dispersion properties of metamaterial
systems it is natural to consider their effective parameters in
relationship with the Kramers-Kronig (KK) relations. For the
permittivity one has

Re ε(ω) = 1 + 2P
π

∫ ∞

0

xIm ε(x)

x2 − ω2
dx, (1a)

Im ε(ω) = −2ωP
π

∫ ∞

0

Re ε(x) − 1

x2 − ω2
dx, (1b)

where P represents the principle value. These are derived
under the conditions that the permittivity ε(ω) → 1 as ω → ∞
and that ε(ω) must be analytic for Im ω � 0. On the basis
of causality and other physically reasonable assumptions, the
permittivity of common media is generally assumed to fulfill
these requirements [3] (pp. 332 and 333), and hence Eq. (1).
However, in, for example, metamaterials consisting of L-C
loaded transmission lines this is not necessarily the case.
The effective parameters for the particular arrangement of
the one-dimensional (1D) unit cell displayed in Fig. 1 with
series impedance Z′(ω) and the shunt admittance Y ′(ω) per
unit length are [2]

εeff(ω) = − Y ′

iω
, (2a)

μeff(ω) = −Z′

iω
. (2b)

*johannes.skaar@ntnu.no

If the impedance and admittance of the transmission line are
taken to represent common lumped circuit elements such as
inductors YL = −iωL, resistors YR = R, or capacitors YC =
−1/iωC, then it is clear from Eq. (2a) that the asymptotic
forms O[εeff(ω)] = 1, ω−1, and ω−2 follow upon analytic
continuation for ω → ∞. The latter two of these cases clearly
violate the premisses for Eq. (1) and hence do not fulfill the
Kramers-Kronig relations.

Equivalent remarks regarding the effective permeability
of a metamaterial system can be made. It is evident that
Eq. (2b) will not obey the Kramers-Kronig relations for
impedances ZR = R and ZC = −1/iωC. This is also the
case for the effective permeability in another well-known
metamaterial system: an array of the split ring cylinders. The
effective parameter as derived by Pendry et al. [1] takes the
form

μeff(ω) = 1 + ω2F

ω2
0 − ω2 − iω�

. (3)

Here F is the volume fraction of the interior of the cylinder in
the unit cell, ω0 is the resonance frequency determined by the
cylinder radius and capacitance, and � is the response width
determined by the conductivity and cylinder radius [4]. On
account of the deviation from unity of the asymptote of this
parameter’s analytic continuation

μeff(ω) → 1 − F, as ω → ∞, (4)

the parameter (3) will not obey the Kramers-Kronig relations.
As a side remark, the bianisotropy of the split ring cylinder [5]
is avoided while yielding the same response [Eq. (3)] by a slight
modification of the resonator design [6,7] (Sec. 16.2). This
ensures that the parameter (3) is local under the constraints
discussed further below.

At first glance it might not seem clear that the parameter
asymptotes of Eqs. (2) and (3) being unequal to unity carries
any significant practical consequences. However, on account
of their analyticity the behavior at all frequencies, even for
high frequencies (where the parameters may no longer even
be physical; see Sec. II B), is important for how the parameter
behaves in the long-wavelength regime. By violating the
assumptions of Eq. (1) or the KK relation for the permeability
function, which are generally taken to describe the class of

1098-0121/2015/91(13)/134102(7) 134102-1 ©2015 American Physical Society
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FIG. 1. Unit cell of a 1D transmission line with series impedance
Z′(ω) and shunt admittance Y ′(ω) per unit length.

possible dispersions in ordinary media, these metamaterial
cases serve as tell-tale signs of some additional dispersion
freedom from ordinary dispersion constraints. For instance,
it will be shown in the next section that the characteristic
occurrence of a magnetic response [Eq. (3)] in an array of split
ring cylinders made from nonmagnetic metals is not possible
in a passive continuous medium obeying the Kramers-Kronig
relations. Hence, questions naturally arise as to what degree
dispersion freedom can be attained in general, and what
interesting consequences there may be in metamaterials. The
purpose of this paper is to characterize this freedom of the
effective parameters in relation to the constraints set by
the Kramers-Kronig relations, and to explain the origin of
their deviation from these. To this end, the following section
deduces the possible asymptotic forms which are attainable for
passive metamaterial systems. These are then used to identify
the space of possible dispersions. Section II B discusses the
origin of the parameter freedom in relation to their possible loss
of physical meaning for large frequencies and wave numbers
(ω,k). This encourages us to consider alternative definitions of
the effective material parameters in Sec. III: As will be shown,
we may attribute another physical meaning to the parameters
which is kept also for wavelengths outside the long-wave
limit, which nevertheless coincides with the usual meaning
of effective permeability or permittivity at low frequencies.
Finally, case examples will be presented which illustrate the
findings of this paper.

This paper considers effective parameters μeff(ω) and
εeff(ω) that locally relate the fields of macroscopic electromag-
netism. Since spatially dispersive effects have been shown to
be a general property of metamaterials [8] (p. 8) [9], local pa-
rameters are only possible for long wavelengths, i.e., kd � 1,
where d represents the characteristic size of the relevant
nonbianisotropic inclusions, and the wave number k must be
sufficiently small as to render such effects negligible. Note that
this implies that the inclusion parameters then must be chosen
suitably to ensure that the relevant response features fall within
this region: e.g., for the split ring cylinder array described by
Eq. (3) the radius r and capacitance per unit area C must be
tailored so that the resonance wave number k0 = ω0/c obeys
k0r =

√
2/c2π2μ0Cr � 1.

For simplicity, the effective parameters are assumed
to be scalar throughout the paper. We assume an e−iωt

time dependence, meaning that positive imaginary parts of
εeff(ω) and μeff(ω) correspond to a dissipation of energy
[10] (p. 274) (for frequencies ω in the long-wavelength
regime).

II. CHARACTERIZING DISPERSION FREEDOM

A. Asymptotic forms

This section will identify the set of possible asymptotic
forms which an analytic continuation of the effective pa-
rameters can take. When these are known, it is possible
to characterize the space of possible dispersions in terms
of alternative Kramers-Kronig relations. This space will be
shown to be greater than that encompassed by the standard
dispersion constraints.

In the doctoral thesis of Otto Brune from 1931 [11] an
argument was given which will now be presented here in an
adapted form to show that the only three possible asymptotic
forms consonant with passivity are

O(μeff),O(εeff) = 1,ω−1, or ω−2, as ω → ∞, (5)

under the condition that ω remains in the frequency bandwidth
where μeff(ω) and εeff(ω) represent effective permeability and
permittivity, respectively. In practical terms, this means that if
the long-wavelength regime of the physical model underlying
μeff(ω) or εeff(ω) is extended indefinitely, for instance by
reducing the characteristic sizes of the inclusions, then it
follows that μeff(ω) and εeff(ω) must take one of the forms
given by Eq. (5).

For a passive system, the passivity condition [as derived
in [10] (Sec. 80)] when extended to the upper complex half
plane for the permeability of a system becomes Im ωμ � Im ω

[12] (under the assumption of no spatial dispersion [13]). For
our present purposes we observe the necessary condition that
Im ωμ > 0. We consider the possible asymptotic forms of
μeff(ω) in general by assuming

O(ωμeff) = ωn, as |ω| → ∞, (6)

where n ∈ Z. Then, by expressing ωn = |ω|n exp(inθ ), one
may write

O(Im ωμeff) = |ω|n sin(nθ ), as |ω| → ∞. (7)

Now in order that Im ωμeff > 0 for Im ω > 0, it may be seen
from Eq. (7) that the values of n are restricted to n ∈ {−1,0,1},
so as to avoid a sign change for θ ∈ [0,π ]. Hence, on the
basis of passivity the parameter μeff(ω) can only have one of
the asymptotic forms (5). Equivalent considerations on εeff(ω)
give the same result.

In order to characterize the space of possible dispersions
on the basis of the forms (5), Kramers-Kronig relations
generalized to these can be derived by expressing the effective
parameter as

μeff(ω) ≡ a + μa(ω), (8)

where a = limω→∞ μeff(ω), μa(ω) is square integrable, and
μeff(ω) is analytic for Im ω > 0, and then applying Cauchy’s
integral theorem. From the symmetry property μeff(−ω) =
μ∗

eff(ω
∗) it follows that the constant a is real. This gives the

following expressions:

Re μeff(ω) = a + 2P
π

∫ ∞

0

xIm μa(x)

x2 − ω2
dx, (9a)

Im μeff(ω) = −2ωP
π

∫ ∞

0

Re μa(x)

x2 − ω2
dx. (9b)
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Notice that, in the event that limω→∞ μeff(ω) = 1, Eqs. (9a)
and (9b) reduce to the conventional Kramers-Kronig relations
[where μa(ω) is set equal to the magnetic susceptibility].
Otherwise, they characterize a larger space of dispersions than
the conventional Kramers-Kronig relations do. We note also
that the KK relation suggested for the magnetic permeability
by Landau and Lifshitz becomes equal to Eq. (9a) if the
parameter ω1 in [10] (p. 283) is set equal to infinity.

The additional freedom present in metamaterial systems can
be exemplified by applying the generalized Kramers-Kronig
relations (9) to Pendry et al.’s split ring cylinder metamaterial,
where the cylinders are made of a nonmagnetic metal, such as
aluminum or copper [1]. Upon applying a time-varying field,
induced current flows on the cylinder surfaces and thereby
leads to the emergence of a magnetic response, which is
described by μeff(ω) 	= 1. At zero frequency, however, only the
intrinsic material properties matter, meaning that μeff(0) = 1.
Now, if we were to search for such emergent magnetism in
a continuous medium which obeys Eq. (1), it turns out that
we would necessarily be looking for a gain medium. This is
observed from the analogous KK relation of Eq. (1a) for μ(ω)
with ω = 0:

Re μ(0) = 1 + 2P
π

∫ ∞

0

Im μ(x)

x
dx. (10)

The only way to have Re μ(0) = 1 for our system is for the
integral to equal zero, thereby implying that Im μ(ω) < 0 for
some frequencies. This makes the freedom in the metamaterial
arrangement explicit: While a continuous medium would need
to display gain in order to have this property of emergent
magnetism, Pendry et al.’s split ring cylinder metamaterial
achieves this while being passive. Equation (3) shows that
μeff(0) = 1 while Imμeff(ω) � 0 for all positive frequencies.
By use of the generalized Kramers-Kronig relation (9a) where
a = 1 − F according to Eq. (4) we find

Re μeff(0) = 1 − F + 2P
π

∫ ∞

0

Im μa(x)

x
dx. (11)

Evidently, one need not assume that Im μeff(ω) = Imμa(ω) <

0 in order that μeff(0) = 1.

B. Origin of freedom

So far we have characterized the dispersion freedom
stemming from the asymptotic forms (5) without giving
any explanation of their origin. An important observation in
this respect is that the bandwidth of frequencies for which
μeff(ω) and εeff(ω) carry the meaning of effective permeability
and effective permittivity, respectively, under eigenmodal
propagation is usually narrow in comparison to the range
of frequencies for which the constituent materials of the
metamaterial have an electromagnetic response [10,14]. This
is because we only can define local effective parameters in
the long-wavelength regime kd � 1 [8,9,15]. When assuming
eigenmodal propagation this naturally also implies restrictions
upon ω. Furthermore, metamaterial models often use the
assumption of quasistatic interactions that may become invalid
with increasing ω. Hence the subset in which εeff(ω) and
μeff(ω) correspond to the effective permittivity and permeabil-
ity, respectively, may be classified as k � kmax and ω � ωmax,

k

ω

k = ω
c

ωmax

kmax

FIG. 2. The subset of (ω,k) for which the effective parameters
μeff(ω) and εeff(ω) represent the effective properties of their cor-
responding systems according to a suitable homogenization theory
(shaded region). The upper eigenmodal frequency ωmax has here for
simplicity been determined from the intersection between k = kmax

and the line of eigenmodal propagation in vacuum.

where k dependence in μeff(ω) and εeff(ω) is for the sake of
illustration assumed negligible below kmax, and ωmax is found
according to the dispersion relation or according to quasistatic
assumptions (see Fig. 2).

Since for ω > ωmax the effective parameters μeff(ω) and
εeff(ω) do not have any direct correspondence with the
effective permeability and permittivity of the system, these
parameters are not necessarily subjected to ordinary dispersion
constraints there. In other words, since the parameters cease to
represent the effective properties of the medium they need not
necessarily comply with the usual Kramers-Kronig relations or
even passivity requirements. Since the parameters are analytic,
this freedom at large frequencies also leads to dispersion
freedom at low frequencies for which interesting physical
consequences may occur. This is the origin of the freedom
that has been characterized in the previous section.

As a side remark, one should note that source-driven
systems do not in general need to adhere to the dispersion
relation: Any combination of ω and k is in principle possible
provided one is able to supply the necessary arrangement of
sources within the medium [8,15]. Physical μeff(ω) and εeff(ω)
may therefore in principle be defined for all ω if the medium
is source driven to keep k < kmax, and the parameters are
obtained from an appropriate homogenization procedure [8].

III. PARAMETER DEFINITIONS THAT GIVE
ALTERNATIVE PHYSICAL MEANING FOR ALL (ω,k)

Following the discussions in Sec. II B, it may be argued
that the form of the frequency variation in μeff(ω) given by
Eq. (3) for ω > ωmax is in some sense arbitrary. What if we
therefore were to alter the mathematical expression of μeff(ω)
in such a way that for ω > ωmax one instead has μeff(ω) → 1
as ω → ∞, while allowing it to (approximately) keep the
response shape (3) for ω < ωmax? According to the discussion
in Sec. II A regarding Eq. (10), such a modified μeff(ω) would
obey the conventional KK relations and have Imμeff(ω) < 0 in
some region where ω > ωmax. Thereby, instead of observing
dispersion freedom as a violation of the conventional KK
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relations, it is now seen in terms of having Imμeff(ω) < 0 for
a passive system. This therefore constitutes an alternative way
of visualizing the same dispersion freedom that was discussed
in Sec. II A. We shall examine this further in the first of the
following case examples.

A second interesting point may be observed from the
above illustration. It is possible to construct for the effective
parameters εeff(ω) and μeff(ω) of a given metamaterial system
a number of different frequency variations for large ω and
k. On this note, we shall in the following show that it is
possible and arguably preferable to redefine the parameters
εeff(ω) and μeff(ω) in such a way that their frequency variations
have a clear, physical meaning for all (ω,k). Since the
concepts of local permittivity and permeability functions are
not extendable to the entire space (ω,k), this necessarily
implies giving εeff(ω) and μeff(ω) other physical meanings that
nevertheless coincide with that of effective permittivity and
permeability for ω � ωmax and k � kmax. A general procedure
by which this is ensured shall now be presented in the case
of the effective permeability function μeff(ω) [an analogous
approach may be employed in the case of εeff(ω)], before
moving on to two case examples.

We select for the parameter μeff(ω) of an arbitrary metama-
terial the following definition:

Bd
av(ω) = μ0μeff(ω)Hd

av(ω), (12)

where

Bd
av = μ0H̄ + 1

V

∫
V

M(r)d3r, (13a)

Hd
av = H̄ + iω

V

∫
V

r × P(r)

2
d3r, (13b)

H̄ = 1

V

∫
V

H(r)e−ik·rd3r. (13c)

Here Bd
av(ω) and Hd

av(ω) generally represent the dominant
terms of the averaged field expansions according to the
homogenization approach outlined in [8]; M(r) and P(r) rep-
resent the microscopic induced magnetization and electrical
polarization, respectively; and V represents the volume of
the unit cell. Even though the physical interpretations of the
quantities (13) themselves are not intuitive for ω > ωmax and
k > kmax, the concrete physical meaning of μeff(ω) by Eq. (12)
is kept for all (ω,k). This concrete physical meaning is nothing
more than a relationship between Bd

av(ω) and Hd
av(ω), which is

itself without any clear physical interpretation for ω > ωmax

and k > kmax. Nevertheless it is helpful to know exactly what
the effective parameter represents there, especially when the
parameters display somewhat odd properties such as those
discussed in Secs. I and II A. Furthermore, by virtue of
Eq. (12) the KK relations of the redefined parameter will
now relate an unambiguous quantity. Although the parameter
μeff(ω) no longer represents the effective permeability of the
system in general, its meaning nevertheless coincides with the
particular meaning of effective permeability in the long-wave
limit k → 0, according to the homogenization procedure [8].

The above procedure by Eqs. (12) and (13) is not unique
in its ability to attribute an alternative physical meaning to the

parameter μeff(ω) for all frequencies, however the procedure
is quite general.

A. Split ring cylinders

Here the definition (12) will be used to give the parameter
μeff(ω) of an array of split ring cylinders the alternative
physical meaning discussed above for all (ω,k). As shall be
shown, a consequence of this redefinition under the assumption
of eigenmodal propagation is that the analytic continuation of
the parameter μeff(ω) will approach unity, instead of 1 − F as
is the case for Eq. (3). Thus, the redefinition of the parameter
by Eq. (12) here succeeds in redefining the parameter in
the manner discussed at the introduction of this section.
Equation (12) will therefore give a μeff(ω) with a frequency
variation which obeys the conventional KK relations, and
will display Im μeff(ω) < 0 for some frequencies while still
representing a passive medium.

In the split ring cylinder metamaterial, we consider a
polarization where Bd

av and Hd
av are parallel to the cylinder

axes. Thus μeff(ω) is a scalar which according to Eq. (12) may
be expressed as the ratio of the field quantities:

μeff(ω) = Bd
av(ω)

μ0H d
av(ω)

= 1

1 − Mnet/H̄
. (14)

Here we have solved for Eqs. (13a) and (13c) and inserted them
into Eq. (12) under the assumption that the cylinders have thin
walls of a nonmagnetic metal, and defined

Mnet(ω) = F

2π

∫ 2π

0
J (r,φ)|r=Rdφ, (15)

which represents the net magnetization density. The constant
F represents the volume fraction of the cylinder in a unit
cell and J represents the current per cylinder length flowing
on the cylinders with radius R. Under the assumption of
eigenmodal propagation (k → ω/c as ω → ∞) one has that
Mnet/H̄ → 0 as ω → ∞ on account of the conductivity of a
metal tending to zero here. From Eq. (14) it therefore becomes
clear that μeff(ω) → 1 as ω → ∞, meaning that it obeys the
conventional KK-relations

Re μeff(ω) = 1 + 2P
π

∫ ∞

0

xIm μeff(x)

x2 − ω2
dx, (16a)

Im μeff(ω) = −2ωP
π

∫ ∞

0

Re μeff(x) − 1

x2 − ω2
dx, (16b)

provided that the resulting μeff(ω) is analytic.
By Eq. (16a) evaluated at ω = 0 it is clear that one must

have Im μeff(ω) < 0 for some frequencies when demanding
μeff(0) = 1, as discussed in Sec. II A. Thus one observes
that the parameter μeff(ω) found from Eq. (14) by solving
for Mnet(ω) is quite different from Eq. (3). Both expressions
(3) and (14) must nevertheless coincide in the limit ω → 0,
since they both arise from valid homogenization procedures.
In fact Eq. (14) becomes identical to Eq. (3) if Mnet(ω) is
solved under the assumption of quasistatic interactions. As
a side remark, herein lies the explanation of why different
frequency variations are permitted for the effective parameters
of a single metamaterial system, despite the existence of a
unique continuation of an analytic parameter: There exists
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a variety of possible definitions of μeff(ω) which attain the
particular meaning of the effective permeability in the limit
k → 0. Since these will generally be approximations of the
effective permeability in the long-wavelength regime, each
definition of μeff(ω) may exhibit small, perhaps negligible,
deviations from one another here. It follows that each of their
respective continuations to higher frequencies, though unique,
may nevertheless deviate significantly from one another.

We have demonstrated that the parameter μeff(ω) for
a split ring cylinder metamaterial may both take different
frequency variations for large frequencies and obey different
KK relations, without actually finding the net magnetization
density Mnet(ω) in Eq. (14). Solving Mnet(ω) for all frequencies
poses difficulties beyond the scope of this paper. However,
in order to illustrate the findings discussed above, we shall
now pursue a qualitative and slightly arbitrary approach, while
referring the interested reader to the rigorous method presented
for determining μeff(ω) by Eqs. (12) and (13) in [8]. If the
interaction between the cylinders is modeled quasistatically,
straightforward application of Faraday’s law [1,4] gives for the
magnetization density

M
q.s.
net (ω) = ω2H̄F

ω2
0 − ω2(1 − F ) − iω�

, (17)

where ω0 is the resonance frequency determined by the
cylinder radius and capacitance, and � is the response
width determined by the conductivity and cylinder radius.
The asymptote of Eq. (17) is erroneous in that it does not
approach zero for infinite frequencies. Rather than calculate
the exact dynamic Mnet(ω) we instead correct the asymptote
of the quasistatic solution by multiplying it with a Lorentzian
response function with resonance outside the quasistatic limit
ωr 
 ω0 and width �m, according to

Marb
net (ω) = M

q.s.
net (ω)

ω2
r

ω2
r − ω2 − iω�m

, (18)

which therefore ensures that the corrected function is analytic.
Although this choice is arbitrary, it nevertheless approximates
the correct solution for Mnet(ω) in the quasistatic regime and
vacuum limit. Inserting Eq. (18) for Mnet(ω) in Eq. (14) thus
yields a μeff(ω) which can be verified to be analytic, and which
obeys Eq. (16).

Figure 3 compares the frequency variations of μeff(ω)
by Eq. (3) in Fig. 3(a) and by Eq. (14) in Fig. 3(b). One
observes that both frequency variations are essentially equal
for low frequencies, while differing for larger frequencies by
having different asymptotes towards the vacuum limit. For
the intermediate regime one observes a negative value of
Im μeff(ω) in Fig. 3(b) as predicted by Eq. (16), although the
particular plot here does not represent the actual definition of
μeff(ω) by Eq. (14) owing to the arbitrary choice we have made
for Mnet(ω) by Eq. (18). The definition of μeff(ω) according to
Eq. (14) allows us to make sense of what a negative Im μeff(ω)
means: Since it does not occur in the long-wave region, it need
not be interpreted to indicate gain (which would be nonsensical
for a passive system), but represents a phase difference greater
than π between the quantities Bd

av(ω) and H d
av(ω).

Figure 3 is interesting in reference to the discussion in
Sec. II A regarding the different asymptotic forms (5) that
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FIG. 3. (Color online) (a) The parameter μeff(ω) for the split
ring cylinder arrangement in [1], for a quasistatic model of the
fields where the magnetization is given by Eq. (17). This gives
the asymptote μeff(ω) → 1 − F when analytically continued to
high frequencies, assuming a filling factor F = 0.5. Hence μeff(ω)
fulfills the generalized Kramers-Kronig relations (9) with a = 0.5.
(b) The parameter μeff(ω) for the same system, now using a modified
magnetization density model Marb

net (ω) according to Eq. (18). This
results in μeff(ω) → 1 as ω → ∞, as we expect for a dynamic
model under eigenmodal propagation. Hence μeff(ω) now fulfills the
conventional Kramers-Kronig relations (1), and as a result displays
Im μeff(ω) < 0 for some frequencies, as implied by Eq. (16).

can be present in a metamaterial. The three asymptotic
forms discussed there encompass all possible dispersions for
metamaterials in the long-wave limit. Contrary to the first
impression one might get from Fig. 3, the parameters as given
by Eqs. (3) and (14) in this sense have the same asymptotic
form μeff(ω) → 1 − F . Put more precisely, if one assumes
that the long-wavelength regime is extended indefinitely by,
e.g., reducing inclusion sizes so that ωmax → ∞ before we let
ω → ∞, both Eqs. (3) and (14) would give μeff(ω) → 1 − F .
Hence, despite the different asymptotes in Figs. 3(a) and 3(b)
for fixed ωmax, both parameters nevertheless carry the same
dispersion freedom as characterized by Eq. (5), which leads
to the property of emergent magnetism discussed in Sec. II A.
This freedom is, however, manifested differently: In Fig. 3(a)
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d1 d2

n1 n2

x

y

z

FIG. 4. (Color online) 1D photonic crystal with alternating di-
electric layers where n1 < n2.

one observes a frequency variation which does not obey the
conventional KK relations, while in Fig. 3(b) one observes
Imμeff(ω) < 0 even though the metamaterial is passive.

B. 1D Bragg stack

This section presents a simpler approach by which an
effective parameter may be redefined to have alternative
physical meaning for all frequencies. We shall consider a
1D Bragg stack under eigenmodal propagation, for which
the solution is straightforward. We choose as our parameter
neff(ω), which will give the effective refractive index in
the long-wave limit. As will be shown, this parameter will
depend on the z coordinate along the axis of periodicity for
frequencies outside the long-wavelength regime. Hence, it
will be possible to have a large number of different effective
frequency variations for neff(ω) at large frequencies, each
corresponding to different values of z, which all nevertheless
converge to the same dispersion in the long-wave limit. Some
of these may exhibit Im neff(ω) < 0 for some ω, while others
will have only positive imaginary parts.

Consider the 1D photonic crystal as shown in Fig. 4. We
imagine placing a current sheet at z = 0 in the layer of lowest
refractive index n1 in which the current alternates as Js = J0x̂
(with the harmonic time variation suppressed). Noting that
the resulting fields must be continuous over the interfaces, it
follows that for ω → 0 the magnetic field approaches that of
an effective continuous medium

H = −J0

2
exp(ineffωz/c)ŷ for 0 < z <

d1

2
, (19)

in terms of an effective index of refraction neff. Therefore, as
ω → 0 the transfer function

G ≡ H (z)

H (0+)
(20)

approaches that of a continuous medium:

G = exp
(
ineff

ω

c
z
)

. (21)

Motivated by the form of Eq. (21) we obtain our definition:

nz,eff(ω) ≡ − ic

ωz
ln G, (22)

where G is given by Eq. (20). Now our parameter nz,eff(ω)
is in general a quantity proportional to the logarithm of the

transfer function in the medium: a quantity that has physical
meaning for all frequencies. For low frequencies, this physical
meaning coincides with that of the effective refractive index.
The subscript z indicates that the transfer function evaluated
at each value of z yields a different frequency variation. All
of these converge to the same neff(0) as ω → 0, for which the
analytic value may be calculated to be

neff(0) =
√

n2
1d1 + n2

2d2

d1 + d2
. (23)

Provided the transfer function G does not have zeros in the
upper complex half plane, our parameter nz,eff(ω) is analytic
there while having the asymptote nz,eff(ω) → 1, and therefore
obeys the conventional Kramers-Kronig relations.
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FIG. 5. (Color online) (a) The parameter nz,eff(ω) as given by
Eq. (22) where z = 5(d1 + d2), i.e., z is chosen within a lower index
layer with index n1 = 1. The higher index layer has n2 = 10 + 0.1i.
(b) The parameter nz,eff(ω) as given by Eq. (22) for the same
photonic crystal, but where z = 5.5(d1 + d2), i.e., z is chosen within
a high index layer with index n2. Notice that Im neff < 0 for a small
bandwidth even though the photonic crystal is passive. This occurs
as a result of a transfer function G > 1 in Eq. (22) through the
accumulation of field in the high index layer.
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Figure 5 displays two possible variations as given by
Eq. (22) where z is chosen within a layer of the low index
n1 = 1 in Fig. 5(a) and where z is chosen within a layer of the
higher index n2 = 10 + 0.1i in Fig. 5(b). The transfer function
(20) has been calculated by use of the relevant transfer matrices
and boundary conditions. The indices n1 and n2 have been
assumed constant with respect to frequency for simplicity. This
means that for ω → ∞ one has nz,eff(ω) → n∞ 	= 1. As a side
remark, we note that a similar effective parameter definition
for the effective refractive index with a similar plot as that in
Fig. 5(a) is proposed in [12]. Figures 5(a) and 5(b) give slightly
different variations: Fig. 5(a) has Im nz,eff(ω) � 0 for all ω,
while Fig. 5(b) displays Im nz,eff(ω) < 0 for a small bandwidth.
This demonstrates that the parameter may be redefined to give
frequency variations both with and without Im neff(ω) < 0.
This corresponds to the multiple ways in which one may
define a physical quantity that is meaningful for all frequencies,
which at the same time approximates the refractive index of
the medium for small frequencies.

In light of the physical definition of nz,eff(ω), we notice that
the negative imaginary part in Fig. 5(b) has nothing to do with
gain: A negative value of Im nz,eff(ω) in Eq. (22) corresponds
to a transfer function greater than unity. This occurs as a
result of a Fabry-Perot interference occurring between the
low and high index layers, leading to a local accumulation

of field in the high index layer where the transfer function is
evaluated.

IV. CONCLUSIONS

In this paper we have identified examples of metamaterial
effective parameters that do not follow conventional dispersion
constraints, as represented by the Kramers-Kronig relations.
This freedom in dispersion has been characterized through the
identification of the three asymptotes which the analytic con-
tinuation of the effective parameters μeff(ω) and εeff(ω) may
approach. The space of possible dispersions in metamaterials
have been identified through generalizing the Kramers-Kronig
relations for the three possible asymptotes. The possibility of
redefining metamaterial parameters so as to achieve a certain
physical meaning for all frequencies has also been presented.
Such an approach may be both aesthetically and practically
motivated. Regarding the former the Kramers-Kronig relations
of the redefined parameters generally relate an unambiguous
physical quantity. Regarding the latter, it can be useful to have
a clear definition of what the effective parameters represent
for large frequencies, as in the two case examples considered
where the occurrence of negative imaginary parts in the
effective parameters of two passive metamaterials has been
given an intuitive physical explanation.
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The higher order terms in the expansion of the macroscopic polarization, above the electrical
quadrupole, are commonly neglected in metamaterial homogenization due to their typically small
magnitudes. We show that they nevertheless are generally significant when second order spatial
dispersive effects, such as the magnetic response, are considered. In this respect, they are gener-
ally equally important as the polarization, magnetization and quadrupole terms, and should not
be neglected. The article discussions are facilitated by both analytical approaches and numerical
simulations using the plane wave expansion method for the case of a distributed plane wave source.
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I. INTRODUCTION

The structural freedom in metamaterials have spurred
renewed interest into homogenization theories. These are
theories that allow for the formulation of effective macro-
scopic Maxwell’s equations in structured media from the
exact microscopic ones. The macroscopic equations have
effective plane wave solutions in materials with complex
structures, where dimensions are well below the wave-
length. Despite the similarities between conventional and
metamaterial homogenization, it has become evident that
certain differences need to be taken into consideration [1–
9]; in particular, the importance of spatial dispersion. In
this paper we would like to add another characteristic
feature of metamaterial homogenization to the list: That
higher order terms in the expansion of macroscopic po-
larization, above the electric quadrupole, generally have
physical significance with respect to the magnetic re-
sponse of the system, despite often being far smaller in
magnitude than the lower orders. Hence, some of the
underlying assumptions regarding the non-importance of
the electrical quadrupole and higher order terms in both
classical [10–13] and more recent [2, 3, 8, 9] treatments
on homogenization, should in some cases be reconsidered
when applied to metamaterials.

Faced with the wide variety of proposed homogeniza-
tion theories in literature, it seems reasonable to make
classical formulations by Landau-Lifshitz, Casimir, Rus-
sakoff and Jackson [10–14] our starting point, which have
parallels among more recent metamaterial treatments
such as [2, 8]. The article is structured in the following
manner: In Sec. II we present the needed background on
the homogenization procedure and the multipoles of the
macroscopic polarization according to Russakoff-Jackson
homogenization [12, 13]. Section III then presents the
needed background on the constitutive relations between
the macroscpic fields and multipole quantities, as well as
the effective permeability and permittivity functions of
the Casimir and Landau-Lifshitz formulations [11, 14].
Both of these sections lead up to Sec. IV where we
demonstrate how the higher order terms, above the elec-
tric quadrupole, may be of general importance. Analyti-

cal results and simulations are shown. Appendix A, as a
side-remark, presents an interesting case where the inclu-
sion of the higher order terms leads to increased locality
of the effective permittivity and permeability.

II. HOMOGENIZATION AND MULTIPOLES

The microscopic Maxwell’s equations are

∇× e(r) = iωb(r), (1a)

∇× b(r)

µ0
= −iωǫ0e(r) + j(r) + Jext(r), (1b)

∇ · e(r) = ̺(r) + ρext(r)

ǫ0
, (1c)

∇ ·b(r) = 0, (1d)

where e(r) and b(r) represent the microscopic electric
field and magnetic flux density, respectively, j(r) and ̺(r)
represent the induced current and charge densities, re-
spectively, and Jext(r) and ρext(r) represent the source
current and charge densities. Harmonic fields with angu-
lar frequency ω have been assumed, and the e−iωt depen-
dence is suppressed. For simplicity, we will throughout
this article consider structures consisting of non-magnetic
inclusions. While generalization is not very complicated,
the simplifications lead to more transparent expressions.
The medium is assumed to be passive (or in thermal equi-
librium in the absence of the field under study [11]), i.e.,
we exclude gain media.
The homogenization method described in Russakoff

[12] and Jackson [13] can be applied relatively straightfor-
wardly to the case of metamaterials, replacing molecules
by metamaterial cells. The cells can be those resulting
from a partition of the metamaterial into small volumes
(compared to the spatial variation of the source). For the
special case where the metamaterial is a periodic struc-
ture, the cells are chosen to be the smallest unit cells.
The Russakoff-Jackson formulation of effective, macro-
scopic fields relies on an averaging procedure of the form

〈F (r)〉 =
∫
f(r′)F (r− r′)d3r′, (2)
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2

where F is the function to be averaged, and f(r) is an
arbitrary test function that varies slowly over the size of a
cell (and may extend over several such cells) [12, 13]. We
now specialize to periodic metamaterials, and consider
only a single spatial Fourier component of the source,
i.e.,

Jext = J̄exte
ik · r, (3a)

ρext = ρexte
ik · r, (3b)

where J̄ext and ρext are constant. Then the averaging
procedure (2) can be written

〈F (r)〉 = F̄ eik · r, (4a)

where

F̄ =
f(k)

V

∫

V

F (r)e−ik · rd3r, (4b)

and the integral is taken over the volume of a unit cell V
of the periodic medium (see for example [3]). In arriving
at this expression we have made use of the fact that the
microscopic fields are Bloch waves of the form

F (r) = UF (r)e
ik · r, (5)

where UF (r) has the same periodicity as the metama-
terial. Moreover, we have assumed that the test func-
tion in (2) is band-limited, or more precisely, its Fourier
transform f(k) is required to vanish outside the first Bril-
louin zone. This is approximately the case for any suffi-
ciently smooth function f(r) which extends over several
unit cells. The operation (4b) essentially represents the
spatial average of the periodic modulation UF (r). In the
remainder of this article, we will consider small k’s, well
inside the first Brillouin zone. Moreover, we choose the
test function such that f(k) ≈ 1 there. Then the aver-
aging procedure (4) corresponds to that utilized in Refs.
[2, 8].
Application of the averaging procedure (4) to (1a)-

(1b), and using the fact that ee−ik · r and be−ik · r are
periodic give macroscopic Maxwell’s equations

ik×E = iωB, (6a)

ik× B

µ0
= −iωǫ0E− iω〈p〉+ Jext, (6b)

having identified j = −iωp and defined macroscopic
fields E = 〈e〉 and B = 〈b〉. The effective electro-
magnetic response of the system is contained in the in-
duced current −iω〈p〉, which we shall now expand into
multipoles [8, 15]. With the expansion exp(−ik · r) ≈
1− ik · r− (k · r)2/2 +O(k3) we obtain from (4) (to the
second order in k)

〈p〉 = eik · r
V

∫

V

pe−ik · rd3r (7)

=
eik · r
V

·
(∫

V

pd3r − ik ·
∫

V

rpd3r − 1

2

∫

V

(k · r)2pd3r
)

≡ P− k×M

ω
− ik ·Q+R, (8)

where

P =
eik · r
V

∫

V

pd3r, (9a)

M = − iω
2

eik · r
V

∫

V

r× pd3r, (9b)

Q =
1

2

eik · r
V

∫

V

(rp+ pr)d3r, (9c)

R = −1

2

eik · r
V

∫

V

(k · r)2pd3r. (9d)

and we have decomposed the tensor rp into its antisym-
metric and symmetric parts,

k · rp = k · (rp− pr)/2 + k · (rp+ pr)/2

= −k× r× p/2 + k · (rp+ pr)/2. (10)

In addition to the polarization vector P, magnetization
vector M, and quadrupole tensor Q, we have included
an extra term R which denotes the so-called higher or-
der terms discussed in the introduction, corresponding
to electric octupole and magnetic quadrupole. In the fol-
lowing, we will often combine M and Q into a combined
tensor Qtot:

Qtot =
eik · r
V

∫

V

rpd3r, (11)

such that

ik ·Qtot =
k×M

ω
+ ik ·Q. (12)

III. CONSTITUTIVE RELATIONS

The aim of a homogenization procedure is often to ar-
rive at effective parameters or tensors ǫ and µ that de-
scribe the effective electromagnetic response of a linear
metamaterial. In the so-called Casimir formulation, com-
mon among textbook treatments such as [13], the effec-
tive parameters are defined

ǫ′(ω,k)ǫ0E = ǫ0E+P, (13a)

[1− µ′−1(ω,k)]B = µ0M. (13b)

The Casimir formulation thus places 〈p〉 partially in a
permittivity ǫ′(ω,k) and partially in 1−µ′−1(ω,k), where
µ′(ω,k) is a permeability. Evidently the terms −ik ·Q
and R in (8) have been excluded in this definition, al-
though sometimes ik ·Q is included in the permittivity
[14].
Another possible effective parameter definition is [11]

ǫ0ǫ(ω,k)E = ǫ0E+ 〈p〉, (14)

where all of 〈p〉, including Q and R, is described by
a total permittivity ǫ(ω,k). This is called the Landau-
Lifshitz formulation, and was used e.g. by Silveirinha [2].
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3

We shall proceed with the Landau-Lifshitz formulation,
and return to the Casimir formulation later on.
In a linear medium, we can express multipole densities

(9) with constitutive relations

Pi = ǫ0χijEj + ξikjkkEj + ηikljkkklEj , (15a)

Qtot
ik = iζikjEj + iγikljklEj , (15b)

Ri = ψikljkkklEj , (15c)

where summation over repeated indices is implied. In
(15) we have included the necessary orders of k such
that 〈p〉 is second order in k upon their insertion in (8).
Magneto-electric coupling is included in terms of the ten-
sor elements ξikj and ζikj . From (8), (14) and (15) we
obtain

ǫij(ω,k)− δij = χij + (ξikj + ζikj)kk/ǫ0 (16)

+ (ψiklj + γiklj + ηiklj)kkkl/ǫ0.

While it may be convenient to have only a single con-
stitutive tensor ǫ(ω,k), it is often desirable to express the
magnetic response more explicitly by introducing a per-
meability tensor. It is well known that the permeability
is related to the second order term in (16) [2, 11]. Ob-
serve that the macroscopic quantities B and E are left
invariant upon the transformation

−iω〈p〉 → −iωP̂+ ik×M̂, (17)

where the new polarization P̂ and magnetization M̂ are
arbitrarily chosen. We can express the left hand side
in terms of the non-local tensor ǫ(ω,k) by (14), and the
right hand side in terms of two new tensors ǫ and 1−µ−1,
in order to obtain

ǫ(ω,k) = ǫ− c2

ω2
k× [1− µ−1]× k. (18)

Here, we have used M̂ = µ−1
0 (1 − µ−1)B and (6a). If

we choose the coordinate system such that k = kx̂, then
(18) may be expressed

ǫ(ω,k) = ǫ+
k2c2

ω2



0 0 0
0 (1− µ−1)33 −(1− µ−1)32
0 −(1− µ−1)23 (1− µ−1)22


 .

(19)
We now assume a non-gyrotropic medium1, such that the
first order term in (16) vanishes. Comparing (19) with

1 For non-gyrotropic media, i.e., when there exists a center of sym-
metry, we have ǫ(ω,−k) = ǫ(ω,k) [10, 11], which implies that
odd-order terms in (16) must be zero. Note that there is no
way to distinguish between ξikj and ζikj in the expression for
ǫij(ω,k); only the sum appears. In other words, even though
the microscopic physics may be dependent on these tensors sep-
arately, only the sum matters for the macroscopic fields E and B.
A similar comment is valid when considering ψiklj+γiklj+ηiklj ;
only the sum matters macroscopically. We could for instance
therefore choose to put ψiklj = ηiklj = 0 and include their con-
tribution in γiklj , without altering E and B.

(16) lets us find

1− µ−1 = ω2µ0 · (20)


· · ·
· (ψ3113 + γ3113 + η3113) −(ψ3112 + γ3112 + η3112)
· −(ψ2113 + γ2113 + η2113) (ψ2112 + γ2112 + η2112)


 ,

if we choose to put ǫ22 = 1+χ22, ǫ33 = 1+χ33, ǫ23 = χ23,
and ǫ32 = χ32. The missing entries in (20) are a result of
the fact that B is transverse, k ·B = 0, and that only the
transversal part of M̂ contributes to the induced current.
In principle the magnetization and therefore perme-

ability can be defined in an infinite number of ways, by
including any given part of the transversal, induced cur-
rent. However, the above identification is somewhat nat-
ural, as the magnetization term includes all transversal,
induced current, except a part possibly induced by the
longitudinal component of the electric field. Eq. (20) is
a generalization of the relation in Ref. [2]. Note that the
Casimir permeability is related to part of the γikjl ten-
sor, and may therefore also be viewed as a second order
spatial dispersion effect.

IV. IMPORTANCE OF HIGHER ORDER
TERMS

The tensors ψ, γ and η relate to R,Qtot and P, respec-
tively, in the manner shown in (15). As seen in (16) these
contribute on an equal footing to the second order effects
of ǫ(ω,k) [6], which may be interpreted as describing the
magnetic response of the system according to (20). While
it is known that the quadrupole tensor Q may be signif-
icant [4, 5], we shall now show that R too is generally
physically important.
Despite the common practice of neglecting R, and

therefore ψ, in the multipole expansion (8), the tensors
ψ, γ/2 and η often turn out to be on the same order of
magnitude for metamaterial structures. Before demon-
strating this from numerical simulations, we may first
gain some further intuition by considering (9) and (11)
for a plane-wave dependence of the field2

e(r) = Eeik · rŷ, (21)

and k = kx̂. The following relationship may then be
observed

2R2

k2E2
= i

∂

∂k

{
Qtot

21

E2

}
=

∂2

∂k2

{
P2

E2

}
, (22)

which gives

ψ2112 = −γ2112
2

= η2112 (23)

2 The wave equation (25) reveals that this solution is approached
for a source Jext = Jexteikxŷ in the limit ω ≪ ck. Alterna-
tively, the solution is approached for high frequencies where the
permittivity tends to unity.
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4

when compared with (15). Here ψ2112 is proportional
with the quantity R2/E2, while γ2112 is related to the
first order k-dependence of the quantity Qtot

21 /E2, and
η2112 is related with the second order k-dependence of
the quantity P2/E2. With this in mind we may qualify
the physical importance of R. From (8) and (9) it is ev-
ident that the magnitude of R may not be significant in
comparison to the terms associated with P, M and Q,
since R results from a higher order term of the exponen-
tial in k · r. Nevertheless, this does not mean that it is
insignificant when the second order effects of ǫ(ω,k) (i.e.
the magnetic response) are concerned, as seen from (22)-
(23). Before moving on, note that since k ⊥ p(r) due to
(21), one finds using (10) that

k×M

ω
= ik ·Q, (24)

revealing that M and Q contribute equally to γiklj in
(15b).
Let us now consider ψ2112, γ2112 and η2112 for a meta-

material consisting of periodically arranged dielectric
cylinders in vacuum. These parameters give the com-
ponent µ33 according to (20). The microscopic dielectric
function ε(r) in a unit cell is displayed in Fig. 1a. Solving
the multiple unknowns in (15) generally requires multi-
ple equations. We therefore calculate E, P, Qtot, and R
by solving p = ǫ0(ε(r)− 1)e for two choices of J̄ext, per-
pendicular and parallel to k, respectively. Utilizing the
Floquet property of the source (3) and field (5), a plane
wave expansion method can be used to solve the wave
equation

∇×∇× e− ω2

c2
ε(r)e = iωµ0Jext, (25)

by inserting Fourier series representations of e(r), ε(r),
and Jext(r). Solutions for the microscopic field e(r) are
then readily found numerically for a given number of
Fourier coefficients in the series representations. In or-
der to extract the coefficient parameters in (15), the field
quantities E, P, Qtot, and R are calculated for three val-
ues of k so that first and second order derivatives wrt. k
of appropriate quantities can be obtained. By application
of this method to the dielectric cylinder in Fig. 1a, the
parameter values displayed in Table I are obtained. Here
we use normalized parameters: Frequency ωa/c = 0.2π
and wavevector ka = 0.2x̂. We have used 91×91 = 8281
spatial harmonics. We observe that ψ2112, γ2112/2 and
η2112 are all on the same order of magnitude, similar to
what was found in (23). Using a finite number of spatial

ψ2112/ǫ0a
2 −0.060

γ2112/ǫ0a
2 0.19

η2112/ǫ0a
2 −0.048

TABLE I: Parameter values in (15) for dielectric
annulus.

harmonics corresponds to performing a low-pass filtering

of Fig. 1a. The selection of spatial harmonics is per-
formed by a truncation and subsequent application of a
Blackman-Harris window in the Fourier domain. Thus,
the actual structure corresponding to the parameter val-
ues in Table I is found by inverse-Fourier transforming
the finite coefficient series representation of ε(r), as given
in Fig. 1b: An annulus with slightly rounded edges.

ε = 16

ε = 1

a

0.24a

0.42a

(a)

Re ε

x̂

ŷ

a

(b)

FIG. 1: (a) Dielectric annulus in vacuum with
microscopic permittivity ε = 16. (b) Inverse Fourier

transform of finite series representation of ε(r), having
used 91× 91 coefficients. As a result of having used a

finite number of coefficients, the edges become
smoothened, corresponding to low-pass filtering of (a).

Using (20) we may calculate

1− µ−1
33 =

(
ωa

c

)2(
ψ2112

ǫ0a2
+
γ2112
ǫ0a2

+
η2112
ǫ0a2

)
(26)

= 0.0345,

for the periodic cylinder metamaterial having inserted
the simulation values. Eq. (26) allows us to observe the
physical importance of R: Since the parameter ψ2112 is
on the same order of magnitude as η2112 and γ2112/2,
one cannot neglect R without incurring significant error.
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Also note that the second order term of P should not be
neglected.
Consider Fig. 2, which shows the real and imaginary

part of the microscopic polarization p(r) in the dielec-
tric annulus. We may interpret the imaginary and real
parts as originating individually from the first and sec-
ond terms in the expansion of the source (3) for ka≪ 1,
respectively:

Jext ≈ J̄ext + ik · rJ̄ext +O(k2). (27)

For the values in Table I the source amplitude J̄ext has
been chosen to be real, and from (25) one observes that
if both Jext and ε(r) are real, then e(r) and p(r) =
ǫ0(ε(r) − 1)e(r) are imaginary. Hence Fig. 2b corre-
sponds with the first, constant source term in the ex-
pansion (27). Similarly, the field distribution in Fig. 2a
thus arises from the second, nonconstant source term,
and is less dominant due to ka ≪ 1. From (4) and (9)
it therefore follows that E and P are dominated by their
imaginary parts, and it follows from (15) that the param-
eters ψ2112, γ2112 and η2112 are then dominated by their
real parts for the dielectric annulus.
In metamaterial applications it is most often of inter-

est to work with inclusions made of conducting materi-
als, rather than purely dielectric structures such as those
considered so far. To model this we consider a complex
microscopic permittivity

ε = 1 + i16, (28)

within the same ring structure as pictured in Fig. 1a.
Applying otherwise the same parameters as those leading
to Table I, now yields the numerical values of Table II.

ψ2112/ǫ0a
2 −0.066− i0.048

γ2112/ǫ0a
2 0.011 + i0.17

η2112/ǫ0a
2 −0.055− i0.023

TABLE II: Parameter values in (15) for a (poorly)
conducting annulus of the same geometry as that

pictured in Fig. 1.

Now that ε is complex, the real and imaginary parts
of the microscopic polarization p(r) each arise from a
combination of the source terms J̄ext and ik · rJ̄ext, as
may be seen from (25). Hence Re p(r) and Im p(r) are
roughly on the same order of magnitude, and therefore
so are the real and imaginary parts of ψ2112, γ2112/2 and
η2112.
Assuming dimensions a ≥ 1µm, the relation ε =

1 + iσ/ǫ0ω reveals that the parameter choice (28) and
the given normalized frequency correspond with σ ≤
2.7 · 104 Sm−1. This conductivity is not very large. In
the limit that σ → ∞, however, we know that the electro-
static field vanishes within the conducting ring, leaving
only that part of the field distribution which comes from
the nonconstant source term ik · rJ̄ext; i.e. a polarization
resembling that of Fig. 2a. Such a cylinder-symmetric

J̄ext

x̂

(a) Re p(r)

J̄ext

x̂

(b) Im p(r)

FIG. 2: Real and imaginary parts of the microscopic
polarization p(r) in the dielectric annulus in Fig. 1.

The vectors in (b) have been minimized by a factor 50
for comparison with (a); i.e. the imaginary part of p(r)

dominates.

distribution of p(r) yields R = 0 in (9d), and hence we
expect ψ2112 = 0. More generally, for ideal conductors
and k = kx̂, we expect that the R-term generally re-
mains important, but that it looses importance as the
degree of mirror-symmetry about the yz-plane increases.

Having considered the general importance of the higher
order term R, Appendix A considers a special case where
the inclusion of the higher order terms leads to effective
Casimir permittivity and permeability parameters which
are in some sense maximally local.
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V. CONCLUSION

When concerned with spatial dispersive effects of the
second order in k (i.e. magnetic response), it has been
shown that the higher order multipoles above the electri-
cal quadrupole are significant. They generally contribute
with the same magnitude as do the polarization, magne-
tization and electrical quadrupole multipoles, and should
therefore not be neglected, despite the higher order mul-
tipoles themselves generally being of smaller magnitude.
This has been demonstrated in simulations on metamate-
rials consisting of periodic arrays of dielectric or conduct-
ing cylinders, and analytical findings have been provided
in the special case where plane wave fields can be as-
sumed. The plane wave expansion method in the case of
a distributed plane wave source has been used to provide
the relevant simulation results.
To facilitate our discussions we have utilized the clas-

sical scheme of Russakoff-Jackson homogenization, and
effective parameter formulations by Landau-Lifshitz, and
Casimir.

Appendix A: Increased locality for Casimir
formulation

Here some side remarks regarding the influence of the
higher order terms on the locality of the effective pa-
rameters shall be made. Local parameters ǫ and µ are
desirable, since they enable the use of Fresnel equations
to describe the behavior of finite samples or layered sam-
ples. The permittivity and permeability resulting from
the Landau-Lifshitz formulation are therefore appealing,
since they in some sense are maximally local3. In the
Casimir formulation, however, the parameters ǫ′ and µ′

according to (13) are generally highly nonlocal. In this
section, we will examine a special case where modified
Casimir parameters can nevertheless be made equally lo-
cal by including the higher order terms Q and R in ǫ′

and µ′, and choosing an appropriate coordinate origin.
A coordinate transformation r → r̃ = r − r0, causes

the multipole quantities in (8) to mix: Considering for
instance the polarization and magnetization vectors, they
mix according to

P̃ = [1− ik · r0 −
1

2
(k · r0)2]P, (A1a)

M̃ = [1− ik · r0][M+ iω
r0 ×P

2
], (A1b)

3 In particular, for non-gyrotropic, weakly spatially dispersive me-
dia, where ǫ(ω,k) only contains zeroth and second order terms in
k, as much as possible of the induced current are represented by
a local µ (20). Under certain circumstances (if the second order
term of 〈p〉 is perpendicular to k, and this term is independent
of the longitudinal part of E), all induced current is described by
the permeability. This will e.g. be the case for the 1D example
below.

where we have kept necessary orders of k such that 〈p〉 is
second order in k upon their insertion in (8). By combin-
ing (13a) and (A1a), and noting that E is invariant under
the coordinate transformation, the Casimir permittivity
elements, after coordinate transformation, is expressed

ǫ̃′ij − δij = [1− iklr0l −
1

2
(klr0l)

2](ǫ′ij − δij). (A2)

Analogous steps lead to an expression for a coordinate-
shifted Casimir permeability 1− µ̃′−1

ij . Since the param-

eters ǫ̃′ij and 1 − µ̃′−1
ij vary with the coordinate shift r0

as seen in (A2), it is in some cases possible to choose a
coordinate origin in which the first order k-dependence,
if any, is cancelled. Coordinate shifts may therefore help
in making the parameters more local, as will be observed
in the example below.
A special case for which the Casimir parameters can

be made maximally local, in the sense mentioned earlier,
is obtained by including Q and R in modified versions of
(13) of the following manner4

ǫ0(ǫ
′ − 1)E = P− ik ·Q, (A3a)

k× (1− µ′−1
)B

µ0ω
=

k × M

ω
−R, (A3b)

while assuming the plane wave solution of the microscopic
field considered in (21) with k = kx̂ (realistic fields will
be considered below in a simulation). We then find

ǫ′22 = 1 + χ22 +
k

ǫ0

(
ξ212 +

ζ212
2

)
+
k2

ǫ0

(
η2112 +

γ2112
2

)
,

(A4a)

(1− µ′
33

−1
) = µ0ω

2

(
ζ212
2k

+ ψ2112 +
γ2112
2

)
, (A4b)

where we have used (12) and (24) in (15b) to express Q
and M in terms of the parameters ζ212 and γ2112. If we
assume ξ212 = −ζ212 = 0 (no magnetoelectric coupling),
and make use of (23), we obtain k-independent parame-
ters within the frame of second order dispersion treated
in this article: ǫ′22 = 1+χ22 and 1−µ′

33
−1

= 0. In other
words, the Casimir parameters have become even more
local due to the inclusion of contributions from Q and R
in the definitions (A3).
Let us now apply the modified Casimir parameters

(A3) to a realistic system: Consider a 1D metamaterial
consisting of periodically alternating layers (a unit cell of
which is displayed in Fig. 3) for frequency ωa/c = 0.009,
wavevector ka = 0.01x̂, and equal layer thicknesses. The
source Jext and field e(r) point along ŷ, and thus M and
Q contribute equally to γiklj since k ⊥ p, in accordance

4 Note that these expressions apply to the case where R ⊥ k, i.e.,
when it is possible to describe the entire R-contribution in terms
of 1− µ′−1.
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with (24). Instead of the plane wave expansion method
described earlier, the simplicity of the system allows us
to find an exact solution to the wave equation (25) in
terms of a matrix approach making use of the boundary
conditions and the Bloch property of the fields. The re-
sults of the simulation are presented in Table III, where
we observe that ψ2112, γ2112/2 and η2112 follow (23). In
terms of the scaled parameters we may express (A4) as

ǫ′22 = 1 + χ22 + (ka)

(
ξ212
aǫ0

+
ζ212
2aǫ0

)

+ (ka)2
(
η2112
ǫ0a2

+
γ2112
2ǫ0a2

)
,

(1− µ′
33

−1
) =

(
ωa

c

)2(
ζ212

2(ka)ǫ0a
+
ψ2112

ǫ0a2
+
γ2112
2ǫ0a2

)

(A5)

Inserting the simulation values in the above relation re-
veals that the magnitudes of ξ212 and ζ212 are negligible.
This is due to the choice of coordinate origin in the unit
cell (Fig. 3): It corresponds to that r0 which gives a
zero first order derivative of (A2) for k = 0, when as-
suming (21). A slight shift of the coordinate origin away
from r0 = 0.75a renders ξ212 = −ζ212 significant (e.g.
if the coordinate origin is located at 0.76a one obtains
ξ212 = −ζ212 = −0.075i).

y

x

a/2 a/2

ε1 = 1 ε2 = 16

a

FIG. 3: Unit cell of a layered medium (1D
metamaterial) which extends infinitely to the left and

right

Comparing the modified Casimir parameters (A4) with
the Landau-Lifshitz parameters ǫ22 and 1− µ−1

33 defined
by (20),

ǫ22 = 1 + χ22, (A6a)

(1− µ−1
33 ) = µ0ω

2(ψ2112 + γ2112 + η2112), (A6b)

reveals that ǫ′22 = ǫ22 and µ′−1
33 = µ−1

33 when (23) and
ξ212 = −ζ212 = 0 apply. In other words, when we eval-
uate the Landau-Lifshitz and modified Casimir perme-
abilities they give identical values in this case (almost

χ 7.50
ξ/ε0a i4.75 · 10−9

ζ/ε0a −i3.76 · 10−17

ψ/ε0a
2 −0.0782

γ/ε0a
2 0.1563

η/ε0a
2 −0.0782

TABLE III: Parameter values in (15) for the 1D
metamaterial displayed in Fig. 3.

identical in the case of the layered metamaterial of Fig.
3). If we consider the Landau-Lifshitz parameter as the
benchmark for local parameters, the modified Casimir
parameter has in this sense become maximally local.
Although (A4) and (A6) yield identical results in the

above case, they have different expressions. This indi-
cates that the manner in which we have included Q and
R into modified Casimir parameters is not unique.
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Diamagnetism and the dispersion of the magnetic permeability
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In the presence of spatial dispersion it is possible to have an analytic permeability function µ(ω,k)
that does not tend to 1 for high frequencies ω and fixed wavenumber k. This fact explains that
diamagnetism can be compatible with causality and a positive imaginary part of permeability, while
possessing negligible spatial dispersion in the low wavenumber spectrum.

PACS numbers: 78.20.Ci,42.70.-a,41.20.-q,42.25.Bs

I. INTRODUCTION

With recent advances in metamaterial research, there
is a renewed interest in the properties of the magnetic
permeability function. The permeability function ex-
tracted by homogenization methods may show peculiar
properties, such as a negative imaginary part, anomalous
dispersion effects, and diamagnetism [1, 2]. This has lead
to investigations on the properties of the magnetic per-
meability [1–7].

A related problem is the well known paradox that dia-
magnetism is not compatible with a permeability func-
tion that satisfies the Kramers–Kronig relations and has
a positive imaginary part. Letting µ(ω) be the rela-
tive permeability, and considering zero frequency in the
Kramers–Kronig relation, one has

µ(0)− 1 =
2

π

∫ ∞

0

Imµ(ω)dω

ω
. (1)

Apparently, (1) predicts that µ(0) < 1 is not possible for
media with Imµ(ω) > 0. It has been argued that the
Kramers–Kronig relations should be modified [2, 8] to
avoid this problem. It has also been argued that the mag-
netic permeability can have a negative imaginary part, at
least for high frequencies [2, 6, 7, 9, 10].

In this article we show that Maxwell’s equations and
the fundamental principle of causality do not require the
magnetic permeability to approach unity for high fre-
quencies and fixed wavenumbers (Sec. II). Causality
is not violated, as the requirement µ → 1 for high fre-
quencies is only necessary under eigenmodal propagation
(in the absence of sources in the medium), where k and
ω are connected by the dispersion relation k =

√
εµω/c.

Here ε is the relative permittivity, c = 1/
√
ε0µ0 is the

vacuum light velocity, and ε0 and µ0 are the vacuum per-
mittivity and permeability, respectively. We consider the
ambiguity in associating induced currents with the elec-
tric polarization or magnetization, and describe a simple
homogeneous conductor or superconductor as concrete
examples of media possessing diamagnetism (Sec. III).
We find that their permeabilities do not tend to unity
for high frequencies and fixed wavenumbers. Finally, we
evaluate the permeability of 1d and 2d metamaterial ex-
amples with conducting inclusions, and demonstrate an-
alytically and numerically that the permeability does not

tend to unity for high frequencies (Sec. IV).
It turns out that diamagnetism is possible while µ

has a positive imaginary part and is analytic in the up-
per half-plane. Spatial dispersion is central in the de-
scription of diamagnetism; however, it is seen that the
medium may behave spatially nondispersive over a wide
wavenumber spectrum. To compare with previous liter-
ature, we prove that the polarization–magnetization am-
biguity means that for the same diamagnetic medium,
other analytic µ’s can be defined, that tend to 1 for high
frequencies. However these functions get negative imag-
inary parts for some frequencies, while not violating the
passivity requirement. Our findings therefore do not con-
tradict previous results [2, 6, 8, 9].

II. ELECTROMAGNETIC PARAMETERS

Following the classic treatments [8, 11], we consider a
passive and time-shift invariant medium, and formulate
electromagnetism in frequency–wavenumber space. The
Ampere–Maxwell’s law and Faraday’s law can be written

1

µ0
ik×B = −iωε0E + Jind + Jext, (2a)

ik×E = iωB. (2b)

Here Jext is the external source, and Jind is the induced
current density. We consider a single spatial Fourier com-
ponent of the source, i.e., Jext = J̄ext exp(ik · r) with con-
stant J̄ext. In a homogeneous medium, E and B are the
electric field and magnetic flux density, respectively. In
a periodic metamaterial, the Maxwell equations (2) re-
sult from an averaging of the corresponding microscopic
equations [4, 5, 7, 12]. The macroscopic electric and mag-
netic fields E and B are then averaged microscopic fields
e and b according to

E(r) =

∫
f(r′)e(r− r′)d3r′, (3)

and similarly for B. Here f(r) is a test function whose
Fourier transform vanishes outside the first Brilloin zone,
and normalized to unity for k = 0. When using the single
Fourier component source, the averaging operation can



2

be rewritten to [4]

E(r) =
eik · r
V

∫

V

e(r)e−ik · rd3r, (4)

where integration is over a unit cell volume V .
The induced current can be decomposed in several

ways. One option is to decompose it in terms of po-
larization and magnetization terms,

Jind = −iωP + ik×M. (5)

In (5) the two terms do not have to be defined from a mul-
tipole expansion, but of course, the second term can only
contain transverse parts of the induced current. Assum-
ing a linear medium, a permittivity and a permeability
are defined from

P = ε0(ε− 1)E, (6a)

µ0M = (1− µ−1)B, (6b)

respectively. In general, both ε and µ are dependent on ω
and k, i.e., they are temporally and spatially dispersive.

By introducing auxillary fields D = ε0E + P = εε0E
and H = B/µ0 −M, we obtain from (2) the Maxwell
equations

ik×H = −iωεε0E + Jext, (7a)

ik×E = iωµµ0H. (7b)

For simplicity, assume that µ is scalar, and write ε in the
form [8]

ε =



ε‖ 0 0
0 ε⊥ 0
0 0 ε⊥


 , (8)

expressed in an orthogonal basis where the first unit vec-
tor is k/k. By combining the two Maxwell equations (7),
we obtain the solutions

B =
iµµ0k× Jext⊥
k2 − ω2

c2 ε⊥µ
, (9a)

E⊥ =
iωµµ0Jext⊥
k2 − ω2

c2 ε⊥µ
, (9b)

E‖ =
Jext‖
iωε‖ε0

. (9c)

In (9) the source Jext and field E are decomposed into
their components parallel ‖ and perpendicular ⊥ to k.

As ω → ∞ the fields do not feel the presence of the
medium, so the solutions (9) must be the same as if we
set ε and µ equal to unity in the expressions. Considering
(9c) this immediately gives that ε‖ → 1. Also, for fixed k,
(9b) means ε⊥ → 1 (excluding the possibility ε⊥µ → 0).
Remarkably, we do not get any condition for the asymp-
totic behavior of µ. Indeed, for fixed k, the expressions
become independent of µ in the limit ω →∞. Thus the

permeability is not required to approach unity for high
frequencies.

Nevertheless, even though µ does not necessarily ap-
proach unity, the magnetization M vanishes in the limit
ω → ∞. This is a result of the fact that according to
(9a), the magnetic field vanishes in this limit.

For eigenmodal propagation, k2 = ε⊥µω2/c2, the situ-
ation is different. To see this, let a current source plane
be located somewhere in the infinite medium. In the limit
ω → ∞ the generated waves must have the same ampli-
tude and the same phase velocity as if the medium were
not present. In other words, the impedance and phase
velocity must take their vacuum values, which means
that ε → 1 and µ → 1 under eigenmodal propagation.
This ensures relativistic causality, i.e., the front of a wave
packet propagates at the speed of light in vacuum.

Apparently, any transformation P→ P′ and M→M′

satisfying

−iωP′ + ik×M′ = −iωP + ik×M (10)

will leave Jind and the fundamental fields E and B un-
changed. This means that the permittivity and perme-
ability are not uniquely defined by (5)-(6). Substituting
(6) into (10), and eliminating B with (2b),

(ω2/c2)(ε′ − 1)E− k× (1− µ′−1)k×E

= (ω2/c2)(ε− 1)E− k× (1− µ−1)k×E, (11)

where we have defined primed permittivity and perme-
ability similarly to (6). Imagine now that a certain set
ε and µ of a medium is known. Then (11) predicts the
existence of another set of parameters ε′ and µ′, which is
equivalent to the first set. We find

ε′‖ = ε‖, (12a)

ε′⊥ +
k2c2

ω2
(1− µ′−1) = ε⊥ +

k2c2

ω2
(1− µ−1). (12b)

The relation (12) is well known in literature, although it
is usually specialized to the case µ′ = 1. This case, which
is called the Landau–Lifshitz formulation, is particularly
useful in the presence of spatial dispersion, where there
is no set of local (independent of k) parameters ε and
µ [8, 11]. Then it is convenient to specify the medium
properties by a single (but nonlocal) quantity ε′. For spa-
tially nondispersive media where ε and µ are independent
of k, it is often more convenient to retain these two pa-
rameters, as they are much simpler to use in practical
situations formulated in the spatial domain. Since there
is not always a set ε and µ such that the parameters are
independent of k, we allow all parameters in (12), ε, µ,
ε′, and µ′, to depend on (ω,k) although not explicitly
specified.

Apparently, a medium described by a given set of pa-
rameters ε and µ is equally well described by any other
set of parameters, ε′ and µ′, that satisfies (12). Physically
this can be understood as follows: Circulating currents
can be described as magnetization, or alternatively as
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time-dependent polarization. The choice of parameters
determines how much of the total induced current Jind

is described by the magnetization vector and how much
remains in the polarization. Clearly, only the transversal
(⊥) part of the induced current can be associated with
magnetization; the parallel (‖) part must remain in the
polarization.

For the situation where the induced current is de-
scribed solely by the permittivity (i.e., where µ′ = 1),
we can prove that for passive media, Im ε′ > 0 for ω > 0
[8]. Using (12b) this means that [6]

Im ε′⊥ = Im ε⊥ −
k2c2

ω2
Imµ−1 > 0. (13)

Thus

Imµ > −Im ε⊥
ω2|µ|2
k2c2

. (14)

In other words, the ambiguity for ε⊥ and µ makes it pos-
sible to define permeabilities or transverse permittivities
with negative imaginary parts, even for passive media, as
long as (14) is satisfied.

III. HOMOGENEOUS CONDUCTORS AS
DIAMAGNETIC MEDIA

Inspired by the split-ring resonator metamaterial [13],
we realize that it is not always obvious which choice of
parameters that is most “physical”. One may take the
view that a split-ring resonator metamaterial, made of
nonmagnetic constituents, should be described by pa-
rameters ε′ 6= 1 and µ′ = 1. This is a perfectly valid
and natural choice [4], given that there is no microscopic
magnetization in the medium. However, metamaterial
research has shown that it is convenient to describe the
circulating currents using a macroscopic magnetization
vector. This amounts to using a set of parameters ε and
µ, where µ 6= 1.

As another well known example, we may consider a
superconductor. Here there are two extremes [14, 15]:
Either the induced current is described explicitly, or the
transverse current is described in the form of an effective
magnetization. In the latter case, it is argued that one
has diamagnetism.

We now consider the superconductor example in more
detail. If the induced current is described by the permit-
tivity, the permeability is µ′ = 1, and the superconductor
can be modeled by a two-fluid model in which the con-
ductivity has two terms. The permittivity is [15]

ε′ = 1− c2

λ2ω2
− ω2

p

ω2 + iωΓ
. (15)

Here the second term describes the supercurrent, λ being
the London penetration depth. The third term describes
the normal current due to the Drude model, with plasma

frequency ωp and a positive parameter Γ. For a (non-
super) conductor, we can set λ =∞.

It is also common to refer to a superconductor as dia-
magnetic. In this alternative picture, circulating currents
in the superconductor is described by a magnetization.
Then ε⊥ = 1, and µ is obtained from

1− µ−1 = − 1

λ2k2
− ω2

p

c2k2
· ω2

ω2 + iωΓ
. (16)

The equivalence with the first set of parameters ε′ and µ′

is seen by substitution into (12).
We observe from (16) that the superconductor acts as

a perfect diamagnet in the limit k → 0; however for spa-
tially varying fields the diamagnetism is not perfect due
to the London penetration depth λ.

By inspection we find that µ−1 = µ−1(ω,k), as given
by (16), is analytic in the upper half-plane Imω > 0, for
any fixed k. Also note that the permeability from (16)
is defined and has meaning even for high frequencies, as
long as the original ε′ has meaning. However, we observe
that µ(ω,k) does not tend to unity as ω →∞, but rather
tends to a real number µ(∞,k) between 0 and 1:

µ−1(∞,k) = 1 +
1

λ2k2
+

ω2
p

c2k2
. (17)

Therefore, µ−1 satisfies a Kramers–Kronig relation of the
type

Reµ−1(ω,k)− µ−1(∞,k) =
2

π
P

∫ ∞

0

Imµ−1(x,k)xdx

x2 − ω2
,

(18)
where P denotes the Cauchy principal value.

It is perhaps surprising that µ(ω,k) does not tend to
unity for high frequencies. Here it is important to remem-
ber that in the presence of sources, ω and k are generally
not connected. For eigenmodal propagation where ω and
k are connected by the dispersion relation, the permeabil-
ity will indeed tend to unity for high frequencies (see Sec.
II). We also recall that despite µ 6→ 1, the magnetization
vector will tend to zero even for a fixed k.

Setting ω = 0 in (18) we see that for our example,
diamagnetism is indeed compatible with causality and
Imµ(ω,k) > 0. The only requirement from (18) is that

µ(0,k) > µ(∞,k). (19)

Spatial dispersion is central to the understanding of
diamagnetism. For the medium described by (16), the
permeability depends on the wavenumber k; significant
diamagnetism is only present for small k’s. Nevertheless,
the medium appears spatially nondispersive for excita-
tions with wavenumber spectra in the region k � λ−1.
For a conventional conductor with λ = ∞, the medium
remains spatially nondispersive under the condition k �
ωp/c and ω & Γ.

Given the flexibility of the division into ε⊥ and µ, it
is interesting to see if it is possible to achieve µ → 1 for
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fixed k, even for a diamagnetic medium. It turns out that
it is indeed possible, at the expense of obtaining Imµ < 0
e.g. in the high-frequency region (while still describing a
passive medium) [6, 9]. The idea is to let the division into
ε⊥ and µ be frequency-dependent, so that the medium is
described solely by a permittivity for high frequencies.
From the parameter ε′ (in the Landau–Lifshitz formula-
tion where µ′ = 1), we define a new (equivalent) set of
parameters:

ε⊥ = 1 + (1− α)(ε′⊥ − 1), (20a)

1− µ−1 = α
ω2

k2c2
(ε′⊥ − 1). (20b)

The parameter α is a weight factor describing the amount
of transversal permittivity placed into µ. It is natural to
require 0 ≤ α ≤ 1; however, in principle, α may be a
completely arbitrary complex-valued function of ω and
k. Taking an ideal plasma response ε′ = 1− ω2

p/ω
2 as a

simple example, we obtain

ε⊥ = 1− (1− α)
ω2
p

ω2
, (21a)

1− µ−1 = −α ω2
p

k2c2
. (21b)

Now, provided α = α(ω) → 0 for ω → ∞, we will get
the asymptote µ → 1. To describe diamagnetism at low
frequencies, we require that α(0) = 1. We want µ−1 to
be analytic, so α(ω) needs to be analytic. This involves
making it complex-valued. From the Kramers–Kronig re-
lations, or in particular (18), we know that the resulting
function µ must have a negative imaginary part some-
where in the spectrum. This imaginary part must satisfy
(14). Clearly, since the new set ε⊥ and µ is equivalent
to the passive original set ε′⊥ and µ′ = 1, the negative
imaginary part does not contradict passivity.

IV. METAMATERIAL EXAMPLES

We will now consider periodic metamaterials made
from nonmagnetic constituents, i.e., dielectrics and con-
ductors. If the metamaterial inclusions are described by
a position dependent microscopic permittivity ε(r), it is
known that ε(r) → 1 as ω → ∞. Therefore, as ω → ∞
the electromagnetic field will tend to the solution we
would have if the metamaterial is replaced by vacuum.
With a source Jext = J̄ext exp(ik · r), where J̄ext ⊥ k, we
obtain from (9):

B =
iµ0k× Jext

k2 − ω2

c2

, (22a)

E =
iωµ0Jext

k2 − ω2

c2

. (22b)

Thus, in the limit ω →∞, we can express the microscopic
current j = −iω(ε(r)− 1)ε0E as

j =
J̄ext

ω2

c2

k2 − ω2

c2

(ε(r)− 1) exp(ik · r). (23)

As discussed in Sec. II, the magnetic permability can
be defined in several ways. A natural alternative in the
so-called Casimir formulation [8, 12, 16] is to define the
magnetization from the magnetic moment density:

M =
eik · r
2V

∫

V

r× jd3r, (24)

where we can e.g. choose the origin in the center of the
unit cell. Compared to e.g. [5] we have included an
extra factor eik · r to be consistent with the definition of
the macroscopic fields (4). From (6b) we now have a
definition of a permeability, which we in principle can
use for all frequencies.

We first consider a 2d metamaterial consisting of
quadratic unit cells of area a2. In the unit cell, there
is a conducting ring of inner and outer radius b1 and b2,
respectively, see Fig. 1. In the high-frequency range the
relative permittivity of the conductor is approximated by
a plasma response

ε(ω) = 1− ω2
p

ω2
. (25)

By calculating the integral (24) under the assumption
ka � 1, and using (6b), we find that in the high-
frequency regime

1− µ−1(∞) = −πω
2
p

8c2
b42 − b41
a2

. (26)

When the ring is seen as a cylinder in 3d, we must in-
terpret 1 − µ−1 as the (z, z) element of corresponding
tensor. Eq. (26) shows that the permeability tends to
a value between 0 and 1 as ω → ∞ while ka is fixed
(ka� 1).

As proved in the Appendix, the function µ−1(ω,k) re-
sulting from (6b) with (24) is analytic in the upper half-
plane of complex frequency (Imω > 0), for fixed k. Thus
µ−1 satisfies a Kramers–Kronig relation of the form (18).

We next consider a 1d metamaterial consisting of al-
ternating layers of vacuum and copper. The microscopic
permittivity of copper is described by a Drude model:

ε(ω) = 1− ω2
p

ω2 + iωΓ
, (27)

where ωp = 1.20 · 1016 s−1 and Γ = 5.24 · 1013 s−1 [17].
Making use of boundary conditions and the Bloch prop-
erty of the fields, the microscopic fields can be found by
use of transfer matrices, thereby allowing for straight-
forward calculation of the parameter 1 − µ−1. Fig. 2
displays a plot of 1 − µ−1 vs. scaled frequency, having
chosen the structural dimension a = 100 nm. Repeated
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ε(ω)

ε = 1

a

b1

b2

FIG. 1: The metamaterial unit cell consists of a cylinder
of inner radius b1 and outer radius b2. The cylinder has

permittivity ε(ω) and is surrounded by vacuum.

resonances are observed, which become narrower with
increasing frequency. Except these resonances, 1 − µ−1
is observed to approach an asymptote unequal to zero.
Similarly to (26), the asymptote for this 1d structure can
be calculated to be

1− µ−1(∞) = − 1

192

ω2
p

c2
a2 (28)

= −0.084.

This asymptote corresponds well with the dispersion of
1− µ−1 shown in Fig. 2b.

V. CONCLUSION

It is well known that diamagnetism is an effect related
to spatial dispersion, although the medium can behave
spatially nondispersive for restricted wavenumber spec-
tra. It turns out that diamagnetism at zero frequency is
compatible with Kramers–Kronig relations and a positive
Imµ for all frequencies, as the asymptote of the perme-
ability for high frequencies and fixed k can be different
from 1. We point out that such an asymptote is permit-
ted by Maxwell’s equations and causality, and provide
analytical and numerical examples of associated diamag-
netic media or metamaterials.

Appendix A: Analyticity and Kramers–Kronig
relations

It is interesting to explore the analytic properties of
the electromagnetic parameters [8, 11, 18, 19]. If we use
the Landau–Lifshitz formulation in which the medium is
described solely by a permittivity ε′, it is usually assumed
that ε′ is an analytic function of ω [8, 11]. This follows
by regarding the electric field as the excitation and the
displacement field as the response. However, as pointed

y

x

a/2

ε = 1

a

ε(ω)

a/2

(a)

5 10 15 20
-0.4

-0.2

0

0.2

0.4

Re 1-7-1

Im 7-1

ωa/c

(b)

FIG. 2: (a) Unit cell of a layered medium (1d
metamaterial) which extends infinitely to the left and
right. (b) Calculated plot of 1− µ−1 vs. frequency for

a = 100 nm. The plasma frequency of copper
corresponds with ωpa/c = 4.01. Outside the long

wavelength regime, and above the plasma frequency,
1− µ−1 approaches the asymptote given by (28):

1− µ−1 = −0.086 is observed for ωa/c = 24. Several
resonances are observed which become narrower with

increasing frequency. Notice also that 1− µ−1
approaches zero as ω → 0.

out in [18], such an argument is not compelling since the
electric field includes the response of the medium.

In (9) the fields are expressed from the sources, which
means that it is straightforward to identify the response
functions. Treating the source Jext as the excitation, and
the electric field as the response, it follows from (9c) that
1/ε′‖(ω,k) is analytic in the upper half-plane Imω > 0
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for fixed k. Moreover, from (9b)

R(ω) ≡ iωµ0

k2 − ω2

c2 ε
′
⊥

(A1)

must be analytic in the upper half-plane. Even though
R(ω) is analytic, it is not entirely obvious that ε′⊥ is.
Since R(ω) is analytic there, any zero of R(ω) is of finite
order. We can write

ε′⊥(ω,k) =
R(ω)k2 − iωµ0

R(ω)ω2/c2
, (A2)

and thus ε′⊥(ω,k) is analytic except possibly of poles.
In [19] it is proved that ε′(ω,k) does not contain any
poles in the upper half-plane, for a metamaterial made
of causal constituents with analytic permittivities in the
upper half-plane. With the additional property ε′ → 1 as
ω →∞, the Kramers–Kronig relations are established.

We now leave the Landau–Lifshitz formulation and de-
scribe the medium with both ε and µ. Due to the pres-
ence of both functions ε⊥(ω,k) and µ(ω,k) in (9a)-(9b),
they are not necessarily analytic functions separately. For
example, we may choose to describe the transversal cur-
rent by the permeability up to a given frequency, and
abruptly describe it using the permittivity for higher
frequencies. Although a somewhat artificial choice, it
demonstrates that an extra condition is required to es-
tablish analyticity for ε⊥ and µ.

For the permeability resulting from the magnetization
(24), we can prove analyticity for µ−1 as follows. If the

metamaterial is described with a single permittivity ten-
sor ε′ = ε′(ω,k) (Landau–Lifshitz formulation), the mag-
netic flux density is given by

B =
iµ0k× Jext

k2 − ω2

c2 ε
′
⊥
, (A3)

analogously to (9a). Substituting (24) and (A3) into (6b),
we have

µ0

2V

∫

V

r× jd3r = (1− µ−1)
iµ0k× Jext

k2 − ω2

c2 ε
′
⊥
. (A4)

Choosing a source with k× Jext in the ẑ-direction,

1− µ−1 =
1

Jext

k2 − ω2

c2 ε
′
⊥

2ikV
ẑ ·

∫

V

r× jd3r. (A5)

The source Jext can be chosen to be analytic in the upper
half-plane. It can also be chosen zero-free. The function
ε′⊥ is analytic in the upper half-plane, provided the meta-
material is made of causal constituents [19]. Clearly the
microscopic current j is analytic in the upper half-plane,
since it is causally related to the source. It therefore fol-
lows that µ−1 is analytic in the upper half-plane.

With the analyticity and the asymptotic behavior,
Kramers–Kronig relations (18) for µ−1 can finally be
stated.
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