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Abstract

Goldstone’s theorem states that, in presence of Lorentz invariance, the number of massless
modes that appear after spontaneous symmetry breaking coincides with the number of
broken generators. These modes are called Goldstone bosons. In this thesis, we study
spontaneous symmetry breaking in several non-Lorentz invariant theories. This includes
both non-relativistic systems and relativistic systems at nonzero density. In particular for
the latter, we focus on O(NN)-symmetric ¢*-theories. The method we follow is taking a
Lorentz invariant system and explicitly break this invariance by coupling its Hamiltonian
to its conserved charges through a finite chemical potential. Once the Lorentz invariance
is broken, the remaining symmetry spontaneously breaks, giving rise to massless modes in
the spectrum. We see that the number of Goldstone bosons does not always coincide with
the number of broken generators.
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Conventions and abbreviations

Abbreviations are explicitly explained in the text, but we will also clarify them here. The
following are listed in order of appearance in this thesis.

e QM: Quantum Mechanics.

QFT: Quantum Field Theory

e SSB: Spontaneous Symmetry Breaking.
e NR: Non-Relativistic.

e vev: Vacuum Expectation Value.

e DR: Dimensional Regularization.

e MS: Minimal Subtraction.

e MS: Modified Minimal Subtraction.

e UV: Ultraviolet.

e IR: Infrared.

e LSM: Linear o-Model.

Conventions
e Natural units are implied, i.e., h =c=1
e We use Minkowski space-time: n** = diag[1,—1, -1, —1].
¢ Bold text implies vector.
e [talic text is used to introduce new terms.
e For z € C, z* means complex conjugate of z.

e For a matrix M € C" x C™, MT means transpose of M and, M . hermitian
conjugate of M.




Chapter

Introduction

We here present this master thesis as a requirement in order to complete the International
master’s programme in Physics at the Norwegian University of Science and Technology
(Norges teknisk-naturvitenskapelige universitet). This project corresponds to 60 study
points in the European Credit Transfer System (ECTS) and hence, concludes a task per-
formed during the last two semesters of the International master’s programme.

1.1 Symmetries and symmetry breaking in modern Phys-
ics

Symmetries and symmetry groups play a fundamental role in modern Physics. In 1918, the

physicist and mathematician Emmy Noether proved in her Invariante variationsprobleme

that if a system has a continuous symmetry, there exists an associated quantity whose value
is conserved in time [1]. In the following table, we illustrate some examples of this:

Table 1.1: Examples of different symmetries with their corresponding conserved quantity.

| Symmetry || Conserved quantity ||
Time-translation Energy
Space-translation Linear momentum
Rotation Angular momentum

In the early 1930s, Noether’s theorem was adapted by Weyl and Wigner into the context
of Quantum Mechanics in what now is known as the Weyl and Wigner realization of a
symmetry. The classical conserved quantity becomes an operator on a Hilbert space and
it receives the name of generator, since it can be proved that it generates the symmetry of
the system. At the quantum level, the condition for the quantity to be conserved in time
would becomes a zero commutator with the Hamiltonian.




Chapter 1. Introduction

It is however possible to find systems which show invariance under certain transforma-
tions, and yet their symmetries are not observed in the spectrum. This is called spontan-
eous symmetry breaking (SSB) [2]. This concept was first introduced by Jeffrey Goldstone
in 1961 in his Field Theories with “Superconductor” Solutions [3]. A well-known example
of such systems is the ferromagnet, which is invariant under rotations in spin-space. The
lowest energy configuration, which is described by the ground state of the Hamiltonian,
occurs when all spins are parallelly aligned. This configuration is clearly not invariant
under rotations. We thus say that the ground state breaks the symmetry.

fAAAAXN
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Figure 1.1: Lowest energy configuration for a ferromagnet.

The concept of spontaneous symmetry breaking is used in modern Physics to describe
many different phenomena, from phase transitions or superconductivity in condensed mat-
ter Physics to supersymmetry in Physics beyond of the Standard Model. It is also worth
mentioning that Peter Higgs predicted in 1964 the existence of a massive boson, named
after him, which was the result of a spontaneous breaking of a local gauge symmetry [4].
He received a Nobel prize in 2012, when the particle was detected [5].

Higgs’ prediction could not have been possible without Goldstone’s theorem, which is
the main topic of this thesis. In 1962, Jeffrey Goldstone published a paper with Abdus
Salam and Steven Weinberg, where they stated and proved the now-called Goldstone’s
theorem. This says that if a global continuous symmetry of the Hamiltonian is broken
by the ground state of the system, there will be a number of massless excitations in the
spectrum [6]. These massless modes are known as Goldstone bosons. The theorem re-
quires Lorentz invariance in the system. There will be as many massless modes as broken
symmetries.

1.2 Structure of the thesis

The title of this thesis is Goldstone bosons at finite density. Our goal is to find these mass-
less modes in such systems. We will be studying O (V)-symmetric theories which are used
as effective field theories in condensed matter and high-energy physics. The concept of
symmetry group will be fundamental in this thesis. We only introduce them in this section,
but all of them are explained in detail in their correspondent chapter.

The thesis is organized as follows: we first, in chapter two, introduce the reader to the
concept of spontaneous symmetry breaking by using the Schrodinger Lagrangian, that is,

2



1.2 Structure of the thesis

an F(2)-symmetric non-relativistic field theory, which is the simplest case where SSB
appears. In chapter three, we study an SO(2)-symmetric theory, focusing on finding
the Goldstone bosons and checking that they remain massless after loop corrections. In
chapter four, we introduce a chemical potential to our SO(2)-theory. In this way, we
explicitly break the Lorentz invariance of the system. The new theory can be used to de-
scribe a Bose-Einstein condensate [7]. We will find the Goldstone modes and then use a
path integral approach to find some thermodynamic properties of the condensate. This is
known as thermal field theory. In chapter five, we study an SO(3)-symmetric Lagrangian
as example of a non-Abelian theory. As in the previous chapters, we will find the Gold-
stone modes and then introduce a chemical potential to see how it affects the number of
massless modes. Finally, in chapter six, we study the linear oc-model (LSM), as example
of an O(4)-symmetric field theory. We will follow the same approach as in the previous
chapters.
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Chapter

Spontaneous Symmetry Breaking

The goal of this chapter is to familiarize the reader with the concept of spontaneous sym-
metry breaking (SSB). We will start by reminding the reader of some basic concepts from
quantum mechanics (QM), like ground state and coherent state, and the so-called Fock va-
cuum of a Hilbert space. This will lead us to a rigorous definition of spontaneous broken
symmetries. Once we are done with this, we will illustrate this concept using the simplest
example where one finds SSB: a free non-relativistic (NR) field theory, i.e. a NR system
whose Lagrangian only has a kinetic term.

Our discussions in this chapter follow mainly from Refs. 2, 8, and 9.

2.1 Spontaneous breaking of continuous symmetries

In this section we will introduce and define SSB. In order to do this, we will start by
characterizing the Fock vacuum, which will require us to define first the ground state of a
system.

2.1.1 Fock vacuum

In QM, the ground state of a quantum system is defined as the state with the lowest energy.
The ground state of the Fock space is called Fock vacuum. The former is built of tensor
products of single-particle states |n), i.e., the Fock space is built from single-particle Hil-
bert spaces [10]. The Fock vacuum then is the state with no particles, |0). Any Fock state
can be built from the vacuum using the creation operator, dlt, as

o (af)m
Ini,ng...) _HW“))’ (2.1)

where the index k; labels the i-th state with momentum k. The Hermitian conjugate of
the creation operator is called the annihilation operator, a. These two operators obey the

5



Chapter 2. Spontaneous Symmetry Breaking

commutation relation
[k, 1)) = e (2.2)
where e is the Kronecker delta. This discussion concerning the creation and annihilation

operators leads to the definition of a coherent state. A state |«) is a coherent state if it is
an eigenstate of the annihilation operator [11]:

i) = o), 2.3)

where the pre-factor o = |a|e? € C is a complex number. We are assuming, for conveni-
ence in the notation, single-particle states so that we can drop the momentum index. It is
worth mentioning that the coherent states are normalized to one, that is, («|a) = 1. One
can express a coherent state in terms of the Fock vacuum by using the so-called displace-
ment operator D(«) [12]:

lo|?

la) = D()|0) = explad’ — a*a]|0) = e 2 e ‘X*deo“ﬁ|0>. 2.4

If we Taylor expand the exponentials and use a|0) = 0, we get

Z NG \n 2.5)

which is equivalent to writing a coherent state |«) in the basis of |n) [11]. The displace-
ment operator plays an important role in quantum optics but, in the context of this thesis,
it is just a unitary representation of a symmetry transformation. Using an operator analog-
ous to D(«a), we will build, later on in this chapter, coherent states for the Fock vacuum
of the theory we will be dealing with. It can be also proved that a coherent state built of
a symmetry transformation of the vacuum has exactly the same energy. We will see this
using the example of the NR-field theory in section 2.2.

As a final comment, if we have a system which is translationally invariant, we can label its
Fock states as eigenstates of the momentum operator. We can then make the substitution
[n) — |k). The exact discussion we made in this section then holds for the |k) states.

2.1.2 Spontaneously broken symmetry

Let us now consider a Lagrangian which is invariant under certain transformation. We then
define this transformation to be a symmetry of the system. Following Noether’s theorem,
if a system has a continuous symmetry, then there is a quantity which is conserved in
time [1]. At the quantum level, this quantity becomes a unitary operator in a Hilbert space
(named here, Q), and it is the generator of the symmetry. This is called the standard
Wigner-Weyl realization of a symmetry [13]. Following Heisenberg’s equation [14],

d~ noa Do

if there is no explicit time dependence, the time independence of Q becomes, at the
quantum level, a zero commutator with the Hamiltonian of the system (H):

[H,Q] =0 2.7)




2.1 Spontaneous breaking of continuous symmetries

We know from QM that, if an operator commutes with the Hamiltonian, they then share
a complete set of eigenstates. In our discussion above we defined the ground state of a
system to be the eigenstate of the Hamiltonian with the lowest energy. One would thus
expect that, if a system has a symmetry, the ground state would also be an eigenstate of
the operator that generates the symmetry.

This assumption we just made takes us to the definition of spontaneously broken symmetry.
The idea here is that the symmetry generator does not leave the ground state invariant. We
then say that a symmetry is spontaneously broken when the ground state of the system is
not an eigenstate of the charge operator Q.l Let |0) be a translationally invariant ground
state (e.g. a Fock vacuum). We assume this ground state to be a discrete, non-degenerate
eigenstate of the Hamiltonian H. In this way, it can be used as a one-dimensional repres-
entation of the symmetry group that governs the system. The condition for a symmetry to
be spontaneously broken can be then written in terms of the existence of a field operator
L/AJ such that [2]:

Jim (0[[Q, 9]0) # 0, 2.8)

This vacuum expectation value (vev) is called an order parameter. It follows that if the
ground state were an eigenstate of the charge operator, the vev in Eq. (2.8) would be zero.
Eq. (2.8) also suggests that the ground state is degenerate. Because Q commutes with H,
so does a unitary representation of Q of the form U = exp[z&Q] U will transform the
ground state into another with equivalent energy and, if we have a continuous symmetry
group, there will be infinitely many ground states with the same energy. Moreover, we are
working here in finite volume V, but, in the limit V' — oo, two ground states connected by
a symmetry transformation become orthogonal (We will show this with an example later
in this thesis).

Since we can have infinitely many equivalent ground states, the question on how to make
the proper choice of the ground state arises. We need here to distinguish between systems
with finite and infinite volume. In the latter, the ground state is completely degenerate
since the tunneling transition amplitude from one state to another decreases exponentially.
On the other hand, in a quantum system with finite volume, the ground state is usually
non-degenerate. We would still have infinitely many energy-equivalent ground states, but
the exact degeneracy would be lifted by boundary conditions. The “true” ground state
then is a superposition of all these states. In order to lift the degeneracy, one introduces an
extra symmetry breaking term in the Hamiltonian.? The new term in the Hamiltonian acts
as a small perturbation, and by choosing the appropriate one, the corresponding ground
state can be selected. Taking then the infinite-volume limit, the splitting of the energy
levels can be neglected since it is much smaller than the energy difference induced by the
perturbation. The explicit symmetry breaking term can then be removed by adiabatically
switching it off. This last step will not disturb the vacuum.

The notation charge operator comes from Noether’s theorem. The expected conserved quantities are called
currents or charges

2This is equivalent to a system with a non-exact symmetry. Meaning that the symmetry is perturbed by a
small perturbation.




Chapter 2. Spontaneous Symmetry Breaking

In the following section we will use everything we have explained above in the context
of a non-relativistic field theory. We will find symmetries for a Lagrangian and build a
Hilbert space out of its Fock vacuum. We will then see how two symmetries will be spon-
taneously broken by computing their order parameter. Finally, taking a chemical potential
1 as small perturbation to the Hamiltonian, we will be able to choose the proper ground
state for the system out of the infinitely many there will be.

2.2 The Schrodinger Lagrangian

In this section we will illustrate the simplest case of SSB using the Schrodiger Lagrangian
as an example of a non-relativistic field theory. We first consider the following Lagrangian
for a complex scalar field [15]:

1
2m

1 0 0
L=— |l v+ (—5yf V) (V). 2.9

5 |05+ (5| = 5= (T9) (V) 29
Note that there is not a potential in £ and thus it is a free theory. Even though we will
work in this simple case of a free theory, adding a potential V' ()T+) would not affect the
derivations that we will perform later on.

Because we are considering a complex field, we can point out that ¢ and ¢! are inde-
pendent. The reason behind this is the numbers of degrees of freedom. Here, we are
dealing with a complex field and thus, we must have two degrees or freedom, the real and
the complex part of the field. Then, either we consider

L
V2

treating 1/, and v, as independent; or, as we are doing here, consider ¢ and 9 to be in-
dependent.

w = (1/)1 +2¢2)7

As mentioned before, we are dealing in this section with the Schrodinger Lagrangian.
We expect that by computing the Euler-Lagrange(E-L) equation for this Lagrangian, we
will get Schrodinger’s equation. Let us check this. For a non-relativistic field, its E-L
equation has the following form] [16]:

0 oL o oL oL
otowt) — ~o(Vyl) 0

St (2.10)
We now apply this to Eq. (2.9). Because we are working in Minkowski space-time, we
need to remember that there will be an extra minus sign in front of the spatial-derivative
operator, (Vi)T(Ve)) = —(9;47)(0%)). We then have:

0 oL i 0 oL 1 oL i 0
sz " o ~ (@) e ha
Plugging this into Eq. (2.10), we obtain Schrodinger’s equation:

01,




2.2 The Schrodinger Lagrangian

Lastly, because we will be using it later on, we will derive the Hamiltonian for this system.
We first Legendre transform Eq. (2.9):

H=> mi— L, (2.12)

where 7 is the canonically conjugated momentum, 7 = 9L/ Ovp; i sums for the collection
of fields and 1 stands for derivative with respect to time of the field. We finally have:

1
H =5 (Vi) (V). (2.13)

We will make use the Hamiltonian later in this text to check whether the charge operators
are conserved or not.

2.2.1 Symmetries

Continuing our study of SSB in the Schrodinger Lagrangian case, we proceed to look un-
der which transformations the Lagrangian in Eq. (2.9) is invariant, that is, what symmetries
the system has. The first, and easiest, one to notice is a U (1) transformation of the form:

P — ey,
T (2.14)

which corresponds to a rotation in the complex plane. Here 6 is a constant. If we plug the
transformations of Eq. (2.14) into the Lagrangian (2.9), we find
==L

5 (e—wqw) % (eiaw) _ % (efie,w’[) (eiaw) _ ﬁv (efiﬁwf) \V4 (€i0¢) ,

and because 6 is a constant with respect the time and space derivatives, the phases can-
cel and we are left with the Lagrangian (2.9). The next two symmetries we find in the
Lagrangian of Eq.(2.9) are translational transformations of the form:

= = +0, (2.15)
Y= =y +ib, (2.16)
where again 6 is a constant. We substitute, for example, Eq. (2.15) into (2.9). Again, since

0 is a constant with respect the time and space derivatives, we do not need to worry about
the terms proportional to 1/2m in Eq. (2.9). We then get the following:

L= - % [(z/ﬂ +9)%(w+9> - %(W +O)(Y +9)

1
{W;w(—;w*)w - %%w—ww. 2.17)

i
2
Comparing to Eq. (2.9), we notice that we have an extra term proportional to the time
derivative of the fields. This term can be explained if we think of 6 as an infinitesimal

9



Chapter 2. Spontaneous Symmetry Breaking

translation. By doing this transformation, the Lagrangian changes as well as £ — £+ dL.
We then see that the extra term in Eq. (2.17) corresponds to £ and, since the 0; (1) — 1)
term is a total derivative, following the Principle of least action [16], it does not affect the
current associated with the symmetry.

We have thus seen that the Schrodinger Lagrangian is invariant under the transforma-
tions specified in equations (2.14), (2.15) and (2.16). These correspond to a rotation in
the complex plane and two translation in this plane defined by the real and complex part
of the field ¢. All these transformations generate the Euclidean group E(2) of motion in
the plane. This group has as subgroups the group of special rotations in two dimensions,
SO(2), and the group of translations. Eq. (2.15) is an example of an E(2) transformation
taking the identity matrix in two dimensions, I, as the rotation. Taking for instance

o))

Eq. (2.15) can be written as:

U L 0 61\ [t
Yy | =(0 1 02 (2], (2.18)
1 00 1)\1

where the matrix belongs to F(2). The discussion we made here using vectors applies to
the Lagrangian even though we are dealing with scalar fields. The reason behind this is
what we mentioned before about the number of degrees of freedom (we need to have two),
plus the isomorphism between U (1) and SO(2), which will be explained in more detail in
chapter 3.

2.2.2 Conserved currents

From Noether’s theorem, we know that for any symmetry there has to be an associated
conserved Noether current [1], given by:

e oL
JH = Z méwz, (2.19)

where 1 sums over the Minkowski metric, 0, = (0, V), and 7 sums over the collection
of fields, so that we take into account the Hermitian conjugate field. Written explicitly, we
have a scalar part of the current and a vector one:

7= 80" T a0 (2.20)
. oC L ;
e 0(%)51/’ * 8(V¢T)5w : 2.21)

The term d1); corresponds to a small variation of the fields. In order to find these small

10



2.2 The Schrodinger Lagrangian

deviations, we take transformations such as v — v + §y. We, for instance, take an
infinitesimal U (1) transformation to first order in 6:

= ey~ (1+i0)y,
Pt = eyl ~ (1 —if)yf,
which gives:
S1h = i, syt = —igyt. (2.22)

Introducing now Eq. (2.22) into equations (2.20) and (2.21), we get the expressions for the
currents associated with the U (1) symmetry. Note that since 6 is an arbitrary constant, we
can set it to one without loss of generality. We then have:

70 =T, (2.23)
_ ot — ot
SV =¥t (Ve e24)

We also saw that the Lagrangian in Eq. (2.9) is invariant under the transformations of
equations (2.15) and (2.16). We thus have two more conserved currents. We need again
to find the expression for §¢) and d1f. If we take an infinitesimal § ~ O(¢) and compare
again to 1 — 1 + v we find for the transformation (2.15)

j:

sy = syt = 6. (2.25)
Substituting these expressions into equations (2.20) and (2.21), we get:
. 7
=5 =N, (2.26)
. 1
j= — %(vw + Vo). (2.27)
For the transformation v — v’ = 1 + 16, we find
51 = —opt = i), (2.28)
which gives the following currents:
) 1
;=50 +0h), (2.29)
. 1
j=5 (Vv -Vl (230)

And again, as we did with the currents associated to the U(1) symmetry, we have set 6 to
one without loss of generality.

2.2.3 Total charges

From Noether’s theorem, we know that there is a quantity which is conserved in time
associated with each symmetry of the system. This quantity is called fotal charge and can
be defined by integrating the charge density, j°(z) in Eq. (2.20), in a large volume V'

Qz/ d*z j°. 2.31)
\%

11



Chapter 2. Spontaneous Symmetry Breaking

Naming the scalar currents of equations (2.23), (2.26), and (2.29) with subscripts i =
0, 1, 2, we have the following total charges:

Qo= / d’x Pl (2.32)
v
7
Q1 =3 / &’z (¥ =), (233)
1%
1 ;
Q2 :f/ >z (¢ + 7). (2.34)
2 Jy
Let us check that these charges (Q; are conserved in time. Let us take, for example, Q2:
d 1d
20, =-— [ & Ty
@~ 2a ), z(¥+97)

The time derivative is a linear operator which commutes with the spatial integration. We
can thus rewrite this expression as:

do [ g [0, d0f
5= o (G ) @3

where we have dropped the one half factor for convenience. Now we recall that these fields
have to follow Eq. (2.11). We can thus make the substitution —id; <> ﬁVQ. We then
have:

; .
Q2= %/Vd% (V2 + V2).

Now, the theorem of divergence says [17]:

/d%V-A:/d% A, (2.36)
1% S

where A is a vector field. We can apply Eq. (2.36) to (2.35), using that V¢ = V - (V).
We have:

J .
an = ﬁ/gd% (V1) + (V)T (2.37)

We now look at the continuity equation:

o d .
gt = %]0“"81'.] =0

d
3 s
:/dxv ‘H_dtQ
o ., d
S

We thus expect that ()2 and its correspondent vector current satisfy this relation. Let us
check this. Substituting equations (2.37) and (2.30) in (2.38) gives:

A N oty b e _
zm/sdx(vw)ﬂvqp) +2m/sdx(V1/) v¢)_m/3dxv¢_o. (2.39)

Q- is thus conserved in time. The procedure to show that Qg and )1 also are conserved
in time is analogous to the one we have just performed.

12



2.2 The Schrodinger Lagrangian

2.2.4 Second Quantization

Until now, we have been dealing with fields at the classical level. Our goal here is to
quantize the currents we derived above and compute their commutators. In order to do
this, we introduce the representation of the fields in terms of the operators d}; and ag of
creation and annihilation (of particle states), respectively. Our complex field can then be
expressed as® [18]

n 1 i A n 1 —i(k-r—wt) A
w(r’ t) _ W Zez(k'r7Wt)(lk : wT(r’ t) _ W Z e (k t)a;fp (2.40)
k k

where we restrict ourselves to a system with finite volume V. The field operators obey the
canonical equal-time commutation relations:*

[W(x),91(2')] = 6(z — '), (2.41)

where §(z — 2') is Dirac’s delta function.

Equations (2.40) and (2.41) follow from the second quantization formalism. In this form-
alism, a single particle operator is represented by [18]

N

B = b(z:) = > _(K[bK)aa, (2.42)
=1 kk’

where

(K’ [B[K) = / dr i (£)b(r) ().

It now follows to write the Hamiltonian in Eq. (2.13) in this formalism. From Eq. (2.42),

we have:
vaz / dr (kk') e KKrat gy (2.43)

Kk’
We can identify from the expression above as a Kronecker delta [18]:

1 . /
Ok = v /dr et k=kr, (2.44)
Then, the sum in k’ in Eq. (2.43) gives zero for k # Kk’ and we are then left with:
'S
H = Z —akak (2.45)
Continuing towards the main point of this section, we proceed to quantize the Noether
currents we calculated before. We start with () by inserting the expressions for the fields

in Eq. (2.40) into (2.32):
/ Bt = /dr > etk Kl gy, (2.46)

kK’

3 We are assuming here periodic boundary conditions, that is ¢(x + L) = 9 (z), where L3 = V
4We are assuming here bosonic fields. If the fields were fermionic, the relation (2.41) would be written in
terms of anti-commutators.

13



Chapter 2. Spontaneous Symmetry Breaking

where we again recognize a Kronecker delta. Inserting then Eq. (2.44), we obtain

Qo= afa. (2.47)

k

Proceeding in the same way with Ql and Qg, we have:
G=5= / dr [ — emra] (2.48)
Kk
~ 1 . .
Q= 3 / dr [y + e~ 7af) (2.49)
K

Comparing the relations above with the expression for the Kronecker delta in Eq. (2.44),
we can recognize in both equations (2.48) and (2.49) a dxo. The sums then give zero for
all k = 0 and we find:

Q1= %\/17 (do - dé) : (2.50)
Qo = %\FV (do n &T) . 2.51)

Now that we have quantized our charges, we are able to compute their commutators. We
will use two identities which follow from Jacobi’s identity. These are [19]:

[A+ B,C] =[A,C] +[B,C),
[A, BC] = [A, BIC + B[A,C]. (2.52)

For convenience, we will first explicitly compute the commutators between the charges
Qo and Q1. We have:

[do — Qg , akak] = [&Oa dlt&k} - [&57&11;&1(]
= [ao, &, |y, + @} [ao, ax]
— [af, aflax — affad, ]

= axdko + dl(Sko

where, in the last step, we used Eq. (2.44) and the fact that J;; = ¢;;. We now recover the
constants and the sum over k and all terms with k # 0 vanish. Finally:

Q1. Q0] = SV (0 + ) = i, 253

The procedure is analogous for the commutator between QO and Qg. Skipping here the
middle steps, we have

Q2 Qo] = V7 (0 — ) = ~in. (2.54)

14



2.2 The Schrodinger Lagrangian

Finally, the commutator between the charges Ql and Qg ia given by

[Ql, QQ} = —Vlao — af, ao + al] = %Vﬁ. (2.55)

The commutators we have computed here should give the Lie algebra of E(2). If we com-
pare these with the commutators we have in Appendix B.4, we see that the commutators
between Qo and Ql,g are identical to their classical form. The problem arises in Eq. (2.55).
Let us not forget that Q1 and Q generate translations and thus, one would expect that their
commutator vanishes, since two translations commute at the classical level, as we can see
in Appendix B.4. Eq. (2.55) shows that, at quantum level, the algebra of FE(2) develops
a central charge, that is, an operator that commutes with any element in the symmetry
group [2].

Before closing this section, let us check that the total charges that we have derived are
the generators of their respective symmetries, as we proved in general in Appendix C.2.
We will follow the derivations we made in the general case. Let us for example check Q.
We build a unitary representation of this generator through its one-parameter family and
apply it to the field as follows

Y = = UypU ™! = 'Qoqhe™iQ0, (2.56)
If we expand the exponentials of Eq. (2.56), we find:

¥ =)' = +i[Qo, Y. 2.57)

Following the derivations of Appendix C.2. , the commutator of Eq. (2.57) gives

[Qo, Y] = —idy = 0y,

where we used Eq. (2.22). If we now substitute the result of the commutator in Eq. (2.57)
we see that we recover a U (1) infinitesimal transformation.

And finally in this part, since we have seen that some properties of the currents do not
hold at the quantum level, it is worth to check if the currents Qi still are conserved in time
after quantization. We recall Heisenberg’s equation, Eq. (2.6), for the time-evolution of an
operator. It follows from it that an operator with no explicit time dependence is conserved
in time if it commutes with the Hamiltonian, Eq. (2.7). Let us, for example, compute
[H, Qo], where ‘H and Qo are given by equations (2.45) and (2.47), respectively. Using
that

[AB,CD] = A[B,C]D + AC|B, D] + [A,C]DB + C[A, D]B, (2.58)

and dropping again the sums over k and k’ in the middle steps, we have:

af la, af Jaw + afal, lax, aw] + [a), af)axaw + al, [a), awlak = (afaw — af, ax) o,
(2.59)
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Chapter 2. Spontaneous Symmetry Breaking

where we again used Eq. (2.44). Recovering the sum, we finally have

[, Qo] = 5— > K (afaw — afax)de
2m o
1
= — K4 ax — aax) = 0. (2.60)
2m "

And thus, Qo is still conserved in time after quantization. The derivation with the remain-
ing (1 and ()5 is analogous to the one we have just performed and gives that both are still
conserved at the quantum level.

2.2.5 Spontaneous symmetry breaking

In this part of the thesis we will apply all theory explained in section 2.1 to the Schrodinger
Lagrangian.

Broken generators As we said before, a symmetry is spontaneously broken when the
ground state of the quantum system is not an eigenstate of the symmetry generator. This
is equivalent to having a non-zero order parameter. Let us thus compute it for our three
generators. Let |0) be a translationally invariant ground state for our system. We start with
[QO, w] and, again, we will explicitly compute first the commutator between the creation
and annihilation operators:

[afak, aw] = aflax, aw] + [af, aw]ax = —ducax,

where we used equations (2.52) and (2.2). We can now compute the order parameter:

e

. A N 1 _ ik’ r ,
‘/]51100(0“@071/)“0} = lim Ze (0|akdxx’|0)

kK’

: e—zw ik-r
e (0]ak|0) = 0, 2.61
Y §k (O[ax|0) (2.61)

where we used ax|0) = 0. Thus, |0> is an eigenstate of Qg and, therefore, the generator is
not broken. Let us continue with [Ql, 1/)] Starting with the commutator:

[ag — a;r) , k] = [ao, ax] — [%ﬁk] = ko

and thus, the order parameter is

lim (0][Q1,%]]0) = lim — wtze%k'o|5ko|0>

V=00 Vo0 2

— lim Lemit(o]0) = *M#o (2.62)

V—=o0

This shows that Q; is spontaneously broken. The same happens with Qg. We thus have
two broken generators. Following Goldstone’s theorem,’ there should be, for each broken

5To be discussed in appendix D.
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2.2 The Schrodinger Lagrangian

generator, a state in the spectrum that couples to the associated current. We must mention
here that this statement only applies to Lorentz invariant theories. In our NR case, which
is not Lorentz-invariant, it is not true. We will still have massless modes, but the number
of modes does not need to coincide with the number of broken generators. In this case, we
only have one mode even though two generators are broken [20].

Coherent States Let us now continue our discussion of SSB by building coherent states
from the vacuum |0). In order to do this, we introduce a unitary representation of £/(2)
generated by the charges ()1 and Q)s:

U(z) = expli(a1Q1 + a2Q2)]. (2.63)

Introducing the second-quantized expressions for Ql and Qg in equations (2.50) and (2.51)
we have

U(z) = exp :i(a1Q1 + 042(22)}
[ivV

(ml(ao —af) + as(ao + ag))]

= exp _ 5
= exp z\év(—z) (&0(0[1 —iag) + &8(0[1 + iOzz))}

= exp “2V<zag - z*aoﬂ , (2.64)

where we introduced the complex number z = «; + is. The representation U (z) trans-
forms the vacuum |0) into a coherent state |z):

|2) = exp l\f (zag - zao)] |0). (2.65)

Let us make some comments about Eq. (2.65). First of all, the state |z) is an eigenstate of
the annihilation operator ag. Let us check this. We start by splitting U into two separate
exponentials. By doing this, we have a term like exp[—z*dg], which annihilates the va-
cuum, that is, gives a zero; and another one which we now expand in Taylor series. We
have
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Chapter 2. Spontaneous Symmetry Breaking

By using the commutation relation in Eq. (2.2), it can easily be proved by induction that
ao(ad)™0) = n(af)™=1|0). Inserting this result in the sum, we are left with:

> (Z‘;V> %ao(aé)”lm = Z‘Qﬁ > (ﬁ?) " _1 1)!(a(§)”-1\o>.

n=0 : n=0

By making now the substitution m = n — 1, we recover the exponential. We can also
introduce back terms like exp[—z*do], since we would only be adding zeros. By doing
this, we recover the operator U(z) and hence, we recover the state |z) on the RHS. We
then have
V'V

L 12).
We have shown that the state |z) is an eigenstate of the annihilation operator ¢ with eigen-
value zv/V /2. By performing an analogous procedure, we can show that the state |z) has
exactly the same energy as the vacuum |0). We would only need to apply the Hamiltonian
in Eq (2.45) to |z) and proceed as we just did.

dolz) = (2.66)

In section (3.5.2), we mentioned that two arbitrary coherent states are orthogonal in the
thermodynamic limit. We will show it here. In order to do this, let us compute the mag-
nitude of the scalar product of two coherent states. We have:

('|2) = (0] exp [‘/2? <z*'a0 - z’agﬂ exp [\/2‘7 <zag - z*d0>] 0).  (2.67)

We start by making use of the Baker-Campbell-Hausdorff formula [19]:

ete? = exp [A + B+ %[A, B] + 1—12[A, [A,B]] +.. ] : (2.68)

Naming e.g. A to the first exponent and B to the second in Eq. (2.67) and by applying
Eq. (2.68), we can write the term inside the bra-ket as two different exponentials.® The
first one corresponds to the commutator of the two exponents [A, B] whereas the second
is just the sum of the exponents A + B. We then have

g <&o(z’ —2)" —aj(2 - Z))] 10)-

7] ol Vf (o' - >)] exp [‘f (- ))] 0)

1
exp {4‘/2 - z’|2] . (2.69)

(#']2)

\%
(0] exp [—4|z - 2’2} exp

I
@
o}
ol
|
~
|
n

This result tells us that any two ground states connected by broken symmetry transforma-
tions become orthogonal if we take the infinite volume limit, V' — oo.

6We can restrict ourselves to first order in commutators, since the higher-order will vanish when applying
them to |0).
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2.2 The Schrodinger Lagrangian

Choice of ground state We will conclude this chapter by applying the technique we ex-
plained in section 3.5.2 to the Schrodinger field. As we saw before, because the generators
Ql and QQ commute with the Hamiltonian, we can have infinitely many degenerate ground
states. All these are connected through the symmetry transformation U(z) in Eq. (2.64).
This implies that any state |z) defined as in Eq. (2.65) can be chosen as ground state. This
will not change the fact that Q1 and Qg are spontaneously broken.

We start by introducing an explicit symmetry breaking term in the Hamiltonian in Eq. (2.45).
The new one now is:

Hy =H — pQo, (2.70)

where 1 plays the role of a chemical potential. We can get the energy of a state |z) by
computing the expectation value of H,, in that state. In order to do this, we first compute

the expectation value of Qo in a state |z). From its expression in Eq. (2.47), we have

A + 1
(2|Qolz) = Z<z|&l'(dk\z> = ZVMQ, 2.71)

k

where we used Eq. (2.66). This implies that the energy of a state |z) is:
Lo
(z[Hpulz) = = nul=lV. (2.72)

which implies that the chemical potential must be negative, in order for the system to have
a ground state. We now take the infinite-volume limit, V' — co. We can clearly see that
only the state |0) becomes the single non-degenerate ground state, whereas any other |z)
diverges in the thermodynamic limit. We thus conclude that the “true” ground state of
the system is the Fock vacuum |0) itself. The last step of this technique is to remove the
explicit symmetry breaking term,—u(Q)o, by adiabatically switching it off. This can be
achieved by just taking the limit y — 0.

2.2.6 Hilbert space

Now that we have found the ground state of the system, we can close this chapter by
building the Hilbert space. Let |n;) denote an excited state with momentum k;. The state
|1, ma, ... ) is then built of tensor direct products of |n;) as stated in Eq. (2.1).

We have showed before that two states |z) and |z’), connected by symmetry transforma-
tions, are orthogonal. Let |n1,no,...) and [nf,nj,...) be two states in our Hilbert space.
Let us check that they are orthogonal, for n > n/,

n 'IL—W,/
=) e (af)" " [0). (2.73)

(o) @)"10) = 7
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Chapter 2. Spontaneous Symmetry Breaking

We then have

= [ 6nn:- (2.74)

‘We have thus checked that they are orthogonal. As we also stated in section 3.5.2, the states
[n1,ma,...) are eigenstates of the Hamiltonian and of the charge operator. Consequently,
in our case, they are eigenstates of the shifted Hamiltonian 7. The eigenvalues for H
and QO can be easily computed by applying equations (2.45) and (2.47) to |n1,na, ... ).
We skip here the middle steps and jump straight to H,,. We have

k2
H#|n1,n2,...>: [(Z%—u) nal |’I’L1,’I’L2,...> (275)

We finally adiabatically turn off the perturbation, i.e., ;x — 0. This gives us the dispersion
relation for the mode: 2

=5 (2.76)
When k — 0, the energy vanishes. This means that the mode is massless. Hence, we have
checked that the number of broken symmetry generators does not always coincide with
the number of massless modes when the theory is not Lorentz-invariant as we mentioned
in section 2.2.5. In this example, we only get one massless mode after SSB, even though
we have two broken generators.
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Chapter

Complex scalar field

In this chapter, we study a charged scalar field as example of an SO(2)-symmetric theory.
We present the Lagrangian and find its symmetries, which we proceed to spontaneously
break. Goldstone’s theorem predicts that there will massless modes associated with the
broken symmetries. We will check that the modes remain massless after loop corrections.

3.1 Introduction

Consider a complex scalar field ®, described by the following Lagrangian:

L= (0,8 (0"®) — m?dTd — %(qﬂ@)?, (3.1)

This Lagrangian is invariant under U (1) transformations, which are
P — P, ol — Wt

If we plug these transformations into the Lagrangian, we notice that it is still invariant:
. . , , A ,
L =[0,(e0d)][0" (e ®)] — mie PdlelP — 6(6—19(1)1619@)2'

Since the phases commute with the scalar fields, they cancel and we recover the original
Lagrangian in Eq. (3.1). As we introduced in the previous chapter, the U(1) symmetry is
equivalent, or more accurately isomorphic, to an SO(2) symmetry. This can be understood
by thinking in terms of rotations. On the one hand, a two-dimensional real vector can be
rotated by a two-dimensional matrix R(f) € SO(2) in the real plane. The most well-
known representation of an SO(2) matrix is given by:

R(O) = <cos9 —Sin9>'

sinf  cos6
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Chapter 3. Complex scalar field

On the other hand, a two-dimensional real vector can be written as a complex scalar since
both have the same number of degrees of freedom. A U (1) transformation, multiplies the
complex scalar by a phase. As a consequence, it rotates it in the complex plane.

Since ® is a complex scalar field, we can rewrite it as

P = %wl T ida),

where ¢, and ¢9 are real scalar fields. When plugging this into Eq. (3.1), we find:

1 A
£ = 51(0u61)* + (9u2)” = m* (81 + 63)] — (67 + 62)°, (32)
which corresponds to two A¢? theories for each real field.! Here, we recognize the poten-
tial V(gf)l, ¢2)2
1 A
V(é1,62) = m*(61 + 63) + 33(61 + )" (33)

This potential is called a Mexican hat potential because of its form when we represent it
in the ¢, — ¢ plane. We assume m? < 0, which will make sense in section 3.3:

Figure 3.1: Mexican-hat potential. In this figure, the parameters m and A have been set to one

3.2 Feynman rules

Let us now derive the Feynman rules for the modes ¢, and ¢o, i.e., we will specify the
propagator for each mode and their vertices.

Plus an interaction between the fields
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3.2 Feynman rules

Let us first rewrite the Lagrangian (3.2) as Lo + Liy, Where

Lo =51(0,00 + (@02 — (6% + ) G4
A
L= 563+ 637, (5)

The propagator can be derived from the action for the Lagrangian:

S= [ d'ato = [ do5l@00° + @uaf - mA(@ + . GO
Q Q

Note that L describes two independent real scalar field with the same mass and hence
their propagator will be the same. We can drop the subscripts and just consider an arbitrary
real scalar field ¢. The kinetic term %@@8”(;5 can be rewritten as %[@L((gﬁc‘?“qb) — ¢0¢]),
with 0 = 0,0". By partial integration, the first term vanishes since it is a total 4-
divergence. We are left with:

S = / d*z — 1<;5(D +m?)¢. (3.7
Q 2

The propagator A(xz, x’) is defined from here as:
— (O +mA)A(z,2") = 6(xz — 2). (3.8)
By performing a Fourier transformation, we can go to momentum space and find A(k):

1
Alk) = o 0s T (3.9)

where we have introduced a factor e to avoid the divergence at k? = m?.

We proceed now to find the vertices factors. From the Lagrangian in Eq. (3.5), we can
see that we have a self-interaction for each mode ¢; and an interaction between the modes
¢1 and ¢5. The following Feynman diagrams represent them:

¢j(x1) ¢j(w2)  ¢r(w1) ¢1(72)

¢j(ws3) bj(za)  b2(y1) $2(y2)

Figure 3.2: Diagramatic representation of the interaction terms in Lin

For the self-interaction, we have 4! equivalent permutations for the fields. This gives a
symmetry factor of 4!. For the remaining diagram, we have 2! x 2! equivalent permutations.
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Chapter 3. Complex scalar field

This gives a symmetry factor of 4. The vertex functions are given by i Liy:

iA .
TR 4! = —i), (3.10)
for the self-interaction of ¢; and ¢4, and
iA iA
x4 =_—= A1
12" 3’ 1)

for the interaction between the two modes.

3.3 Spontaneous symmetry breaking

We now want to find the minimum of the potential in Eq. (3.3). We find, in fact, different
minima whether we consider a positive mass term in the Lagrangian or a negative one.
Independently of the sign of the mass term, the potential (3.3) is spherically symmetric,
which implies that we can choose the vacuum to point in any direction and, every possible
direction is physically equivalent. We choose the vacuum to point in the ¢; direction and
introduce its vacuum expectation value (vev), v, such that:

ov A
e =0 = wv(m?*+ v2) =0.
a¢1 Pr1=v ( 6

For m? > 0, we find the minimum to be at v = 0, while for m? < 0, we find

2
02— _767;“ , (3.12)

In Fig. 3.3 we represent the potential V' (v, 0) with V' defined in Eq. (3.3):

(a) (b)

Figure 3.3: Comparison of potential (3.3) for positive (a) and negative (b) mass term. The minimum
v = 0 becomes a maximum when m? < 0. In order to implement the graphs, we set m? = +1.5
and A =1

We will now spontaneously symmetry break (SSB) our Lagrangian. This is done by ex-
panding the fields ¢; as their vacuum expectation value plus quantum fluctuating fields
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3.4 Self-Energy

Xj+
pr= (p1)+x1= v+xu,
P2 = (P2) +x2 X2, (3.13)

with v defined in Eq. (3.12). We now substitute these expression into Eq. (3.2). We get the
following Lagrangian:
3m* 1 A A
L= 55+ 510x)" + (9ux2)’] +m?xi — coxa (i +x2) — (0 +x3)%, (3.14)
where we can see that there is no mass term for the field ¢5. Its propagator is then massless,
and so is the mode. It is a Goldstone boson. Our result agrees with Goldstone’s theorem
since we have a massless mode for one broken symmetry.

3.4 Self-Energy

After SSB, we have two new interaction terms:

A A
- grald +xa) - ;0a + )% (3.15)
which are represented by the following Feynman diagrams:

X2 X2 X1 X1 X2 X1 X1

X2 X2 X2 X2 X2 X1 X1

Figure 3.4: Vertices corresponding to interactions like x3, X1X3, X3x5 and X7, respectively. The
massless mode is represented by dashed lines.

The new interaction terms have a contribution to the self-energy of the modes, which
contributes to the mass. In this section we are checking whether the mode ¢ remains
massless after one-loop corrections, or not. In order to do this, we first build the self-
energy diagrams corresponding to the mode ¢, from the vertices in Fig. 3.4. We do this
by introducing two external lines to each one of the diagrams in Fig. 3.4 and restricting
ourselves to one-loop corrections. We get:

auh

)

|
\
/ + + 3.16

Figure 3.5: One-loop self-energy diagrams for the mode ¢-

\

25



Chapter 3. Complex scalar field

Let us now evaluate these diagrams. Starting from the left, the first one corresponds to
the self-interaction of the mode ¢-. Its contribution is given by
A
| 4
\ k1
/ = —iA | —— 3.17
A ! /(27r)4k2’ G179

which is a massless integral. This type of integrals cannot be regularized, but since they
are massless, they give a zero contribution at the UV limit. This diagram vanishes because
we are evaluating it at the minimum of the classical potential, i.e. we are choosing the
minimum of the effective potential to be where the classical minimum is. The second self-
energy diagram is the correspondent to the interaction between ¢ and ¢- (at Ist order).
Its contribution is given by

N
_iA / VTR (3.18)

e N - - = 3

We see that the integral is quadratically divergent. In order to evaluate this it, we use
dimensional regularization (DR). The reason for this is that DR preserves the symmetries
of the system [21, 22]. DR consists in performing the integral in d = 4 — ¢ dimensions
and then take the limit ¢ — 0 in the result. In this way, we isolate the divergent part by
splitting the result into finite and infinite parts. We now proceed to evaluate the integral.
We first write d"k = dQ,,dk k™1, where df2,, is an n-dimensional differential volume.

We have
/°° d"k 1 / /°° dk gt
o ( )" k2 + M2 n k2 L M2’

where n = 4 — . We have also made the substitution \/§m = M, for convenience.
The first integral gives a n-dimensional surface. In order to evaluate the second one, we
introduce the substitution & = M+/t. Then:

o dk kTt 1 1 tz 1
Y dt ) 3.19
/0 2m)n k2 + M2 2 (2m)n /O t+1 (3.19)

Here we recognize the integral to be an Euler’s beta function B(%,1 — %) [23]. Our
integral then becomes
1 27?2 n n M? n
M,L 2 (,’ _ 7) — M 47(1 — ), 3.20
(2m)" T(n/2) 2 2 (4m)n/2 ( 2 ) (3:20)

——
Qp

where we used that B (” 1—%)=T(%)'(1—%). We want now to substitute n = 4 — ¢

and expand the expression near the pole. The pre-factor of Eq. (3.20) cannot be expanded
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3.4 Self-Energy

for small £ since it is not dimensionless. In order to solve this problem, we need to multiply
it by a mass scale M*~™ such that [M] = [M]:

M2 M\ n
— | = ra--). 3.21
(4m)n/2 (M) ( 2) (3:21)
The Gamma function can be expanded as follows:
4— 2
F(l—g):F(l— 26):F(—1+§):—g—1+7+0(6), (3.22)

where we introduced the Euler-Mascheroni constant v = 0.57721 ... [24]. We will also
make use of
Me=efmM ] 4 eln M + O(e?). (3.23)

Before introducing the expansions (3.22) and (3.23), we multiply Eq. (3.21) by a factor of

-1 5 . . . . .
(elw ) * . In this way, we get rid of constants which do not affect to the divergence. This

procedure is called modified minimal subtraction (MS), which is a renormalization scheme
that not only removes divergences but also factors proportional to the Euler-Mascheroni
constant v [21]. We then have

1 2 M 2
127T2€)\m {1 +eln (M) +0(e )} ) (3.24)
where we can see that it diverges in the limit ¢ — 0.

The last contribution to the self-energy is the one corresponding to the interaction ¢ ¢2¢@s.
By looking at its diagram in Fig. 3.4, we see that we have a symmetry factor of 2. The
contribution is then given by

1 1

—ivA\? [ &k
2
---O-- 7 < 3 > /(27T)4k‘2+2m2(k:+q)2+2m2’ (3:25)

with v? defined in Eq. (3.12) Here we have given momentum k to the external lines of the
diagram and momenta k + ¢ and ¢ to the upper and lower branch of loop, respectively.

In order to evaluate integrals like the one in Eq. (3.25), we need to use the so-called Feyn-
man parameterization [21]:

1 ! dz
ab /0 [az +b(1 — 2)]2 (3:26)

We make a = k? + 2m? and b = (k + ¢)? + 2m? and find for the denominator
ab = [k? +2m?][(k + ¢)* + 2m?]
=k* +¢* +2m? + 2kq(1 — 2) + ¢*(1 — 2)
=p* 4+ 2m? + ¢*2(1 — 2), 3.27)
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Chapter 3. Complex scalar field

where we have introduced the variable p with p? = [k + ¢(1 — 2)]? in order to cancel the
term linear in k. The integral in Eq. (3.25) reduces to:

1 d4
/ dz / P - (3.28)
0 p? +2m? 4 ¢?2(1 — 2)]

which has an analogous structure to Eq. (3.18) if we make the substitution M?(z) =
2m? + ¢?2z(1 — z). We perform the integral (in p) in n = 4 — & dimensions in the same
way as before. We get:

n

es} n—1 [e%s} n_1
D 1. 4 t2 1. 4 (n n)
dp————==-M dt =-M"""B(=,2——=). 3.2
/0 P2 MR 2 /0 ESEE 327 3) G

. 2-2
We now recover all the pre-factors and introduce a mass scale and a factor of (%) ?In
this way, as we mentioned before, the pre-factor can be expanded and we cancel all con-

stants proportional to v. We get:

e\ % 1 2m/2 n ! M\
(%) @5 [ () - ew
2

We plug in the expansions (3.23) and I (%) ~
Eq. (3.25). This self-energy contribution gives:

S P /1d In M +0(?) (3.31)
19722 m € ; z i €)1, .

which, at zeroth order in €, has the same value as the self-energy contribution in Eq. (3.24)
but with opposite sign and hence the contributions cancel. If we go to first order in ¢,
the contribution in Eq. (3.31) depends on the external momentum ¢q. In order for both
contributions to cancel, we need q2 = 0. This is known as an on-shell renormalization
condition. We have checked that loop-corrections do not give mass to the field ¢ and thus
it remains massless after quantum corrections.

— v and recover the vertex factor of

In order to complete our discussion on one-loop corrections, we also need to take into
consideration one and two-point amplitudes, also known as fadpole diagrams. We will do
this in section 3.5.3, using a different parameterization for the field .

3.5 Polar parameterization
We now introduce the polar parameterization for our complex scalar field:

P = pe'?, (3.32)

where p and 6 are real fields. Substituting Eq. (3.32) into Eq. (3.1), the Lagrangian be-
comes:

A
L = p*(0,0)* + (9up)* — m?p? — 6/)4. (3.33)
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3.5 Polar parameterization

With this parameterization, the U (1) symmetry explained in section 3.1 becomes a shift
0 — 0+ «, being « is a constant. We see that the Lagrangian remains invariant by making
this substitution in Eq. (3.33).

Note that there is no mass term for the @ field in the potential. By using the polar paramet-
rization for the complex scalar field, we have made explicit that 6 is a Goldstone mode [8].

3.5.1 Feynman rules

We will now derive the Feynman rules for the fields p and 6. We first write the Lagrangian
in Eq. (3.33) in three parts, £L = L, + Lg + Lin, where

L, = (d.p)* —m?p?, (3.34)
Ly = p*(0,0)%, (3.35)
Ling=— %p‘*. (3.36)

The Lagrangian in Eq. (3.34) describes a real scalar massive field. Our discussion in
section 3.2 applies here and hence the propagator for the p field is the same as the one in
Eq. (3.9):

1
k2 —m?2 +ig’
The Lagrangian describing the 6 field only has kinetic term and thus its propagator is the
one for a real scalar massless field:

A, (k) = (3.37)

_ 1
k2 4ie
Note that in both Eq. (3.37) and (3.38), we have again added a term ¢ to avoid the diver-
gence in the limit k? — 0.

Ag(k) (3.38)

We lastly have Ly, which describes the self-interaction of the p field:
p(x1) p(x2)

p(x3) p(x4)
Figure 3.6: Vertex corresponding to interaction p*.

As we saw in section 3.2, the vertex factor is given by i Ly times a symmetry factor. In this
case, we again have 4! equivalent permutations for the p field and hence, the symmetry
factor is 4!. We find: ,)\

_ % Al = —4i), (3.39)

Note that the 6 field does not have interacting term in the Lagrangian.
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Chapter 3. Complex scalar field

3.5.2 Spontaneous symmetry breaking

The potential of the Lagrangian in Eq. (3.33) has again two minima depending on whether
the mass term is positive or negative. For m? > 0, we again find the minimum at v = 0.
For m? < 0, the potential is minimized at v? = —%. We now proceed as we did in
section 3.3 and choose the vacuum in the p direction, i.e., (p) = v and (§) = 0. We
expand p around its vev plus quantum fluctuating fields:

p=v+h,
and introduce the expansion in the Lagrangian (3.33). We get

3m* A 2)
=55 2—EM-§wﬁ+@P+mmx@m2@4m

As expected, there is no mass term for the mode # and hence it is a Goldstone boson.

L +(0,h)? 4+ h%(0,0)* + 2m*>h

3.5.3 Self-Energy

In this section, we proceed as we did in section 3.4 and compute the self-energy contri-
butions to the mode 6 in order to check if it remains massless after loop corrections. The
interacting terms after SSB are:

2
—%ﬁ—gmﬁuﬁ+%m@m% (3.41)

which are represented in the following Feynman diagrams:

h h
X ’ N /
h h 0,9 o+o 0,9 h

Figure 3.7: Vertices corresponding to interactions like h*, h?(0,0)?, h(9,0)* and h*, respectively.
The mode 0 is represented with dashed lines.

h o*0 h

h
\
\
\
>
[N
[N
4 \

/

The only two diagrams contributing to the self-energy of 6 are the second and the third in
Fig. 3.7 and, they generate the two following self-energy diagrams:

+ Q (3.42)

Figure 3.8: One-loop self-energy diagrams for the mode ¢-
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3.5 Polar parameterization

Note that the diagrams are exactly the same as in section 3.4 but with x; — h and x2 — 0
and different vertex factor. We know that these contributions cancel each other by demand-
ing an on-shell renormalization condition. Let us thus skip the middle steps in this part and
use the results we obtained in section 3.4 and, consider directly the tadpole contributions.

Two-point and One-point functions

Because the renormalization conditions we have used in the previous sections, new contri-
butions to the self-energy of the modes appear. We need to check that either all contribu-
tions vanish or they cancel each other, so that the mode ¢ (or #) remains massless.

We can get the one-point contributions are given by:

Figure 3.9: One-Point amplitudes.

The first diagram in Fig. 3.9 corresponds to the on-shell renormalization condition, which
is equivalent to saying that this first term vanishes and does not have any contribution to
the self-energy.

The second gives the following contribution

wA [ dk 1
e 3.43
----- O+ oo

which is the same integral as Eq. (3.18). We computed it, with a different symmetry factor
and we saw it gives a non-zero contribution to the self-energy. We lastly have the third
diagram, which gives a contribution of

dk 1
e T ) Y - 3.44
_____ Y i /(27r)4k2+u2’ (3.44)
\\ //
where we added a regulator 2, with [p] = [m]. In this way we can perform the integral

since otherwise the propagator is massless and we cannot regularize it. Once again, the
integral is of the form of Eq. (3.18). We know that the result is proportional to the regulator
12, hence we know that the integral vanishes in the massless limit. We thus have only one
non-zero contribution. Since the mode ¢- (and #) is massless, we will have to cancel this
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Chapter 3. Complex scalar field

contribution with a counter-term [25].

In a general renormalization scheme,the mass of the fields will be also shifted by two-
point functions [25]. From the diagrams in figure 3.9, we can build the following ones:

Figure 3.10: Two-Point amplitudes.

We notice that the diagrams in figure 3.10 are essentially the same as the ones in fig-
ure. The only difference between these diagrams and the ones in Fig. 3.9 are the external
momenta lines. But these will only contribute with a symmetry factor. The two-point amp-
litudes are proportional to the one-point ones; and since the former contribution vanishes,
so does this.
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Chapter

Spontaneous symmetry breaking in
systems at finite temperature

The goal of this part of the thesis is to study a system described with a charged scalar field.
These type of fields describe bosons with positive and negative charge, that is, bosons
which are each other’s antiparticles [26]. We will consider a complex scalar field with a
A¢* potential. We will first find the conserved Noether current j# and then couple them to
the Hamiltonian of the system through a finite chemical potential. We will go back to the
Lagrangian, work out the SSB and compute the mass spectrum of the theory. Once done
with this, we will compute the partition function for the system and derive the thermody-
namic potential from it.

Our discussions in this chapter follow mainly from Refs. 26, 27, 28, 29, 30, 31 and 32.

4.1 U) Symmetry and Noether current

Let us consider a complex scalar field described by the Lagrangian

Lo = (0,2)1(0"®) — m?*®Td — %(qﬂ@)% 4.1

with m? > 0. We saw in chapter 3 that £ is invariant under the symmetry group U (1),
i.e., the transformations

b — e,
of — 70T, 4.2)

where 6 is space-time independent.
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Chapter 4. Spontaneous symmetry breaking in systems at finite temperature

Since the system has a continuous symmetry, it follows from Noether’s theorem that there
is a current which is conserved in time. The current is given by:

Z oL
1 g —_—
] - a(auwa)ésoaa (43)

where the subscript a runs over the collection of fields. The infinitesimal transformations
dpg’s can be computed from Eq. (4.2) by expanding around 6 = 0. To first order in 6, we
have:

d— P~ (1+i0)d
of — 7T ~ (1 - i)D",
which gives §® = i#® and §®T = —idT. We then get for the Lagrangian in Eq. (4.1):

aLo oL, B : :
56.5° * 53, qﬁ)a@ = i0](0"®) @ — of (94D)]. 4.4)

=

Note that we can ignore the 6; the term in the bracket in Eq. (4.4) is still conserved. The
total charge  can be computed by integrating the charge density p = j° over a large
volume:

Q= /Qd?’x 30 = i/Qd?’x [(0°®)T® — &T(9°®))]. 4.5)

4.2 Adding a chemical potential

We will now compute the Hamiltonian H for the Lagrangian in Eq. (4.1). H is defined
as the Legendre transformation of Ly:

Ho = Tupa — Lo Zg’“%— 0, (4.6)

where 7, is the canonical momentum, ¢ means derivative of ¢ with respect to time and,
again, a runs over the collection of fields. From the Lagrangian in Eq. (4.1), it follows that
7 = & and 7t = &. This gives the following Hamiltonian:

Ho(m, ®) = nlm + (VO (VD) + V(dTd), (4.7)
where V(®T®) = m?®1® + 2(@10)2.

We can now couple H to the conserved charge. This is done by shifting itas H — Ho — pp,
where p = j is the time-component of the Noether current defined in Eq. (4.4) and p is a
nonzero chemical potential:

H(m, @) = nln 4+ (VO)(VP) — iu(rd — dTnT) 4 V(2Td). (4.8)

The next step now is to transform back to the Lagrangian. We first invert Eq. (4.6):

“2“%‘%:;“%‘%’ (4.9)
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4.3 Spontaneous symmetry breaking

where we used the Hamilton equation & = H /O7. For the shifted Hamiltonian we have:

q’>=7rT—i,u<I>—>7rT:<i>+iu<I>,
ot =714+ ipdt — 7= —ipdt. (4.10)

In the following derivation we will, for convenience, omit the potential V (®f®) since it is
not affected by the transformation. Plugging the expressions for 7 and 7! into Eq. (4.9),
we have:

(@ — ip®"d + (& + ipd®)d! — 7l — (VO (VD) + ip(n® — nldT)
=201d 4 ip(@d" — oTd) — &1 + 20T — (V) (VD) 4 in(dTd — doT)
= (00®)"(80®) — ip[(00®)'® — ©T(3D)] + p*@T® — (VO)' (V).

We see that the first three terms of the last line of this derivation can be rewritten as
(Oo + i) ®T (09 — ipu)®. Thus, the new Lagrangian is:

L= (0 +ip)®" (9 —ip)® — (VO (VD) — V(BTP), (4.11)

where we see that adding the chemical potential i to the Hamiltonian has the same effect
as gauging the O-component of the field (Jy — 9y + ij).

4.3 Spontaneous symmetry breaking

For convenience, we write the Lagrangian of Eq. (4.11) as
A
L= (0,2)(0"®) —ipu[(9p®) @ — &T(9p®)] — (m? — p?)DTd — 6(<I>Tc1>)2. (4.12)

We can see that the mass term is now shifted by the chemical potential p. Let us first
compute the lowest energy configuration of the field, that is, the value v of the field that
minimizes the potential V(&7 ®):

v °)% A .
O (D)= — = — = —m*)v+ Z0* =0, (4.13)
ﬂ o0 d=v/\3 6

where the factor 1/ v/2 was added due to normalization. We then find two solutions:

v =0 (4.14)
v2:§( 2 m?). (4.15)

In the Fig. 4.1, we compare the two solutions. Not that the solution v = 0 only occurs
when p2 < m?:
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Chapter 4. Spontaneous symmetry breaking in systems at finite temperature

-1 1 2z |m|

(a) (b)

Figure 4.1: Comparison between the two solutions for Eq. (4.13). Note that the minimum v = 0
becomes a maximum when p® > m?. In order to implement the graphs, we setm = 1, g =0, A =
lindlaandm =1,/u =2, A=1in4.1b

4.3.1 Mass spectrum before SSB

Let us recall that m? > 0. In the shifted Lagrangian of Eq. (4.11), the symmetry spon-
taneously breaks when the mass term of L is positive. We have two phases, a normal
phase, as shown in Fig. 4.1a, with /L2 < m?2 and a broken phase, illustrated Fig. 4.1b, with
p? > m?. Let us first assume p? < m?2. We only take the part quadratic in the fields in
Eq. (4.12). The propagator for £ can be then found from the action S

S = /d4x [(0,@)T(0"®) — ip[(0o®) @ — @T(9y®)] — (m? — p?) 2T D]
= /d% [T [-O—m® + p?] & — ip[(0p®) @ — @7 (9®)]] , (4.16)

where we partial integrated once in order to get [ = 0,,0*. If we now write the integrand
above as a matrix product like (¢ ¢2)D(¢1 ¢2), we see that the propagator D is not

diagonal:
o —O—m? 4+ p? —2ip0p
D= ( %0 O—m?4pu? ) 4.17)

We can compute the dispersion relation for the fields from the propagator. We first Fourier
transform it to momentum space:

L e —2iE
Di = ( 2%Eu B omi e ) (4.18)
where we used V. = —ik and renamed the 0-component, ko, of the 4-momentum to F.

The dispersion relation for the normal phase can be computed by demanding det Dy, = 0.
We will have a 4-degree polynomial and therefore four solutions. Taking only the ones
that have E2? > 0, we find:

(B —p)? =K +m?. (4.19)

Note that if we set i = 0, we recover the usual dispersion relation for a massive field of
mass m.
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4.3 Spontaneous symmetry breaking

4.3.2 SSB

As we mentioned before, SSB will occur when the mass term of the Lagrangian is positive.
Let us assume now that 2 > m? . We first recall that ® is a complex scalar field. We can
then express it using its Euclidean parameterization:

P = %(m +ida), (4.20)

where ¢ and ¢ are real fields. It follows that ®T® = 1(¢7 + $3), which implies that
(V) (V®) = 3[(Vé1)? + (V2)?]. Substituting Eq. (4.20) into (4.11), the remaining
term can then be expressed as:

(0o +ip)®T(9g — ipt) @ (30 +ip)(p1 — ig2) (0o — ip)(P1 + i2)
- 5[(90(/)1 — i0o¢2 + i1 + pio]
x [Oo¢1 + i00p2 — ipd1 + pucp2]
- %[(30%)2 +(9o02)?]

+ p[d2(0091) — ¢1(d092)] + %NQ(QS? + $3).

Rearranging all terms, we write £ in terms of ¢; and ¢2 as

L= %[(@@1)2 + (0u02)%] + pl2(00b1) — ¢1(oga)] — V (b1, d2), “21)

with
V{91, 62) = 3(m® — )6} + 63) + (63 + 63 “22)

The next step towards SSB is to expand the field around the vacuum, v. We choose the it
to be pointing in the ¢; direction:

$1 = v+ X1,
P2 = X2, (4.23)

with v defined in Eq. (4.14). We can now substitute these expressions into the Lagrangian
of Eq. (4.21). After rearranging all terms, we obtain

%(m4 —uh)+ %[(@le + (0,x2)*] + 1| x2(90x1) — x1(0ox2)

A
XT+x3)°. (424

p
soxa(xd +x3) — 5

22\ 2
(w* —m=)xq 6

Note that we have omitted the term proportional to dygx2. This can be done because it is a
total derivative and therefore, it will not affect the action or the equation of motion.
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Chapter 4. Spontaneous symmetry breaking in systems at finite temperature

4.3.3 Mass spectrum after SSB

We will now proceed to compute the dispersion relation of the modes after SSB. We start
by again taking the quadratic part of the Lagrangian in Eq. (4.24) and writing the action:

1
Sx = 3 /d4l‘ [(Bux1)? + (8ux2)’] + 21 {X2(50X1) - X1(50X2)] —2(u* = m?)xi.
(4.25)
We again partial integrate once, so that we can write (9,,x;)? = —x;0x;. The integrand

above can again be written as a matrix product like (1 x2)Dy(x1 x2)f, where D, is the
propagator after SSB. In momentum space, it has the form

2 _ 12 2 _ 9,2 ;
E* -k +2m* —2u 2iEu ) (4.26)

2y
The dispersion relation condition again is det D, (k?) = 0
det D, (k*) = E* — 2E°k® + kK* 4+ 2E%m? — 2k*m? — 6 %1% + 2k*p? = 0, (4.27)

and solving for E2, we have

F? =K —m?+3u° + \/m4 + 4K p2 — 6m2p2 + 9pd. (4.28)

We now expand the square root around k* = 0

202

E?=~k* —m? +3p> £ |m? — 3u> + ————Kk*| + O(k"). (4.29)
m? — 3u?
We thus have two dispersion relations:
2 p’—m? 4
2 2 ) G 4
EZ =6p” —2m” + ——5—— k™ + O(kK") (4.31)
3pu® —m

We can see that the dispersion relation in Eq. (4.30) is linear in k. This corresponds to
a Goldstone boson of type-1,!. Note that the mode becomes massless at z = m. On the
other hand, if we take the limit of k> — 0 in Eq. (4.31), we see that the mode has a mass
gap. Hence, this dispersion relation corresponds to the mode )1, which remains massive
after SSB.

In Fig. 4.2, we plot the mass term of £, named here M, as a function of the chemical
potential ;.. We see how SSB occurs at a critical value for the chemical potential, ¢ = m,
and how the mode ¢; acquires mass, while the mode ¢, becomes massless.

The energy of the mode goes as E ~ k2711,
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4.4 Partition function and thermodynamic potential

20
15 BROKEN — Mode ¢4
PHASE
— Mode ¢,
10 NORMAL
} PHASE
0.5
%920 0.5 1.0 1.5 20m

Figure 4.2: Mass spectrum of £ as a function of . We have shaded the phase before SSB. The axes
are normalized by the mass m. After SSB, the mode ¢2 becomes a massless mode.

4.4 Partition function and thermodynamic potential

Following now appendix F.1, we write the partition function Z, for the Lagrangian in
Eq. (4.21). Once again, we only take the terms which are quadratic in the fields. The
action, named here Sg, can be computed from £ by integrating it over space-time volume.
This time though, we integrate over imaginary time 7 = 4t:

17 3 2 2
Sg = 5/ dT/d f{[(ap%) + (0u02)7] + 21[p2(0o 1) — P1(0oh2)]
0
—(m? = p) (9 + ¢3)|.  (4.32)
The partition function is then given by:

7= /D[¢1]D[¢2] exp [ — &), (4.33)

where the fields ¢ and ¢- satisfy that ¢;(x,0) = ¢;(x,3). We now take Eq. (4.23) and
Fourier expand the quantum fluctuations of each real field with respect to the vacuum as
follows:

o1 = \/§C cos f + \/E Z Z exp[i(k "X — wnT)](bln(k)v (4.34)

n=—oo k
¢o = V2(sin6 + \/g n;m zk: expli(k - X — wnT)]don (K), (4.35)

where the parameters ¢ and 6 are constants which determine the low-energy behavior of
the fields, = 1/T is the inverse of the temperature and, V' is the volume. Comparing
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Chapter 4. Spontaneous symmetry breaking in systems at finite temperature

both Eq. (4.23) and (4.34), we notice that v = /2( cos@ and v/2(sin# = 0, which
implies # = 0. This shows that the U(1) symmetry is broken by choosing a specific
angular direction. We have also introduced as zeroth component of the 4-momentum, the
Matsubara frequencies, w,. The reason for this is that w,, are periodic and we want to
preserve the boundary condition of periodicity of the fields, ¢(x, 0) = ¢(x, 5) [26]. Given
n € Z, these frequencies are given by:

(4.36)

2mn /B for bosons,
Wn, = .
2n+1)r/8 for fermions.

If we partial integrate once Eq. (4.32), we can then express the integrand as:

—O0—m?+ p? —2ip10 h
(01 o2) ( 2%y O—m?4 N2> <¢2) . 4.37)

We now substitute the expressions for the fields in equations (4.34) and (4.35). The parti-
tion function then is

Z = exp|(?BV (1 — m?)] /D[¢1]D[¢2] exp [; ZZ (61 ¢2) D <£;)] ’

(4.38)

2 2,2 _

where D is:
24, w2 +w? -

and where we have introduced w = \/k? 4+ m2. In order to perform the integrations over
volume and over 7, we also used that:

S = % / P eikK)x, (4.40)

The next step is to compute the thermodynamic potential. We make use of Eq. (F.15).
Note that the partition function of Eq. (4.38) is a simple Gaussian integral in two dimen-

sions [13]:
1, ; (2m)2
2 ——g'Ajrt | = 4.41
/dmexp( 2:5 ”w> det A’ ( )

where A is a symmetric matrix. Putting all together, we express the partition function of
Eq. (4.38) as:

Z = exp [gQﬁV(ﬁ - m2)} exp [—; D> Indet D] . (4.42)
n k

The thermodynamic potential, here named 2, can be computed from Z by taking the
logarithm:

1
Q=—-InZ=-—
B

Q

g%vw —m?) - = ln <H I det D)] (4.43)
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4.4 Partition function and thermodynamic potential

We now proceed to evaluate the last term in Eq. (4.43):

Indet D = [H HB4 w2 +w? —p?)? + 4u2w§]]

=1In [H Hﬁ4 [wi 4+ w* + pt + 2002 — 2p%0% + 2w2wﬁﬂ .

n k

We now add and subtract 2wpw,, so we can complete a total square. In this way, the terms
inside the bracket can be rearranged like:

Indet D = In [H H54[wi + (w— w)Hw2 + (w+ 1)?]
n k

lanHBQw +(w—p)?]| +1n HH52w +(w+p)?|, 4.44)
where we used that In(a - b) = Ina + In b. The potential then reduces to:
Q=CV(p?—m? Zln [BPlwz + (w — p)? Zln [B2wz + (w+ p)?]] -

(4.45)

We now recall that w,, = 2mnT" and make use of Ref. 26 for the following expressions

[32 2 dx2
111[(271’71)2 + +/82w2] = /1 |:1:2+(2’/Tn)2 +1In[1+ (27.‘.”)2]:| ’ (4.46)
and 2
3 1 27° [e* + 1
n;oom77 |:e$—1:| ’ (4.47)

in order to perform the sum over the Matsubara frequencies. We first make the sub-
stitutions w — ¢ — w and w + g — w in the two last terms of Eq. (4.45). Substi-
tuting then equations (4.46) and (4.47), each logarithm in Eq. (4.45) can be written as
28w — In(1 — exp[—fw]). Performing the sum over w, makes w = Ej, where Ej,
are the dispersion relations defined in Eq. (4.28) . We finally take the continuum limit
> — [ d®k. The thermodynamic potential {2 then is:

3
Q :sz(ﬂ2 _mz) - V/ (g 153

[Ek +TIn (1 — exp[—B(Ex — p)])
+TIn (1 — exp[—B(Ex + p)]) |- (4.48)

Note that the first term in the integrand is independent of the temperature and leads to a
divergent integral, which we will proceed to renormalize in the next section. Note also
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Chapter 4. Spontaneous symmetry breaking in systems at finite temperature

that the angular dependence 6 does not appear in the result, which makes sense since the
theory is U(1) symmetric. The two other terms in the integrand represent the particle and
antiparticle contribution, respectively. This can be easily seen if we compute the charge
density p = QQ/V of the condensate. We apply Eq. (F.16) to (4.48) and then divide by the
volume V. We have:

d3k

(sopm o1~ swpm )
2m)® \exp[B(Ey —p)] —1  exp[B(Ex +p)] -1/
(4.49)

10

_ L 96 _9, 2
=gt = +/(

The first term of the integrand corresponds to the particle contribution to the condensate,
while the second term corresponds to the antiparticle contribution. Note that for p = 0,
both terms are the same and thus, they cancel, i.e., both particles and antiparticles make
the same contribution. We thus see that charge condensation requires a nonzero chemical
potential.

As a last comment before closing this section, it is worth mentioning that the free para-
meter ¢, which appears both in Eq. (4.48) and (4.49), is related to the charge carried by
condensed particles and, it can only be computed when || = m since at fixed temperature
and chemical potential, {2 has an extremum with respect to variation of (, hence it is zero
otherwise:

o9
™ (u? —m?)C. (4.50)

The parameter ¢ can then be obtained from Eq. (4.49) by setting |u| = m.

4.5 Renormalization

Let us now take a closer look at Eq. (4.48). If we take the limit 7" — 0, the integral corres-
ponds to the 1-loop correction to the classical potential, V. As we mention in section 4.4,
the integral diverges and we therefore need to renormalize it. Instead of renormalizing
Eq. (4.48), which is only evaluated at the minimum v, defined in Eq. (4.14), we want to
renormalize a general expression. We hence go back to the expansions in Eq. (4.23) and,
instead expanding around v, we expand around a background field, ¢(, which is equal to
v at the minimum. We make the substitutions ¢; — ¢ + x1 and ¢ — x2. The resulting
Lagrangian is

1
L= 5[(8;0(1)2 + (Oux2)?] + 1| x2(Box1) — x1(Box2)
1 A 1 A
= 3(m* =%+ 50Xt + 5 (m* —1® + Tho)xz + (4.51)

where we have only included terms quadratic in the fields since they are the ones contrib-
uting to the actions and hence, the terms we need in order to find the dispersion relations.
As usual, we get the propagator from the action by partial integrating once. We skip the
middle steps. In momentum space, the propagator for the Lagrangian in Eq. (4.51) is given
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E? - K —m?+ - 243 2%FE L
D= i 270 . 4.52
< ~2iEu E? —K* —m® + 4 — 36} 32

Demanding now det D = 0 and solving for E2, we get the general dispersion relation:

A, ol
BY =K m? i+ S0h & 6\/144k2 12+ 144m2p2 + A8Mi20% + A28, (4.53)

Note that for ¢¢ = v, we recover the dispersion relations in Eq. (4.28). The whole potential
now looks like

1 A d3k
V(o) = §(m2 — )¢5 + EQ% + ) / @y E;. (4.54)
: i=t

tree—level

1—loop

We now proceed to evaluate the integral in Eq. (4.54). Since the dispersion relation is not
analytical, we need to first approximate it. In order to do this, we expand in powers of k
around oco. The easiest way to do this is to define z = % and expand around z = 0. We
first redefine the constants in the integral as

1
 144p2

A
b=m?+ u? + §¢3. (4.56)

[144m?p? + 48 \u2 P2 4+ V2o 4], (4.55)

a

The expressions to expand then are:

1
e = 214 ba? 4 2001/T + aa?. (4.57)
€T

We expand the two expressions around z = 0 and then perform the sum. The result gives
the contributions to the 1-loop corrections. Let us rewrite k as k for simplicity. We have

3k s 1. 5\1 mt 1 5, 5 BA?T N\ 1

If we integrate this expression until a cutoff of momentum A, in the limit A — oo the
divergent ultraviolet (UV) behavior of each term appears. We can see that they are quartic,
quadratic and logarithmic, respectively. We now proceed to regularize each integral.

The first two terms, proportional to k and k~!, respectively are massless integrals, i.e.
there is no mass term in the denominator. Such integrals cannot be regularized. In fact
the lack of mass term makes them have zero contribution at the UV limit. A less physical
but more mathematical way of justifying this is the so-called 't Hooft and Veltman conjec-
ture [33].
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Chapter 4. Spontaneous symmetry breaking in systems at finite temperature

Let us now look at the logarithmic divergent term. The problem with this type of in-
tegral is that it is both UV and infrared® (IR) divergent. In order to regularize this type of
integrals, we need to use two regulators. The UV divergence can be regulated by using
dimensional regularization (DR) and, by giving mass to the particle and then taking the
massless limit, we can take care of the IR divergence. Let us then make the substitution

1 1
—_ (4.59)

k3 k2 + M2]%

which has the same UV behavior and is not IR divergent. Note that the parameter M has
dimensions of mass. We regularize the integral by performing it in n = 3 — ¢ dimensions.
We have

d"k 1 1 1 En—1
/ @ 52 1 a2 @ 0P Jaon fan a0
[1+ 37

where we used d"k = dfQ,,dk k™~ !. Making now the substitution k& = +/Mt, we can
rewrite this expression in a way where we can recognize a Beta function [23]:

L0 B 1., 0 -
13 S /dt Ly e p(n37n) g6

We cannot proceed to expand the expression around the pole € since it is not dimensionless.
In order to fix this, we multiply the expressions by a parameter M3~", such that [M] =

[M]. We then have

wlo

N (M) s (230 =1 (2) (M> . T (5)T (%52
2 \ 4r M 2mm\2" 2 ) 2 \4r M @2mr (%)
(4.62)
where we have added a factor [exp(v)/47]%/2. The reasons behind this is the renormaliz-
ation condition we are using. In the modified minimal substraction scheme (MS), we do

not only subtract the divergent poles but also factors proportional to the Euler-Mascheroni
constant . We now make use of:

Me ="M 1 4 eln M + O(e?), (4.63)
€ 2 9
r (5) ~ S+ 0E), (4.64)

and the final result including the expansion around ¢ and the pre-factors is
2 (m* 1, 5, BA M )
— +-m /\(150—0-7(250 1—|—8ln M +O(€ )

C4n2e\ 4 T 6 144
The parameter M was added to fix the IR divergence during the regularization. Since it is
arbitrary we can choose it to be equal to M. In this way, the loop-correction is independent

. (4.65)

2 Divergence at k2 — 0
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4.5 Renormalization

of the chosen IR regulator.

We thus have three divergent terms proportional to % We need now to find counter-
terms which cancel these three divergences. The term proportional to m* has no classical
counter part. Thus in order to fix this divergence, we introduce a counter-term, i.e. the
same term Ae ~ m74 but with opposite sign. In this way, the divergences cancel. Let us
now look at the other two divergent terms. Let us express the mass and coupling constant
as

m? =md + dm?, (4.66)
A=A+ O\ (4.67)

By dimensional analysis, we can see that the two remaining terms in the result of the
integral correspond to corrections to the mass and coupling constant, respectively:

A
sm? = 5 47:26m8, (4.68)
5

Now that we have isolated the divergence, we can write the full effective potential I'[¢y, m%, o)
as:

1 d3
(¢, mg, Ao] = §(m(2’ +6m? — p?) g + ()\o +6X)dg + Z / E;(¢o). (4.70)

The integral part is now finite, but still not analytical. If we were to evaluate it, we would
have to do it numerically.
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Chapter

Spontaneous symmetry breaking in
non-Abelian theories

In this chapter, we consider a Lagrangian which is invariant under non-Abelian, i.e. non-
commutative, transformations. We will use the group of proper rotations in 3-dimensional
space SO(3) as an example of a non-Abelian group.

Our discussions in this chapter follow mainly from Refs. 34, 35, 36. In particular, our
discussion about SO(3) follows from Ref. 19.

5.1 The rotation group SO(3)

Let R be a 3 x 3 real matrix. We say that R € O(3), that is, the orthogonal group of
dimension 3, if and only if

RT =R7!, (5.1

that is, R is orthogonal if its transpose is equal to its inverse. If, in addition, det R = 1,
we say that R € SO(3), that is, the special orthogonal group of dimension 3. Any matrix
in SO(3) can be expressed as exp L, where, L is the Lie algebra of the group, (o(3). If
RT = R™!, it follows that LT = —L. If we now take the trace of L, we have Tr L ( =
Tr L) = Tr[—L], which implies that the trace has to be zero. The Lie algebra of SO(3)
then is all 3 x 3 traceless antisymmetric matrices. The three linearly independent matrices
fulfilling these conditions are

0
0]. (5.2)
0
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Chapter 5. Spontaneous symmetry breaking in non-Abelian theories

The most general form for L then is

0 —c b
L=1| ¢ 0 —a | =al +bXy+ cAs. 5.3)
-b a 0

The Lie algebra of SO(3) is 3-dimensional vector space where the matrices A;’s are the
basis. We then call them generators of the SO(3), and they obey the commutation rela-
tions

[)\i, /\j] = Eijk)\k:a (5.4)

where &y, is the Levi-Civita tensor. Let us now define i = (n1,n2,n3) = 5(a,b,c). We

then have L = 67 - X. If we apply L to a 3-dimensional vector @ € R?, we find a useful
result :

0 —ng %) Ul
Li=01- -\~ ns 0 —MNn1 (15}
—MNg nq 0 us

= U3Ng — UaN3 + UINZ — U3NT + UsN] — UINy = 7T X U. 5.5)

Let us finally relate a matrix belonging to SO(3) to rotations in coordinate space. In order
to do this, we start by computing L? and L?:

a
LP= —0°T+ | b (abe), (5.6)
c
LP= —0°L. (5.7)
We now Taylor expand R = exp L:
62 o 1 0% ot 9
eXpL:]I+(1—§+a—~-~)L+(§—I+a—~-~)L
1 1

=T+ ZsinfL+ 25 (1 - cos )L (5.8)

Using finally equations (5.5) and (5.8), we can write the action of a matrix R € SO(3) to
a vector u € R3 as

Ri =4 +sinf(ii x @) + (1 — cos0)(7 x (7 x @)). (5.9

In terms of rotations, the vector 77 is the rotation axis and  the rotation angle.

5.2 Noether currents

We now consider the Lagrangian for a real vector field:

A
L= %(auﬁbi)(a“@) - %m2¢i¢i - I(¢i¢i)2’ (5.10)
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5.2 Noether currents

where i = 1,2,3 and m? > 0. L is invariant under rotation in 3-dimensional space.

We can see this by performing the transformation ¢; — R;;¢; in Eq. (5.10) with R;; €
SO(3):

1 1 A
= 5(6uRji¢i)(a#Rij¢i) - imQRji¢iRij¢i - I(Rﬁ(ﬁiRij@)Q
1 1 A
iRjiRij(ambi)(a“@) - §m23jz‘Rij¢i¢>i - I(RjiRij@Gﬁi)Q- (5.11)

Since R;; € SO(3), we have that R;; = Ri_j1 and hence Rj; R;; = L. Therefore L' = L.
Our theory has a continuous symmetry so, by Noether’s theorem, there is a corresponding
quantity whose value is conserved in time. As we saw in the previous section, SO(3)
has three generators, and thus, we expect to have the same number of conserved Noether
charges. We know from previous chapters that the Noether currents are given by

Z 5 M% (5.12)

We can compute the §¢; for our theory by applying transformations like ¢; — ¢; + d¢;.
If we use vector notation, we have:

¢ — R~ (I+0ii - )3,

which implies 6¢ = 6(7i - X)¢ = 6(ii x ¢). We have used here that R = exp L =
exp(67- A) and the relation in Eq. (5.5). We substitute the expression of d¢; into Eq. (5.12)
and we see that we have the following Noether currents:

0 0 0 b1

= (01 Oty OMp3) |0 O —my b2 | =n1(0"P2)p3 — n1 (0" ¢3)p2,
0 ny 0 ¢3

(5.13)
0 0 no ®1
= (¢ Otgy OMp3) | O 0 0 P2 | = n2(0"P1)d3 — n2(0" P3) b1,
-ng 0 0 ¢3
(5.14)
0 —-n3 0\ [¢1
g = (01 "¢y OMp3) [ns 0 O] | d2 | =ns(8"d2)d1 — n3 (0 d1)d2,
0 0 0} \o
(5.15)

which written in a more elegant way looks like:
gt = (0"¢a)0¢a = €ijiniO" ¢ . (5.16)

Note that we again can ignore the 6 and the current is still conserved. The total (conserved)
charges, ();, can be computed from Eq. (5.16) by integrating the zeroth component over a
large volume :

Qi = /Q B 0 = /Q B eryenid;bn, 5.17)
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Chapter 5. Spontaneous symmetry breaking in non-Abelian theories

where we used the notation 8°¢ = qS We recall now that the currents (Q; generate the
symmetry and hence, they are a fundamental representation, i.e. irreducible and finite
dimensional, of the Lie algebra of SO(3). We thus expect that the @;’s follow the com-
mutation relations in Eq. (5.4) after quantization. Let us see this. For this purpose and for
simplicity in the derivation, let us assume that the vector 77 is a unit vector, so that we can
set every component n; to 1. We will compute the commutator for the charges 1 and @2,
which can be computed from equations (5.13) and (5.14), respectively. We will also make
use of the equal-time canonical commutation relations between a field and its conjugate
momentum

[fa(z), dp(2")] = 80 6@ (2 — 2). (5.18)
We have:

[Q1,Q2] = / d?’l’/ d*a’ [p2(2)ds(x) — d3(x)ba(2), d3(a') 1 (a') — ¢1(a')ds(a’)]
Q Q
= [ @2 [ 4 |[0a(0)a(o). () 1(0)] - [ala)dao), 61(a" (')
Q Q
— [63()p2(), d3(2") 1 (2')] + [P3(2) P2(), ¢ (2" ) p3 ()] | (5.19)
Making now use of Eq. (5.18) and
[AB,CD] = A[B,C|D + [A,C|BD + CA[B, D] + C[A, D]B, (5.20)
we can compute the commutators of Eq. (5.19) and rearrange terms as
Q1.0:] = [ & [ @' [01(0)da(s’) - 0a(2)r ()]0 - )
Q Q
= /Qd?’x[%(b.z — ¢2th1] = Qs. (5.21)

The rest of the commutators can be computed in the same way as we just showed. We thus
check that the charges follow the commutation relations in Eq. (5.4).

5.3 Mass spectrum

Consider now the action S for the Lagrangian in Eq. (5.10):

1
S = 3 /d4x L
= %/d% {(@z(ﬁi)(a“éf’i) — m?p;;
1
=3 /d4:c b; {— O-— mQ] 8- (5.22)
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The last term between brackets in the equation above is the propagator, A;;. By writing it
in matrix form, we can see that it is diagonal:

—0—m? 0 0
A= 0 —0—m? 0 . (5.23)
0 0 —0O0—m?

The dispersion relation for the fields ¢; can be computed from A by Fourier transforming
to momentum space and demanding det A = 0. The Fourier transformation gives A =
diag[E? — k* —m?, E? — k* — m?, B> — k* — m?]. Solving then for £2, we have:

detA=0 = E?=K>-—m? (5.24)

for each field ¢; (i = 1,2, 3).

5.4 Spontaneous symmetry breaking

Let us now consider the potential V' (¢;¢;) for the Lagrangian in Eq. (5.10):
L oo A 2
V(gidi) = oM ¢idi + E(‘biﬁbi) ; (5.25)

where we recall that m? < 0. The potential is minimized for v? = |($)|2 = —6m?2 /. Let
us now choose the direction of the vacuum so that it points along one of the components of
the field. Without loss of generality we can make (¢1) = (¢2) = 0 and (¢3) = v. Written
in vector form, we have

(¢1) 0

(p2) | =1(0]. (5.26)

(¢3) v

This vector is invariant under SO(2) C SO(3), i.e. rotations around the ¢3-axis which ro-
tate ¢1 and ¢ . The SO(3) symmetry spontaneously breaks down to SO(2). From Gold-
stone’s theorem, we know that the number of massless modes that will appear after SSB
equals the dimension of quotient group dim[SO(3)/S0(2)] = dim SO(3) — dim SO(2).
Since the latter has one generator and the former three, there will be two massless modes.
Let us see this. As usual, we expand each component of the vector field around their
vacuum expectation value:

1 (61) +x1 X1
G | = [ (P2) +x2 | = X2 , (5.27)
¢3 (#3) + X3 v+ X3

where the x;’s are the quantum fluctuating fields. Plugging these expressions in the Lag-
rangian of Eq. (5.10) results into the following:

m* 1 . . A oL AL
+ =(0,X) - (0"%) + m*x3 — SUxa(X-X) + (X X)%, (5.28)

3
=9 t3 1
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Chapter 5. Spontaneous symmetry breaking in non-Abelian theories

where we can see that the mass terms for the modes ¢, and ¢, have disappeared. Taking
now only the terms which are quadratic in fields, we can compute the new action, .S, , from
which we can get the new propagator A, :

1
Sy = / o l=3 / da [@m (9"%) + 2m?ys

1 " X1
=3 /d z(x1 x2 x3)Ay|x2], (5.29)
X3

with
-0 o0 0
Ay = 0o -0 0 . (5.30)
0 0 —O+ 2m?2

We can compute the dispersion relation after SSB. We Fourier transform the propagator in
Eq. (5.30) to momentum space and demand det A, = 0. We get the following for each
mode:

E>2<1 =k, (5.31)
2 2

E, =K% (5.32)

EZ =K —2m”. (5.33)

If we compare these dispersion relations to the one in Eq. (5.24), we can see that the modes
¢1 and ¢ have become massless, whereas the mode ¢3 has acquired a mass. We can see
that the dispersion relations for both ¢, and ¢ are linear in momentum. This implies that
they are Goldstone modes of type-1.

5.5 Adding a chemical potential

We now want to couple our SO(3)-symmetric theory to one of its conserved currents
through a chemical potential. Let us fist rename the Lagrangian in Eq. (5.10) as £,. We
can compute the Hamiltonian density, Ho by Legendre transforming £,. We first compute
the conjugated momentum for each field ¢,:
0Ly
O

The usual Legendre transformation of L gives the Hamiltonian density

= ¢a. (5.34)

Ta

-,

Ho:%[ﬁ-wrw‘s'-w}} +V(- ), (5.35)

where # = (m; T m3), and V(¢ - ¢) is given in Eq. (5.25). We can couple one of the
conserved currents to our theory by making the transformation Ho — H = Ho — 1359,
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5.5 Adding a chemical potential

where 13 is a chemical potential and jJ is the zeroth component of the Noether current in
Eq. (5.15). We assume ng = 1 for simplicity in the derivation. The new Hamiltonian is

H= %[7‘7’~7’T+V¢§"V¢§] — p3(mady — M) + V(¢ - b). (5.36)

The next step is to Legendre transform H back to a new Lagrangian £. The new gi),,,’s are
given by the following:

. oH ;

O1=g - =mt by > m = P1 — psd2, (5.37)
Ut

. oH ;

¢2:87:W2_M3¢1:>7T2:¢2+M3¢1, (5.38)
2

. oH ;

b3 =5~ =m5 == 03 (5.39)
T3

We now substitute these new ,’s into the Legendre transformation of . The resulting
Lagrangian is

1 . . 1 1 A
L= 5(8M¢1)(8M¢i)+ﬂ3(¢2¢1_¢1¢2)+§ﬂ§(¢%+¢§)_§m2¢i¢i_ﬂ(¢i¢i)2a (5.40)

where, again, (i = 1,2, 3). We can now write the action .S for this new Lagrangian density.
As usual, we partial integrate once so that we can express (9,,¢4)* as —¢,0¢,. The action
can then be expressed as the following matrix product:

1 (rbl
S = /d%ﬁ: 5/d‘*a; (61 2 d3) Ay | b2 ] (5.41)
b3
with A, being the new propagator and given by
—O-m?+ M% 21300 0
A, = —2u300 —O0—m? + 3 0 . (5.42)
0 0 —O—m?

Once again, we can compute the dispersion relation for our new theory by Fourier trans-
forming to momentum space and demanding det A, = 0. We have

E? K —m?+ 13 2iF 3 0
det —2iE s E? —K* —m? + 13 0 =0, (5.43)
0 0 E? —Kk*—m?

which gives three solution, i.e, three dispersion relations for the three modes ¢,, if we
solve for E?:

(Ep, + p3)? = K> +m?, (5.44)
(Ep, — p3)? = k> +m?, (5.45)
E =K +m’. (5.46)

We see that the chemical potential shifts the dispersion relations of the modes ¢; and ¢,
whereas the mode ¢3 remains decoupled.
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5.6 Spontaneous symmetry breaking

Let us now consider the Lagrangian in Eq. (5.40). We firstrewrite L as £ = L5 + L3 + Lin,
where:

L1 = 1(0u61) + (B,62)] + l62(Bo61) — 61 (9002)]

1 A
= 5 (m? =) (@] + 63) + 35 (61 + 63)%, (5.47)
1 1 A
Ly = 5(8#%)2 - §m2¢§ - Iqﬁv (5.48)
A
Lint = = 75(6165 + 6303). (5.49)

By writing £ in this way, we notice that it is invariant under SO(2) transformations, that
is, rotations of the ¢; ¢o-plane around the ¢s-axis.! By having coupled our theory to one
of the currents, we have explicitly broken the previous SO(3) symmetry into SO(2). Our
purpose in this section is to spontaneously break this remaining symmetry and find the
corresponding Goldstone modes. Since SO(N) has 2 N(N — 1) generators, SO(2) has
only one. Therefore we can only expect one massless mode.

The potential density of £+ is minimized for p? = $(u3—m?). Without loss of generality
let us choose the vacuum in the ¢; direction.

<¢1> P
(p2) | =10]. (5.50)
(#3) 0

In order for the symmetry to be spontaneously broken, we need to have a positive “mass
term”, which implies that m? < p3. We now make the substitutions ¢; — (¢;) + Xi»
where y; are, once again, quantum fluctuating fields. The resulting Lagrangian is

3 1 . i . .
Ly= ﬁ(mAl —ut)+ i(auX) ~(0"X) + p3(Xox1 — Xax2)
1 A LA o
+ (m? = p)xi = Suixs — Soxa (X X) + (X 0% 5D

which is analogous to the Lagrangian that we obtained in the previous chapter in the case
of a U(1) symmetry. This is expected since SO(2) = U(1).

From this new Lagrangian we can write the new action, and from it, compute the new
dispersion relations after SSB. Taking once again only the terms quadratic in the fields,
the action is

1 X1
S = /d4x£ = §/d4x i x2 x3)Au | x2 ], (5.52)
X3

IThe charge operator Q3 generates rotation around the ¢3-axis.
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5.6 Spontaneous symmetry breaking

where A1 is the new propagator, defined as

O+ 2m? — 2#% 2#330 0
Aul = —2/14380 - 0 . (553)
0 0 —0— i3

The new dispersion relations are obtained by Fourier transforming A,; to momentum
space and demanding det A,; = 0. We then have the following three relations:

E? =K* + 12, (5.54)

E% =k* —m?® +3u} + \/m4 + 4Kk 13 — 6m2u3 + s, (5.55)

We see that, in the limit 3 — 0, we recover the dispersion relation in equations (5.31), (5.32)
and (5.33). Let us finally expand the dispersion relations in Eq. (5.55) for small momenta.
The square root gives, to fourth order in k,

2 2
\/m4 +AK2 2 — 6m2pd + 9l ~om? — 32 + #1& FOEY.  (5.56)

3

The two resulting dispersion relations hence are:

2 2
po—me g 4
5 2 _ 2
E? =642 — 2m? + HH +OKY (5.58)

We see that only one of the modes has become massless. This was expected since SO(2)
only has one generator that can be spontaneously broken. We also see that the dispersion
relation (5.57) is linear in momentum, this implies a type-I Goldstone mode. In addition,
we see that if we take the limit k> — 0 in Eq. (5.58), we have a mass gap.
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Chapter

The linear o-model

In this chapter, we will study the linear o-model (LSM) introduced by Gell-Mann and
Lévy in 1960 [37]. The model was originally introduced to describe pions and nucleons
and, in addition, a scalar meson o-field. Gell-Man [38] and Zweig [39] would (inde-
pendently) introduce the quark model in 1964. The LSM would later be modified so that it
would include the quark contribution. It would also be renamed as the linear o-model with
quarks (LSMq) or just quark-meson model (QM). In this chapter, we will not consider the
fermion terms and only focus on the LSM, which consists of the o and the three 7k -fields.
Our model is then constructed in terms of four real scalars o and w = (7, 72, 73).

Our discussions in this chapter is based on Refs. 7, 28, 31, 40 and 41. In particular, the
discussion on SU(2) follows from Ref. 19.

6.1 The complex group SU(2)

(2 7).

We say that U € SU(2), i.e., the special unitary group of dimension two, if and only if,

Let U be a 2 x 2 complex matrix,

Ul=U"" and detU = 1. (6.1)
The condition det U = 1 implies ad — 3y = 1, while UT = U~! implies
a* AF 6 —=p 0 = a*,
* * = N :> *
<B 5) (—v a) V=8
The general form for U then is

U= (g jf) with |a|? +8]* = 1. (6.2)

57



Chapter 6. The linear o-model

In order to find the generators of SU(2), we proceed as in the previous chapter and express
U as exp N, where N is the Lie algebra of the group. By imposing the conditions of
Eq. (6.1), we find that N are 2 x 2 anti-Hermitian traceless matrices. The three linearly
independent matrices fulfilling these conditions are the Pauli matrices, T;:

T1=<(1) (1)) TQ:C? jf), ng(é _01), (63)

which follow the commutation relations
[7i, Tj] = €ijnTh- (6.4)

Defining an axis vector @ = (n1,ng,n3), we find the most general expression for the
matrix U:

U=expN = exp[—%@ (- 7). (6.5)

If we compare the algebras of SO(3) and SU(2), we see that they look similar. We
can actually make a correspondence between the generators A; of SO(3) and 47;. This
correspondence is an isomorphism between the algebras of the two groups. Following the
Campbell-Baker-Hausdorff theorem, the two groups are locally isomorphic within a finite
region around the identity [19].

6.2 Lagrangian density and symmetries

Let us consider the Lagrangian for an O(4)-multiplet field @7 = (¢1, @2, @3, ¢4):

A
L= %(3u¢i)(5“¢i) B %mz@@‘ - ﬂ(¢i¢i)2’ 6.6)

with i = 1,2, 3,4 and let us rename the components of the multiplet as ® = (o, ), so that
we can identify them with the scalar 0 meson and the pion fields. The Lagrangian above
can then be rewritten as the known one for the linear o-model.

1 1 1 A
L=-(0,0)?2+ =(0,m)* — -m?*(0? + ®?) — (0% + )% (6.7)
2 2 2 4!
The o-model is invariant under O(4). Let R € O(4), i.e. R is a 4 x 4 real matrix such that
RT = R™L. If we apply the transformation ® — R® and ®7 — &7 R” in Eq. (6.6), we
have

£ = S0, (RO)T [0 (Re)] — S (RO)T (R®) — S [(Ro)" (Ro)?
= %[8M<I>]TRTR[8“<I>] — %mQ(CbTRTRQ) - %[@TRTP@]Q. (6.8)

Since RT = R~1, we see that £ remains invariant.
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Another way of seeing this O(4) symmetry in the Lagrangian is to use that local iso-
morphism between O(4) and SU(2) x SU(2). In order to do this we redefine ® as a
complex doublet in terms of the complex scalar fields yx; as follows

X1 L (o—inms
o = [ : . 6.9
(X2> V2 (m - m) ©
If we apply transformations like ® — U®, with U = exp exp[—%6 (ii - 7)], we have:

£ = U0 U)] - P Ue) V) - ST )2
= %[%‘WUTU[@”@] - %mz(CDTUTU@) - %[@TUTU@Q, (6.10)

and since U € SU(2), we have UT = U~!. We then see that £ still remains invariant.
The SU(2) C O(4) symmetry of the Lagrangian is clear.! The next step to obtain the full
O(4) symmetry is to define the 3 matrices as

1 e X1 —XJr
E(O’ZT'TI')( 2, (6.11)
V2 X2 XJ{

which fulfill Tr[$Y] = 1(0? + w2). Note that the original fields can be expressed in
terms of the trace of X:
1

= —_TrY, E_ Uy, 6.12
o 7 T 7 [T7X] ( )

The Lagrangian for the o-model in terms of these matrices is:
1 tous) _ Lo2prstyy _ A st
Ly = zTr[(’)MZ o3 — " Tr[Z'Y] — E(Tr[Z )= (6.13)

Ly, is invariant under transformations like ¥ — UXVT, with U,V € SU(2) and U # V.
We then have a SU(2) x SU(2) invariance, which is essentially the same as O(4).

NB Since U and V are independent, each matrix has a set of generators which are in-
dependent of each other. As we saw in section 6.1, U and V' have three generators each.
SU(2) x SU(2) then has six; two independent sets of three generators each. This is
expected since SU(2) x SU(2) is isomorphic to O(4) which also has six generators [19].

6.3 Noether currents

Since our theory is symmetric under transformations like ¥ — UXVT, Noether’s the-
orem predicts that there are associated conserved currents. Let U,V € SU(2) be now

! £ is now, in fact, invariant under U (2) C O(4).
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infinitesimal transformations. We have:
Y5 ULV~ (]I ;51ﬁ~?> ) <]1+ ;5277L~F)

~ Y %EQ(m-f)z— %51(ﬁ~F)E+O(52), (6.14)
which comparing to ¥ — ¥ + 63 gives 6% = Leo(hh - )T — Le1(7 - 7)8. We can
explicitly see her that the matrices U and V' have each an independent set of generators. It
is possible from here to get the corresponding infinitesimal transformations for the ¢ and
m*-fields. For the former, we just need to multiply the last term of Eq. (6.14) by a factor

1 .
7 and take the trace. We have:

—_

1 1 7
—TrY + —mTr[—7
V2 2 [\/é

For each 77 field, we multiply the last term of Eq. (6.14) by %Tj and make use of 7;7, =
8k + ie?* 7! and then take the trace. We find:

Yl=c+_-m-m. (6.15)

[\]

: Tr[m;X] + L Tr |:ZTka Z} =1 — Ly Tr L[(Sjk; + dgdklr!] Z}

NG 2 V2 2 V2
1 1 1 . )
& S Kl !
=78 — M, —=TrY — —mye’*'Tr 'Y
272 2 " {\/5 }
1 1 .
= 7'["] — 5 _’jO' — §€Jklmkﬂ'l. (616)

Note that we have performed the derivation using 77 but the same applies for 7. We thus
have contributions from both 7 and 7 to the infinitesimal transformations for the fields o
and 7*:

00, = %ﬁ’z - T, (6.17)
S, = — %ﬁ o, (6.18)
57rm:f%[_'a+ﬁi><7r], (6.19)
o, = % [fio 4+ 7 x 7]. (6.20)

We now have all we need in order to compute the Noether currents. Each infinitesimal
transformation gives rise to a current. From the general expression, we have:

1
5

—_

i

R — %0(8“71‘ 171) = 5 (0" ) - (70 x ), 6.21)

L. #oro+ %0(8"71‘ i) — %(3“71‘) (7 X ). (6.22)

2

=T

J

Note that the vectors 71 and 77 are arbitrary. As we did in previous chapters, we can choose
them to be unit vectors, and the currents will still be conserved. We will identify each
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6.3 Noether currents

of them with axis vectors. We find a total of six currents by combining equations (6.21)
and (6.22); one set of three conserved currents like

Vi = J';i\“ Jrj;iw = ExtmmM O T, (6.23)
and another set currents like
Al = — N = mdto — 00"y, (6.24)

which give the total conserved charges
QL = / Pz A = / d3z[m,0°0 — 007y, (6.25)
Q Q
QY = / Bz V0 = / 32 [ekimm 0 ). (6.26)
Q Q

We have then checked that each of the six generators of SU(2) x SU(2) give rise to one
Noether current. Another way of understanding the reason for which we have gotten six
conserved charges is thinking in terms of O(4)-rotations. In 4 dimensions, we have 4 axes
{w, Z, 4, 2}, which implies that we have six different planes, {wz, wy, wz, vy, rz,yz}.
We can perform rotations in each of these planes, and the system will remain invariant.
In fact we can see that the currents Q? generate rotations in the or”-planes, while Q)
generate rotations in the 7'7/-planes. We can also check that these transformations are
independent of each other by checking whether they commute or not. Let us see this. We
first explicitly compute the commutator of the integrands:

[Wkaoa — Uﬁowk, 5abc7rb307rc] =9% [Wk, eabcﬂbaowc] —0 [aowk, €abc7Tb5'07Tc]

= 18% (EabcOrpme) + 0 (eabcakba%c) ] 5z —12'),

(6.27)
where we have used
[mi(z), 0°m; ()] = 0;50(x — 2'). (6.28)
The rest of the commutators vanish. Performing the integral, we have
Qi (x), QY («")] = / de/ d3a’ [6007Tk. + Uaoﬂk] 5z — ')
Q Q
= / 3z [aocfﬂk + O'ao’/Tk]
Q
= / d3z 3°[om;] = 0. (6.29)
Q

The last integral vanishes since the integrand is a surface term. We thus have checked that
the charges commute. This agrees with the fact that in O(2N)-symmetric theories there is
a maximum of N commuting charges [7, 31].
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6.4 Spontaneous symmetry breaking

Consider now the potential for the o-model, V (o, 7):

1 A
Vie,m) = §m2(02 +72) + E(U2 +w2)% (6.30)
As usual, the potential is minimized for different values depending on the sign of m?.

The vacuum can be chosen in any direction, since all of them are physically equivalent.
Without loss of generality, we make

(o) =v (r*y = 0. 6.31)
For m?2 >2 0, we find the minimum at v = 0, while for m? < 0, the minimum is at
v? = —6%. We now proceed to break the symmetry.

With this choice of vacuum, the O(4) = SU(2) x SU(2) symmetry is broken down
to SU(2). SU(n) has n? — 1 generators [19], which implies that SU(2) has three. Since
O(4) has six generators, we expect to have three broken and three unbroken ones. Perhaps
a more intuitive way of understanding this symmetry breaking is to again think in terms of
rotations. O(4) generates 4-dimensional rotations. By choosing the vacuum in a specific
direction, we are making 3-dimensional rotations around an axis. The O(4) symmetry
then breaks into O(3), which also has three generators, as we saw in the last chapter. This
is related to the homomorphism between SU(2) and SO(3). Following then Goldstone’s
theorem, we expect to have three massless modes. Let us see this. As usual, we expand
the fields around their minimum:

c—{o)+a o — gk, (6.32)

where o and 3* are the respective quantum fluctuating fields. Plugging these expansions
in the Lagrangian in Eq. (6.7) results in

1 1 A A
L= 5(8Ma)2 + 5(8M,@)2 +m?a? — Evoz(oz2 +B?) — E(oz2 + %)% (6.33)
We see that the mass term related to the 7r-fields has disappeared. Taking only the terms
quadratic in the fields, we can write down the action and compute the dispersion relations
for our modes « and 3. Defining x = (a, 8):

S = / d*z xTAusx, (6.34)
with
—O+2m®> 0 0 0
0 -0 0 0
Aus = 0 o -0 o (6.35)
0 0o 0 -0O
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Fourier transforming to momentum space and demanding det A,z = 0 gives the disper-
sion relations:

E? =K + 2m?, (6.36)
Ej, =K. (6.37)

These dispersion relations show that the three 7*-fields have become massless after SSB.
We thus have, as Goldstone’s theorem predicted, three Goldstone bosons.

6.5 Adding a chemical potential

In this section we will couple the conserved charges that we derived in section 6.3 to our
theory through a chemical potential. As we mentioned before, for O(4)-symmetric theor-
ies, the maximum number of commuting charges is two. For each conserved charge, we
can introduce a nonzero chemical potential. We will couple the Lagrangian to, in particu-
lar, Q? and QY through two chemical potentials 14 and 1y, and study the cases 14 = iy
and p14 # gy . This corresponds to the third component of the isospin chemical potential.

We know from previous chapters that coupling the charge density to the Hamiltonian by
shifting it like H — H — pj°, has the same result as “gauging” the kinetic term in the
Lagrangian, dg® — (9o + i) ®. When coupling the currents Qg‘ and QY , the gauging in
the Lagrangian is made as 9p® — (Jy + i11693)® for Q4 and 9y® — (o + i11d12)® for
QY , where ® = (o, ) is implied. Let us then skip the Hamiltonian part of the derivation
and directly consider the following Lagrangian.

_} 2 1 2_1 2/ 2 2_& 2 212
£ = 5(0,0)° + 5(@um)* = SmP(0 +7%) — (0% + 7?)

—ipa[r30% — 00%713] — py [0y — w0V (6.38)

We will get a different number of massless modes depending on whether 14 = py or not.
Let us assume first that both chemical potentials are equal, pq4 = py = p. We can write
the Lagrangian of Eq. (6.38) in terms of the complex doublets ® defined in Eq. (6.9) as

L= (0,®)(0"®) —iu[(9®) ® — T (0®)] — (m? — p®)®T® — A\(DTD)%.  (6.39)

As in the SO(2) and SO(3) cases, the new kinetic term breaks the global symmetry of the
system. The breaking of O(4) is clearer if we express the Lagrangian in terms of the ¥
matrices:

R I L I i I

; I I
—s—%,uTr »f 9,3 +273 et

ZT(&)Z)T . (6.40)

From here we can see that the first three terms still are SU(2) x SU(2) invariant, while
the last term is not. The symmetry is broken by the last term to SU(2) x U(1).
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Note that once again, we deal with a symmetric normal phase for m? > p? and a broken
phase for m? < p?. The global symmetry of the Lagrangian now is SU(2) x U(1).
After SSB, the symmetry will break down to U(1). SU(2) x U(1) is isomorphic to U (2).
U(n) has n? generators [19]. This implies that U (2) has four and U (1) has one. We thus
have three broken generators. Note that our theory is not Lorentz invariant anymore. This
implies that we cannot ensure that the number of broken generators will be equal to the
number of massless modes [42].

The potential in Eq. (6.38) is minimized for v? = %(,u — m?). As usual, all choices
for the direction of the vacuum are physically equivalent. So for convenience we take it in

the o-direction: o)+ "
o o)+ v+
(2)- (@) - (") e

Substituting these expansions in the Lagrangian of Eq. (6.38) gives

2

1 1
L= 5(auh)2 + 5(8H7\')2 —ip[r30°h — hd 3 — m 0%y + ma0071]

b ) (= ) - Sh(h 4 )~ A (642

We see that there is no mass term for the 7r-fields. The action for this Lagrangian is

S= [ d (h ™) Ay <h> , (6.43)
Q W
where Ay, is in momentum space given by
E? —K? 4 2m? — 22 0 0 2iEp
0 E?—K? 2iEp 0
Bn = 0 —2Eu  E? —K? 0 644
—2iEpu 0 0 E? —K?

Note that we may now find two different conditions for the spectrum of the sectors (o, 73)
and (71, 7). For the former, we have:

(E2 —k>42m? —2u®  2iEp )

Ao = —2iFp E? — K>

(6.45)

Demanding its determinant to vanish and solving for E gives the following dispersion
relations:

E2  =K>—m?+4 3%+ \/m4 + 4K? 12 — 6m2p2 + 9pd. (6.46)

o3

We can now proceed to expand these dispersion relations for small momenta. Since the
relation (6.46) is already known from previous chapters, let us use those results. We have

2 2
2 Y L 4
P = g O, (6.47)
B2 —=6u2—2m?+ bt = ya O(kY). (6.48)
O3 — 3’u2 _ m2
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And for the (71, m2) sector, we have

E?—Kk*> 2iEpn
Apimy = (_% By B k) (6.49)

which, again demanding det A, ., = 0 and solving for E?, gives the four following

dispersion relations:
2
B2 = (ui VK +u2> : (6.50)

Expanding for small momenta to the first not-vanishing order gives:

EZ ., =47 + 2K + O(kY), (6.51)
k? 6
EZ2 ., = Vel + O(Kk°). (6.52)

The first dispersion relations are the same as for the SO(2) cases. We see that we have one
massive mode and a massless one which is linear in momentum. In the second case, we
again have one massless mode and one massive. In this case though, the massless mode is
quadratic in momentum, which implies that it is a type-II Goldstone boson.? This agrees
with having three broken generators.

We also want to point out that even though the fields m; and 75 do not have mass terms
in the Lagrangian (6.42), i.e. they correspond to two flat directions of the potential, they
only describe one massless mode. We may explain this by taking the limit of very small
frequencies. In this limit, the terms (Jp7)? are much smaller than 7197y — w207, and
thus we can neglect their contribution. We then notice that 7 and 79 are, in fact, two ca-
nonically conjugate variables, which describe one massless field and its time-derivative [28].

We will now check the case g # py . In general, in theories O (2N )-symmetric, introdu-
cing k chemical potentials breaks the global symmetry group to [O(2)]* x O(2N —2k) [7].
We have an O(4)-symmetric theory. By coupling it to Q4 and QY , the global symmetry
will then be broken down to O(2) x O(2), which has two generators, one for each O(2).
The Lagrangian in Eq. (6.38) can now be written in three parts, £ = L, =, + Lors + Lint
with:

Laves = 31O + Oum)?] + iy [ral@oms) — ma(Ooma)]
— S = )+ ) — 2+ Y, (653)
Lony = 31(00) + (Bm3)) + als(00) — o(@oms)]
— 5 AN + ) — (0 4 TR, (654
Ling = — 1% [0} + o3 + mims + mamy] . (6.55)

>The energy as E ~ k2™,
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Lz, and L, describe the 73 ma-sector and oms-sector, respectively. Lin describes the
interaction between the two sectors. The O(2) x O(2) symmetry is now clear. The Lag-
rangian in Eq. (6.53) is invariant under rotations in the 7; m2-plane, whereas L., remains
invariant under rotations in the oms-plane. As we mentioned before, each O(2) has only
one generator. Thus when breaking the symmetry, we can only expect one massless mode
from each O(2). We also expect that the dispersion relations for the modes should be the
same ones as in equations (6.47) and (6.48) because of the local isomorphism between
SO(2) and U(1).

Now, not only the o-field, but also either the 7 or mo-field acquires a non-zero vacuum
expectation value. The potentials for the Lagrangians in equations (6.53) and (6.54) have
their minimum at p3, = (13, — m?) and p% = $(u% — m?), respectively. As usual, we
will expand the fields around their vev, and all choices for the direction of the vacuum are
physically equivalent. Our choices will be in the 7; and o-directions, respectively:

(7“) - (pV N hV) and <0> ~ (pA + hA) (6.56)
T2 T2 3 3
Substituting these expansions in equations (6.47) and (6.48) gives

3 1 1 .
Loiry = o (m* — py) + 5(3uh\/)2 + 5(3u7f2)2 —ipy [m20°hy — hy 0"

2\
A A
+(m? — i)Y = Spvhy (W +73) = 5 (05 + )%, (6.57)
3 1 1 .
Lo, = ﬁ(m4 — )+ 5(aﬂhA)2 + i(aﬂgf — ipa[m30°h g — h a0 ms)
A A
+ (m? — p4)h? — gPAhA(hi +72) — I(hi + 72)2. (6.58)

We see that there is no mass term for the modes 72 and 73. As usual, the propagator for
each Lagrangian can be obtained from the action. We skip this step and directly write the
two propagators in momentum space:

E? —K* +2m? —2u}  2iEuy

Aﬂ‘lﬂ'g - ( _2ZE,LLV E2 _ k2 9 (659)
E? —K*+2m? —2u%  2iFua

Agr, = < i, 2 e (6.60)

We see that both propagators have the same form as the one in Eq. (6.45). The dispersion
relations for the modes will thus be the same as in Eq. (6.46). Let us, for completeness,
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write them , already expanded for small momenta:

2 2
Ha—m= o 4
E2 =14 K10k 6.61
o34 3,“/,24 —m2 + ( )a ( )
2 2
2 Hy —m= o 4
ey = 7&“%/ — m2k + O(k%), (6.62)
2 — 612 — 2m>2 MkQ Ok 6.63
omw3_ Ha — 2m +3u124_m2 + ( )a ( )
B2 G —om? a2V T e g 6.64
T Wy — 2m + 3,u2 —m2 + ( ) ( . )
14

As predicted, we have gotten one massless mode for each broken O(2)-symmetry. As we
saw in previous chapters, the modes described in equations (6.61) and (6.62) are linear in
momentum, which implies a type-I Goldstone boson. Note that we have broken the same
symmetry as in chapters 4 and 5 and thus, the same discussion applies here. We see that
for both equations (6.63)and (6.64), we have a massless gap in the limit k> — 0.
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Chapter

Conclusions and outlook

7.1 Conclusions

In this thesis, we have studied in detail the concept of spontaneous symmetry breaking
in several O(NN)-symmetric theories. We focused on those theories that are not Lorentz
invariant since in such theories we cannot ensure that the number the massless modes,
which are predicted to appear after SSB, coincide with the number of broken generators.
Our goal has been to find and describe these massless modes.

We started by considering the simplest case where one can find SSB. This was a non-
relativistic F/(2)-symmetric theory. We found that the ground state of the Hamiltonian
was not an eigenstate of the symmetry generator and thus broke the symmetry. The group
E(2) has three generators, two of which were spontaneously broken, yet we only found
one massless mode which was quadratic in momentum.

Once we had understood the concept of SSB, we started applying it to relativistic O(N)-
symmetric theories. We started, in chapter two, with an SO(2)-symmetric Lagrangian.
Because of its Lorentz invariance, we expected that the number of massless modes would
coincide with the number of broken generators. We found one massless mode which
agreed with the number of broken symmetries. In this chapter we focused on checking
that the mode remained massless after loop corrections. We then, in chapter four, broke the
Lorentz invariance by coupling the conserved charge to the Lagrangian through a chem-
ical potential. Even though the theory is not Lorentz invariant, there was only one possible
symmetry to be spontaneously broken. We thus found one massless mode which was linear
in momentum. We then derived some thermodynamic properties using the formalism of
thermal field theory and renormalized afterwards the thermodynamic potential at one loop.

In chapter five, we applied the techniques we introduced in the previous chapter to an
SO(3) non-Abelian symmetric theory. We saw that SO(3) spontaneously breaks to SO(2).
The former has three generators while the latter has only one. We thus expected, and
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then confirmed, two massless modes which were linear in momentum. We then explicitly
broke SO(3) down to SO(2) by coupling one of the three conserved charges to the theory
through a chemical potential. After SSB, we again got one massless mode. This agreed
with our result in chapter four, since the Lagrangian is invariant under the same symmetry
group. We got the same result as in the SO(2) case with an extra massive decoupled mode,
which agreed with having an extra degree of freedom.

Finally, in chapter six, we studied the LSM, which is described by an O(4)-symmetric
Lagrangian. We made use of the local isomorphism between O(4) and SU(2) ® SU(2),
in order to find the conserved charges of the theory and in order to predict the remaining
symmetry after SSB. We saw that the O(4) symmetry spontaneously broke down to O(3).
Since the former has six generators and the latter three, we checked that after SSB, we
got three massless modes. We also saw that O(4) has six conserved charges. Since only
two of them commute, we could only couple a maximum of two currents through chem-
ical potentials. We then studied two cases: i) coupling the two currents through the same
chemical potential and ii) through different chemical potentials. In the former case, the
O(4) symmetry was broken down to SU(2) ® U(1), which spontaneously broke down
to U(1). Since SU(2) ® U(1) has four generators and U(1) one, we would expect three
massless modes. But, again, because of a lack of Lorentz invariance, we could not en-
sure this. We got in fact two massless modes, one quadratic and one linear in momentum.
We then study the case when we couple the Lagrangian to two currents through different
chemical potentials. The O(4) symmetry was then broken down to O(2) ® O(2). We
could thus expect only one massless mode from each O(2). In fact, this was the same case
as in the previous chapters, so we could expect two linear modes.

7.2 Outlook

In this thesis we have discussed the process of SSB and Goldstone’s theorem in systems
at finite density, but we have not gone into further detail in its applications in condensed
matter Physics. We have given the basis for the interested reader to further investigate.
In chapter four for instance, we briefly discussed thermal field theory, but one could go
deeper. As we can see in appendix F, more thermodynamic properties, as entropy or pres-
sure, can be derived from the thermodynamic potential. We have also restricted ourselves
to one-loop corrections. Higher order corrections and more detailed discussions can be
found, for example, in Ref. 43.

It is also interesting to further study the characterization and number of massless modes
which appear in non-Lorentz invariant systems after spontaneous symmetry breaking. We
have seen in this thesis that while the number of broken generators coincide with the num-
ber of massless modes in Lorentz invariant systems, as Goldstone’s theorem states, this
does not necessarily happen otherwise. Nielsen and Chadha found an inequality between
the number of massless bosons and the number of broken symmetry generators [42]. They
distinguish two types of Goldstone bosons: type-I with their energy going as £ ~ k?7+1
and type-1I, where the energy goes as E ~ k?". They formulated a theorem, which states
that one has to count each type-II Goldstone mode type twice. This theorem also explains
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our final result in chapter 2. There are several examples where this inequality can be more
precise, and a improved relation has been proposed, leading to a different classification of
Goldstone bosons [20].

In chapter 6 we provided an introduction for the reader to further investigate when study-
ing the LSM. One of the first things one can do in order to continue the study of the LSM
is to explicitly break the O(4) symmetry by introducing a term £ = —ho. The minimum
of the potential is then shifted, which will make the pions acquire a mass [41].

In chapter 6, we considered the bosonic part of the model and ignored the quark con-
tribution. When the fermion terms are also considered, the LSM is called LSMq. The
Lagrangian would become:

_ - 1 1
L = ipy"0u1p + gylo + ivs (7 - )] + 5(5u0)2 + 5(5u7")2
f%mz(aerﬂ'Q) - %(02+w2)2, (7.1)

where 1) = (@ d), being v and d the up and down quarks, respectively. In this case, in
order to take into account the left and right-handed fermions (chirality), the symmetry
group would be O(4) ~ SU(2) x SUr(2). The term gi)[o + i7y5(7 - )] in the Lag-
rangian affects the conserved currents that we computed in chapter 6. In particular, the
transformations 6o and §7* include change of parity. This results in vector current becom-
ing a pseudovector (or axial vector) and, its corresponding conserved charge becoming a
pseudoscalar [41].

LSMq has several applications in modern and condensed matter Physics. Because of the
local isomorphism between O(4) and SUL(2) x SUg(2), the LSMq is of particular in-
terest in high-energy quantum field theory, since it is used as low-energy effective field
theory of quantum chromodynamics [7]. LSMq can also be used as a toy model for the
description of kaon condensates [7, 28, 44]
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Appendix

Group theory

In this appendix, we review some introductory concepts on group theory in order. Discus-
sions about these topics can be found in several algebra books, e.g. Refs. 19, 45 or 46.

A.1 Group axioms

Let G be a nonempty set of elements and - : G x G — G a binary operation. The
combination (G, -) is called a group if for all element in G the following properties are
satisfied, under the action of -:

Closure : Ve,ye G - z-y €Gq. (A1)
Associativity : x-(y-2)=(x-y) 2z Va,y,z € G. (A.2)
Existence of identity: Je € G|V e G :z-e=ux. (A.3)
Existence of inverse : Va2 e G Iz} |z - zl=e (A4)

One example of a group is the set of real numbers excluding , under multiplication,
(R —{0},-). Let us check the four properties written above using this example. Obvi-
ously, the multiplication of two real numbers gives another real number, and this mul-
tiplication law is associative. The identity element for the multiplication of real num-
bers is the number 1. Finally every non-zero real number has an inverse defined as

g t=1/g, ge R—{0}.

A.2 Maps and homomorphisms

Let A and B be (in general) two different sets. A map between A and B implies that every
element a € A is related to, at least, one element b € B:

fi A - B
a — f(a). (A.5)

79



Anelementb € B | b = f(a) is called an image of a under f. We can define different

——
E.

Figure A.1: Graphical representation of a map

types of maps depending on how we associate the elements of two sets. Let f : A — B
be a map between the sets A and B. We will say that f is,

o Injective: if different elements in A have different images in B. This is equivalent
to say that if f(a) = f(b) then a = b.

e Surjective: if every element b € B is the image of at least one element in A. This
is equivalent to f(A) = B.

¢ Bijective: if the map is injective and surjective. That is, every element in B is the
image of one and only one element in A, Vb € B Jla € A| f(a) =b.

(a) Injective map (b) Surjective map (c) Bijective map

Figure A.2: Graphical representation of maps.

A map between two group (G,-) and (H,*), f : G — H, is called a homomorphism
between G and H if the following is satisfied:

flg-h)=f(g)* f(h) Vg,h € G. (A.6)

An injective homomorphism is called a Monomorphism, a surjective homomorphism is
called an Epimorphism, and a bijective homomorphism is called a Isomorphism.

A.3 Lie groups and Lie algebras

Formally, a Lie group G of dimension 7 is characterized by the property that it has a group
structure and a differentiable manifold [19]. Going on in this direction would require to
introduce and define terms such as Topological space or smoothness. Since that is not our
purpose here, let us give a user-friendly definition for Lie group. A Lie group is a group

80



whose group elements depend on continuous parameters. In this way, the group multiplic-
ation and the inversion operation become continuous and differentiable. An example of a
Lie group is the group of proper rotations, SO(3). This is formed by all 3 x 3 matrices,
with determinant equal to 1, which fulfill that A7 A = I.

Let us now define Lie algebra. In order to do this, let us consider a matrix group called a
one-parameter subgroup. A matrix A(t) belonging to this group is defined as

A(t) = expltL], (A7)

where the matrix L is interpreted here as a tangent vector at the identity. We say that L
belongs to the tangent spaces of A(t), L € T'(T).

Consider the parameter ¢ to be infinitesimal, ¢ = ¢, then we can Taylor expand A(e)

as
A(e) =T+ e€L, (A.8)

where we have used 4 A(t) = LA(t). If we take another matrix B(t) = exp[eM], the
product can be expanded by applying Leibniz’ rule:

C(t)= A(t)B(t) = C = AB + BB, (A.9)
where we have used the notation A = 4 A(t). We then have:
A(€)B(e) =T+ (L + M) + O(e?). (A.10)

Recall that we are dealing with a matrix group. The non-commutative part of the group
product arises when we expand to second order in €. It is described by a commutator
product between the generators. This turns the n-dimensional tangent space T'(I) into the
Lie algebra of the group.

The linear action of a Lie group on its tangent space is called adjoint action and it is
defined as [19]
Ad(A)L = ALA™. (A.11)

Let us see what happens when an element L of the tangent space T’ (I) acts onto another
element M € T'(I). Using that L = A(¢ = 0), we have

Ad(L)M = LML™*

d d

= — tL M — —tL
qewittl| o Lol

= 4 {exp[tL]M exp[—tL]} . (A.12)
dt t=0

Applying again Leibniz’ rule, D = ABC — D = ABC + ABC + ABC, we find:

4 {exp[tL]M exp[tL]} =LM - ML. (A.13)
dt =0
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We conclude from here that L acts on M by commutation. Moreover, if L and M belong
to the Lie algebra, so does [L, M]. This commutation product defines the Lie algebra of
the group. Every commutator satisfies the following three properties:

[L,M] = —[M, L], (A.14)
[L,aM + bN] =a[L, M| + b[L, N], (A.15)
[L,[M,N]]+ [M, [N, L]] + [N, [L, M]] = 0. (A.16)

The relation in Eq. (A.16) is called Jacobi’s Identity.
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Appendix

The Euclidean group F(n)

In this appendix, we will define the Euclidean group. Aiming for this, we first introduce
the concept of isometry. After that, we will give a proper definition and work with some
of its properties.

Our discussions in this appendix follow from Refs. 47, 48, 49 and 50.

B.1 Isometries

A metric space is a set M together with a distance function d:
d: M x M —R, (B.1)
such that d satisfies the following properties:
e d(p,q) >0, Vp,q and only d(p,p) = 0 forp = gq.
e It is symmetric, that is d(p, ¢) = d(q, p).
e The triangle inequality, d(p, ) < d(p, q) + d(q,r), is satisfied Vg, p,r € M.

Between two metric spaces M and N, we define isometry as a map f : M — N which
preserves the distance between two points, that is:

If we can find a bijective isometry between two metric spaces, we will call them isometric;
and the set of bijective isometries from a metric space to itself has group structure. This
is called the isometry group. Two isometry groups have particular relevance in the field
of Physics; these are the Poincaré group (isometry group of Minkowski space) and the
Euclidean group.
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B.2 Definition of the Euclidean Group

We introduce the Euclidean space E™, as the metric space with distance function defined
as:

where we introduced the notation ||x|| = /X - x as the norm of the vector x.! The Euc-

lidean group F(n) is just the isometry group of an n-dimensional Euclidean space. We
define the elements of E(n) as a pair (R,a) with R € O(n) and v € R™. As we said
before, the Euclidean group is an example of an isometry group. That means that any
element on F'(n) can be seen as a map f(p ) : R” — R" on a Euclidean space built from
an orthogonal transformation and a translation:

f(r,a)(z) = Rx + a. (B.4)

Using the fact that E'(n) is a set of maps, we can easily define the group multiplication and
inversion operation. Let us look first at the group multiplication. Let f(r o) and f(gs o7
be two elements of F(n). Based on the group axioms, the group multiplication ¢ of two
elements of a group must give another element of this group (so that we want to ensure
closure):

fra)© friay = f(R,a)(R'z+a)
R(Rz+d)+a
= RR'z+ Rd +a. (B.5)

Note that the last line of eq. (B.5) has the same form as eq. (B.4) by rewriting RR' =
R” € O(n) and Ra' + a = o” € R™, and thus the closure property is satisfied.

It comes straightforward from here to define the identity element in E(n); that is, the iden-
tity I,,x, in O(n) and no translations. In the pair notation, introduced before, it would be
written like (T, 0).

Having the identity in F(n), we can easily find the inverse element f( g ), defined as:

frran) | fra) © frr ey = fao)- (B.6)

Doing a simple calculation, analogous to the one we did for the multiplication law, we get
the inverse element of an arbitrary (R, a): (RT, —R”a).

Note that by having done these simple derivations, we have almost shown that the Eu-
clidean group is, in deed, a group. Only the associativity of ¢ is left to prove.

As an example of this we look to the Euclidean group of R, F(3). We rewrite as
f(r.a)(x) = Rz + a = x’. In a 3-dimensional space, the map f(p q) has a 4 x 4 matrix

Here, we used the standard inner product of R™.
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form. Eq. (B.4) is then rewriten for R? as:

! Ry Rip Riz ag
Y’ Ry1 Rz Raz a2
_ B.7

2’ R31 R3» Rz as (B.7)
1

0 0 0 1

— Nl 8

B.3 Rigid-body motions

In this section, we will focus on two of the most important Lie groups in classical mechan-
ics. Let us introduce a subgroup of E(n), the Special Euclidean group, SFE(N), consisting
of all rigid body transformations, in n-dimensional Euclidean space, which preserve the
distance between points. A matrix which belongs to SE(N) has the following form:

R
A= <6T if) (B.8)

where R € SO(N), z € R™ and 0 is an n-dimensional column vector whose elements are
zero. Note that eq. (B.8) has the same form as eq. (B.7).

It is of particular interest to look closer at the cases n = 2 and n = 3. Those are the
Euclidean motions in 2 (plane) and 3 (space) dimensions. In the case of, for example,
SE(2), R € SO(2) is a well-known (and used) common rotation matrix:

R(0) = <cos€ —sin@) . (B.9)

sinf  cos6

Obviously, a € R2 and 07 is 2-dimensional row vector. Thus, SE(2) is the group of 3 x 3
matrices of the form:

cosf) —sinf a;
sinf cosf as |, (B.10)
0 0 1

where a1 and a5 are the elements of a.
In the case if SE(3), R € SO(3) is a common rotation matrix in 3 dimensions and a € R?
is a translation in 3 dimensions.

B.4 The Euclidean group £/(2)

In the past section, we introduced in Eq. (B.10) one of the possible representations for
SE(2). In this section, we will justify this representation from the perspective of group
theory and representation theory. It is worth mentioning before going into detail, that
Eq. (B.10) is what is called a matrix representation of SE(2). It is not unique but we will
focus and work with this one.

From group theory, we know that SO(n) has n(n — 1)/2 generators. Roughly speak-
ing, SE(2) is a combination of SO(2) and translations in two dimensions. Thus, it has
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three generators, one corresponding to rotations in the plane and two translations. We will
name this generator of rotations as Js and the generators of translations as 77 and T5.
These generators commute as follows:

[J3,T1] =T (B.11)
[J3,Th] = — Ty (B.12)
[Ty, Ty] = 0. (B.13)

These three commutators define the Lie algebra of F(2) and an element g of it can be

expressed as:
g = 0J3 + a1T1 + CLQTQ, (B14)

where 0, a; € R. Now we take the following representation:

0 -1 0 0 0 1 0 0 0
p(J3) =1 0 0}, p(Ty)=(0 0 0], p(T2)={0 0 1]. (B.15)
0 0 0 0 00 0 00
These matrices correspond to infinitesimal rotations about an axis perpendicular to the
two-dimensional plane and translations along two axes, respectively. This can be seen by
taking the exponential map:

cosf —sinf 0 1 0 a1
explfp(J3)] = | sinf cos@ 0], explap(Ty)]=[(0 1 0|,
0 0 1 0 0 1
1 0 0
explagp(T2)]=[0 1 ao|. (B.16)
0 0 1
As a final comment, one can extend this representation to the complex plane by redefining
the generators as J; = —i.J3 and Ty = T3 F iT5. The commutators now satisfy:
[(J5, Ty ] = £Ty , [T4,T-]=0. (B.17)
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Appendix

Noether’s theorem

In this section we will introduce and prove Noether’s theorem. The version of the theorem
that we consider in this section applies to fields. The theorem was first introduced in Ref. 1,
while the proof, for fields, can be found in several QFT books, such as Refs. 13, 21 or 51.

C.1 Noether currents and total conserved charges

Noether’s theorem can be stated as follows: If a system has a continuous symmetry, then
there exist associated quantities whose values are conserved in time. [1]

In practice, this means that if we find a Lagrangian to be invariant under a certain trans-
formation, there has to be a conserved quantity. This quantity is called Noether’s current
or simply current. We will show now how to derive a mathematical expression for this
current. Let us consider a Lagrangian that does not depend explicitly on space-time co-
ordinates but only on a collection of fields 1, and their derivatives 0,1, L(1;, 0,;) .
We start by considering an infinitesimal change of this Lagrangian, L. By Hamilton's
principle, we have the following:

8.6
0=0L= 5 i 0(0,14), C.1

where the subindex i runs over the collection of fields. Now by using the Euler-Lagrange
equation we can identify the first term in eq. (C.1) with 9,[0L£/0(0,¢;)]. If we now
exchange 60, by 0,,0, we are able to identify the result as a total derivative:

oL
0= 8 o; + 5 i 0 . C.2
2 ( ©0,07) )w B ) = 2 ( 0,00) ’/’) €2

The last term between brackets in eq. (C.2) is thus constant and it is what we will call

Noether’s current:
gH = (C.3)
Z 5 M

87



The total charge can be computed from j* by integrating the zeroth component j° over a
large volume:

Q= / dx 5°. (C.4)
174

The total charge () is the quantity which is conserved in time. This can be seen by integ-
rating Eq. (C.2):

0:/ dx auj“:&g/ d3xj0—/ drV-j. (C.5)
|4 14 |4

The last term in Eq. (C.5) is a volume integral which can be rewritten as a surface integral,
/. S d*x j by applying Gauss’ theorem. By assuming now that j(x) = 0 on the surface, this
term vanishes and we are left with:

at/ Bz = iQ =0. (C.6)
v dt

And, thus, the total charge () is conserved in time.

C.2 Noether charges as symmetry generators

In general, when we perform an infinitesimal transformation like ¢ — 1) + § for a field
1 under a group GG, what we are actually doing is applying an element of this group to the
field: ¥ — gv, g € G. More precisely, we apply a unitary representation of the group
element acting under conjugation on the field. In this section we will clarify this statement
and give a connection between this and total conserved charges.

Let G be a Lie group and let ¢ € G be an element of this group. We build a unitary
representation like U = exp[tX], where X is the generator of the group and ¢ is a para-
meter (this is called a one-parameter family). Now we apply U to a field:

¥ — g UpUL = etXape X, (C.7)

Since the transformation is infinitesimal, we can expand the exponentials to first order as
exp[tX] ~ 1+ ¢X. Having in mind that ¢ and X do not necessarily commute, this leads
to:

Y=Y+ tX, Y (C.3)

And thus, we can relate

5 = t[X, ). 9

On the other hand, let us look at the expression of the total charge in Eq. (C.4). From the
explicit form of j°, we can identify the canonical conjugated momentum 7:

Q:/ d3xj°:/ dx 8—‘?5@&:/ dx 7. (C.10)
v 1% o %
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If we now compute the commutator between the charge Q and the field v, we get the

following:
Q,9] = /V &z [(2)6p (@), ()] = —id,

where we used the canonical equal-time commutation rules:

[V(z,t), ¥’ 1)] =0
[W(x’t%w(%/,t)] = —Zé(w — {E/),

(C.11)

(C.12)
(C.13)

Thus, we can relate the total conserved charges to the generators of the symmetries. In
fact, the charges generate the symmetry transformations and they form a representation of

the generators of the symmetry group.
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Appendix

Goldstone’s theorem

D.1 Classical level

Let £ be a Lorentz-invariant Lagrangian of the form £ = T'(¢;) — V(¢;), where T' and
V' are the kinetic and potential part of the Lagrangian, respectively. Assume that £ is in-
variant, i.e. symmetric, under a certain set of transformations. Let G denote the symmetry
group of the Lagrangian with ng generators, and H C G the subgroup with ny gener-
ators which leaves the ground state invariant after spontaneous symmetry breaking. For
each generator which does not annihilate the vacuum one obtains a massless Goldstone
boson, i.e., the total number of Goldstone bosons equals the dimension of the quotient
group G/H,dimG/H =ng —ny.

Proof. Let us denote the collection of fields that minimize the potential V (¢;) as ¢g =
{®:}o. The Taylor expansion of V" around its minimum is
V(00) = V(go) + 201 — 00)(65 — o) ]|+ ®.1)
i) R~ 0) + =(di — &0)(P; — P0) 55— cee .
2 / 9095 |,
——

M

which shows that the mass matrix elements M;; are given by the second derivative of the
potential with respect to the fields.

Let us in addition denote U(g) as a representation of G acting on the fields ¢; and U (h)
to the representation of H C G. The invariance of V under G implies that.

V(U(g)¢:i) = V(i) (D.2)

Let us now substitute this invariance, for an infinitesimal group action, in the expansion of
the potential around its minimum:

V(90) = V(Ulg)go) = V(90) + 5 Myjd6:60;, (D3)
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which by comparison with Eq. (D.2) gives
M;;d¢id¢; = 0. (D.4)
The variation d¢y, depends on whether the transformation belongs to U (h) or not.

1. If g € H, then the vacuum remains invariant, i.e., d¢; = 0. The generators of G are
then unbroken. The condition (D.4) is satisfied.

2. If g ¢ H, then d¢; # 0. The generators are broken, and we say that the symmetry
has been spontaneously broken. Eq. (D.4) then is an eigenvalue equation which
shows that the mass matrix M has a zero eigenvalue.

In the latter case, g must be in the left coset (or quotient) G/ H. The number of massless
modes is equal to the dimension of G/H. O
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Appendix

Functional integrals

A functional is a mapping from a vector space V' to a field of scalars (either R or C). V/
is usually a space of functions and thus, a functional is usually referred to as a function
of functions [52]. A deeper discussion about functional integrals in QFT can be found in
several books, e.g. Refs 13, 21 or 51

E.1 Quantum Mechanics

Consider the transition amplitude, A, from an initial state |x;) at initial time ¢; to a final
state |z ¢) at time ¢ :

A= (x| exp[—i(ty —t;)H (P, 2)]|zi), (E.D)

where H (p, &) is the Hamiltonian of a one-particle system.

<mt‘67iﬁt/h‘x0> —

a0k
Tt

Figure E.1: Graphical representation of a transition amplitude from a state |zo) to |z¢).

Let us first split the time interval into N subintervals of length €. Eq. (E.1) becomes:
(x| exp[—ieH (P, £)] . .. exp[—ieH (P, &)]|z:)- (E.2)

The states |z) form a complete set, that is, [ dz|z)(z| = 1 and thus, we can insert it
between each exponential. This gives

N—-1
A= [\ T dos | (oslexpliett (5, ) on-) -+ (o expliet (5, )] a2). E3
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We now insert between each element a complete set of momentum eigenstates, | dp|p)(p| =

For each element, we have:
(| exp[—ieH (p, 2)]|x;-1) = /dpj (zj|pj)(pjlexp[—ieH (p, 2)]|vj-1),  (E.4)

with )
(x|p) = ez explipx]. (E.5)

Substituting this scalar product into Eq. (E.4) and computing to first order in €, we have

(s expliet (5, 2)|f2j-1) = o [ dyexplipy (o~ 2j-1) = ieH (. 2,-1).
(E.6)
2
We now assume a non-relativistic particle and plug H = J— + V (x) into Eq. (E.6):
P2
(s explicH(p,a)ey1) = 5= [ dosexp i = ym) = et = iV (a0)|

(E.7)
which is a Gaussian integral in p;. The result is:

<xjexp[—z‘eH(ﬁ,@nxj_o:\/Zexp[ (;”2;( Vi)

(E.8)
We finally substitute Eq. (E.8) into (E.3) and take the limit of N — oo subintervals, which
is equivalent to taking the limit € — 0:

N-1 N-1 2
: [ m , m
A= ]\}gr})o H dx; Sime | €3P e E (262(% —xj_1)? - V(xj1)>

e—0 j=1 7j=1
(E.9)
Using now that
. d
gl_{% E(%‘ j-1) = PTRd
N-1 ty
tm ey = [
=1 i

we can identify the exponent of Eq. (E.9) as the action S[x(t)]:

Slz(t)] = /t;f dt [;m <jtx>2 - V(m(t))} = /ttf dt L{z(¢)], (E.10)

i

where L[z(t)] is the Lagrangian of the system. Lastly, we introduce the notation

N—-1 pres t5
/ jli[ldxj\/; /t Dlx(t)]. (E.11)
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Rearranging all terms together, we express the transition amplitude A as

A= /t | " Dle(t)] expliSz(®)]. E.12)

i

Because L[x(t)] and S[z(t)] are functionals of x(t), the transition amplitude A is called
functional integral and it integrates over all possible paths that the particle can take.

E.2 Quantum field theory

The path integral formalism we have presented in the previous section can be extended to
field theory. We now consider the transition amplitude from an initial state |¢;) at time ¢;
to a final state |¢¢) at time t:

Ay = (pglexp[—i(ty — t;)H]|¢i). (E.13)

The same discussion we made in section E.1 can be used here by replacing the paths
2(t) with the fields ¢(x,t). In the context of field theory “integrating over all possible
paths” translates into integrating over all possible field configurations of the system during
the transition. The action S[¢(x, )] is now expressed in terms of the Lagrangian density

L[o(x,1)] as
Slé(x, )] = / ‘f dt I — / dia Llo(x, )], (E.14)

where we took the limits ¢; y — Foo. The transition amplitude A4, for a real scalar field
¢ can then be written as a functional integral

bs
Ao = (ol ewlitty ~t)H)lo) = [ Dloealisiel,  ©19
where the theory is described by a Lagrangian

£16] = 5(0:6)(0"0) — V(9), E.16)

where V (¢) is a potential density.
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Appendix

Functional integral representation
of the partition function

In this appendix we will use the path integral approach explained in appendix E to in-
troduce thermal field theory, that is, quantum field theory including the effects of finite
temperature and density. Our discussion in this appendix is mainly based on Ref. [26].

F.1 Partition function

Consider the partition function Z for a canonical ensemble:
7Z = Tr exp[—fH], (E.1)

where H is the Hamiltonian of the system and 5 = 1/7 is the inverse of the temperature.
Let us assume a single-particle system. Because the trace is independent of the choice of
basis, we can express Eq. (F.1) in a position-state basis:

Z =Tr exp[—SH] = /dm (x| exp[—BH]|z). (F.2)

The integrand of Eq. (F.2) can be interpreted as a functional integral. This can be done
because both Eq. (F.2) and (E.12) are similar if we integrate the latter over imaginary time
7 =it from O to B. This is called Wick rotation:

7Z = /dw (x| exp|—BH]|z) = /d:zc L(o):;-(ﬁ)p[x(ﬂ] exp l— /0[3 dr Lg

where the states |z) satisfy periodic boundary conditions and where the subscript Lg
stands for Euclidean Lagrangian and is defined as Ly = —L(t — —it).! The expo-
nent is then called Euclidean action, Sg. Recalling now the periodicity of the states, i.e.

, (E3)

'We have Wick rotated from Minkowski to Euclidean space
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z(0) = z(B8) = z, we have:

/D 7)) exp [ — Splz(7)]]. (F4)

Here, we made use of the Quantum Mechanics formalism and, once again, we can go to
field theory by replacing the states |x) by the fields ¢(x,t). For a scalar field theory, we
have:

2= [ Dig) exp - Sslel]. (E5)

where the fields satisfy ¢(x,0) = ¢(x, 3). Here the Euclidean action is again defined in
terms of the (Euclidean) Lagrangian density:

B(x,7) / d’T‘/dSLE Le[(x,7)], (E.6)
where, as in the QM case, L = —L(t — —iT)

Until now, we have considered the canonical ensemble, which does not consider exchange
of particles and energy with a heat bath. In order to take this into account, we need to make
use of the grand canonical ensemble. For this ensemble, the partition function is defined

as
Z = Trexp[—B(H — u;Ny)), (E7)

where the (; are chemical potentials and the N; are number operators. Each N; has a y;
associated. In general, instead of using /V;, we can couple each chemical potential to each
conserved charge ); of the system. Eq. (F.7) becomes:

Z = Trexp[~B(H — 1:Q:)]. (E8)

The way of introducing the grand canonical ensemble in field theory is just coupling the
Hamiltonian density H of the system to the charge density j = p; of the Noether current:

H=Ho — pips, (F.9)

and one can then compute the new Lagrangian from it. Note that by introducing a chemical
potential, the Lorentz invariance of the theory is broken.

F.2 Thermodynamic quantities
In the following we only consider the grand canonical ensemble. The partition function

plays a essential role in statistical mechanics because all thermodynamic properties can be
computed from it. For instance, the thermal average of an operator A is defined as:

(4) = T [Aexpl-(H — 1Qu)]] (F10)

which can be also expressed, using the path integral approach, as

— 5 [ Plel A e [-sla). (E11)
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Other thermodynamic properties such as pressure, particle number and entropy can also
be computed from the partition function as follows:

B
P=(TZ), (F.12)
B)
N; = B (Tn 2), (F.13)
§=n(Tn2). (F.14)

We see that the quantity 7'1n Z is present in all three equations. Let us then define the
thermodynamic potential as:

QT,V, ;) = —%an, (F.15)

where again T' = L. Let us take the partition function of Eq. (F.8), then every conserved
charge of the system can be computed from the thermodynamic potential as

0
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