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Summary

The finite element method is used to solve the quasiclassical Usadel equation, valid for
diffusive superconducting hybrid systems, in higher dimensions than one. A detailed
derivation of the method is given, and it is verified that the results generated are correct by
comparing with known solutions. In addition, the numerical routine is applied to several
case studies which explore novel phenomena that are intrinsically higher dimensional.
Specifically, an analysis of a two dimensional Josephson junction with external flux reveals
that vortices present in the system are influenced by the width of the junction and the
phase difference between the superconductors, altering both the number of vortices and
their positions. Spin-orbit coupling is investigated, where it is found that the symmetries
in the induced magnetization and the spincurrents can be predicted. In addition, it
is found that spincurrents flow in the system even without any charge current present.
Finally, a three dimension model is considered, where superconducting islands are placed
on a ferromagnetic substrate with different exchange field distributions. It is found that
charge current flowing between the superconductors selects the easiest route, rather than
the shortest, avoiding regions of highest magnetization.






Sammendrag

Elementmetoden er brukt til & lgse den kvasiklassiske Usadellikningen, gyldig for diffusive
superledende hybridstrukturer, i hgyere dimensjon enn én. En detaljert utledning av meto-
den er gitt, og det er bekreftet at resultatene den produserer er korrekte ved a sammenligne
med kjente lgsninger. I tillegg er den numeriske rutinen anvendt pa flere eksempelstudier
som utforsker nye fenomener som kun oppstar i hgyere dimensjoner. I en analyse av en
todimensjonal Josephson-sammenkobling med ytre fluks ble det oppdaget at vorteksene
som dukker opp i systemet pavirkes av bredden pa sammenkoblingen, samt faseforskjellen
mellom superlederne. Dette endrer bade antallet vortekser og deres posisjoner. Spinn-
bane-kobling undersgkes, hvor det vises at symmetrier i den indusert magnetiseringen og
spinnstrgmmen kan forutses. I tillegg, ble det funnet at det er spinnstrgmmer i systemet
selv om det ikke er ladningsstrgmmer. Til slutt betraktes en tredimensjonal modell, hvor
superledende gyer er plassert pa et ferromagnetisk substrat med forskjellig romlig fordeling
av utvekslingsfeltet. Det ble demonstrert at ladningsstrgmmen velger den enkleste ruten
mellom superlederne i stedet for den kortest, ved at omradene med hgyest magnetisering
unngas.
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Chapter 1

Introduction

When a superconductor is placed in contact with a non-superconducting material, a fas-
cinating phenomenon can take place where superconducting properties are transferred
to the normal-state material. In this way, a dissipationless current can flow through a
non-superconducting material. This is called the superconducting proximity effect, and
was first discovered by Meissner and Ochsenfeld?. The theoretical study of this phe-
nomenon means solving the quantum transport problem - a Herculean task that requires
simplification. Progress is aided by the application of quasiclassical theory, which is
an approximation where only the slowly varying envelope functions of the particles are
considered, and fast oscillations ignored. This is reasonable because the experimentally
relevant systems for the study of the proximity effect are mesoscopic, i.e., with length
scales in an intermediate regime between the macroscopic and the microscopic. Diffusive
systems coupled to superconductors, are in the quasiclassical approximation governed by
the Usadel equation?®. Its derivation is given in chapter 4.

A large contributor to the recent upswing in research into the proximity effect is the
realization that superconductor-ferromagnet hybrid systems can be used within the field
of spintroncs to create dissipationless spin transport. One of the mechanisms by which
this can take place is if the ferromagnet has an inhomogeneous spatial distribution of
the magnetization®. This inhomogeneity may come from layers of several ferromagnets
with non-collinear magnetization®, or be intrinsic to one material. Examples of the latter
include domain walls, and the more exotic skyrmion, which is a magnetization pattern
with a spiral-like character®. Another mechanism by which spin transport can take place
is through spin-orbit interactions?1°.

The numerical methods in common use today are limited to one dimensional models or re-
quire additional approximations, such as linearization of the differential equations!!. This
poses a challenge. While some phenomena of interest can be described by an effective 1D
model, they are generally higher dimensional. In addition, the complexity of the systems
considered are expected to increase as the frontier of research within superconducting
hybrid structures expands. This leads to more sophisticated theoretical hypotheses and
experimental setups. A need has therefore arisen for a numerical tool that can handle
problems which have so far been outside the researchers’ grasp. Motivated by this, it has
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been the ambition of this thesis to develop an efficient numerical routine capable of solving
the Usadel equation, not only in 2D and 3D, but also without any limitations to the ge-
ometries that can be modeled. This is a non-trivial task, and to the best of our knowledge,
only a single work has solved the full, unsimplified Usadel equation in 2D'2. There is no
known attempt at a 3D solution. There is, in other words, a vast landscape of physical
effects which remain unexplored due to lack of an appropriate numerical method.

Numerical investigations are of great value to experimental research. They provide an
inexpensive way of testing variations of a given experiment, thereby helping to focus re-
search efforts. In addition, numerical analyses are often successful in explaining surprising
experimental results. In the following, a few recent notable examples are given which may
not be described by a 1D numerical model, thus further illustrating the need for a higher
dimensional analysis tool. A study by J. Kim et al has shown a geometrical dependence
of the strength of the proximity effect in an effectively 2D system with superconducting
islands on a metallic substrate!3. It was found that the strength of the proximity effect
increases with the curvature of the studied junction. In another study, the effect of an
external magnetic field on superconducting correlations was investigated by Roditchev et
al on a similar structure'. It was found that the magnetic field creates vortices in the
normal metal, which are select points where the superconducting correlations disappear.
The presence of such vortices creates resistance, as their positions change when currents
are applied. It turns out that this can to a large extent be mitigated by creating a lattice
of perforations that surrounds the vortices, as was shown by Cérdoba et al'®. Finally,
a phenomenon which is highly relevant for the field of spintronics is the spin Hall ef-
fect, which is the accumulation of spin on lateral surfaces when a charge current passes
through a material with spin-orbit coupling'®. This can occur also for superconducting
hybrid structures, thus creating a superconducting spin Hall effect!”. This was recently
verified experimentally by Wakamura et al'®.

The numerical method proposed herein is the finite element method. The method was
first invented in the 1950s for the solution of problems in structural engineering'®, which
remains one of the fields in which it is most popular. The main idea behind the finite
element method is that the geometry is discretized rather than the differential operators.
This means that the numerical framework is established without referencing the partic-
ular geometrical shape. It is this feature that makes the method well suited to handle
complicated physical models. A detailed derivation of the method, as well as the specifics
regarding its application to the Usadel equation is presented in chapter 5.

The degree of discretization necessary in the finite element method, which determines
the amount of computing resources required, is governed by the spatial variations of the
solution. A slowly varying physical effect can be described by a cruder discretization.
This makes the finite element method particularly well suited to solving quasiclassical
equations, where the fast oscillations are neglected. The analytical and the numerical
approximations therefore complement each other, which results in a highly efficient so-
lution method. Another characteristic which makes the finite element method appealing
is its design philosophy. The method requires benchmark solutions to verify the results,
and at the same time it has the descriptive power to accurately recreate experiments.
This creates a synergy between theory and practice, which should be the basis for any
numerical method.
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Chapter 2

Background

In this chapter, fundamental concepts will be briefly reviewed.

2.1 An overview of superconductivity

Superconductivity is a fascinating effect which is entirely quantum mechanical in origin,
but still observable on scales visible with the naked eye. As was discovered by H. Kam-
merlingh Onnes in 19112°, many normal metals drastically change their behavior when
cooled to temperatures close to absolute zero. Below a certain temperature threshold
T., superconductivity can take place, where the resistance in the material drops to zero
beyond any means of measure. Indeed, it is estimated that the decay time of currents
circulating in superconductors can be of the order 101" years?!. Another astonishing
phenomenon that is associated with superconductivity is the Meissner effect?, which is
the expulsion of magnetic field lines, thereby hindering the penetration of magnetic fields.
This is caused by spontaneously induced currents which appear when a metal is cooled to
below T.. This has the effect that magnetic field lines cancel inside the superconducting

material, and add outside, leading to perfect diamagnetism 2.

The physical origin of superconductivity stems from the surprising fact that electrons
in a lattice can behave attractively. The manner in which this attraction takes place is
illustrated in figure 2.1. The electrons can be thought of as moving freely around in the
lattice. However, as they do, they attract the oppositely charged ions. This distorts the
lattice, as the ions are dragged out of equilibrium, closer to the electrons. Since the ions
are several orders of magnitude heavier than the electrons, these distortions linger long
after the electrons have passed by, creating pockets where the density of positive charge is
greater. These regions can then attract another electron, hence generating an attractive
electron-electron interaction.
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Figure 2.1: Classical illustration of the formation of a Cooper pair. The elec-
trons are marked in red, with arrows indicating their direction of motion.

With an attractive interaction possible, a tendency towards pairing of electrons with
opposite spins into what is known as Cooper pairs?® takes place. However, it is incorrect
to say that two particular electrons remain locked in a bound state. Rather, Cooper pairs
continually break and reform. For conventional superconductivity, the electron pairs form

singlet states, [T]) — [{1).

While the Cooper pairs are not bosons, they gain bosonic mannerisms, which enable them
to avoid the Pauli exclusion principle and may therefore all occupy the same state. It
turns out that the ground state energy of the Cooper pairs lies below the Fermi surface.
As the temperature is cooled below T, a phase transition therefore takes place, where
Cooper pairs form a fermionic condensate. Much like Bose-Einstein condensates, this
allows for the Cooper pairs to attain phase coherence on macroscopic length scales. In
addition, there is an energy gap that must be overcome before a Cooper pair can be
split, and the electrons scattered. For energies below the gap, there are no available
single particle states for the electrons to scatter into, and so they cannot interact with the
environment. These mechanisms explain why dissipationless currents that encompass the
entire superconductor appear. This picture also explains why superconductivity is a low
temperature phenomenon, as thermal vibrations of the lattice would mask the influence
of the electrons, and is therefore detrimental to the formation of Cooper pairs.

2.1.1 Characterization of superconductors

Following the arguments of Pippard??, the superconducting coherence length £ is to be
found, which is a measure of the length scales over which the superconducting wave
functions vary. For an effect taking place at the temperature 7., only electrons with
energies ~ kgT, are influenced, where kp is the Boltzmann constant. This means that
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the momentum range of the electrons involved can be estimated in terms of the Fermi
velocity vp as Ap ~ % By using the Heisenberg uncertainty principle, the spatial

_h

uncertainty is found as Az < 5 A7

be expressed as

. Therefore, the superconducting coherence length can

hUF

$=ar T

(2.1)

where « is a numerical constant. The superconducting coherence length can be interpreted
as the distance between the electrons in a Cooper pair. Mathematically, it means that
a localized change in the wave function will spread out a distance £. It is necessary
to introduce another length scale, namely the penetration depth \. When applying a
magnetic field H to a superconductor, perfect diamagnetism ensues from the Meissner
effect. However, this cancellation of the magnetic field does not happen immediately
upon entering the superconductor. Rather, the magnetic field is gradually decreased to
zero over a short distance, within which the magnetic field decays as e~"/*. From ¢ and
A, the Ginzburg-Landau parameter is defined as

K== (2.2)

Equation 2.2 can be used to divide superconductors into two classes. For k < 1, illustrated
in figure 2.2a, the superconducting wave function goes to zero over a distance £ which is
large. This means that there is a greater volume within which Cooper pairs are destroyed,
which requires energy. Meanwhile, the larger the penetration depth A is, the greater is
the volume where the magnetic field is not pushed out, thus saving energy. In this case,
A is short, and therefore the net energy contribution to the system from the interface
is positive. This means that the energy in the system is minimized by having as few
interfaces as possible. Such superconductors are labeled as type I. Type II superconductors
correspond to the opposite situation, where x > 1, as illustrated in figure 2.2b. Here the
net energy contribution is negative, so that the superconductor prefers as many interfaces
as possible. This materializes in the establishing of an array of vortices, which are localized
regions within which the material is in the normal state, and a single flux quantum
penetrates?®. It was found by Ginzburg and Landau that £ = v/2 marks the transition
between type I and type II superconductors?.
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Figure 2.2: Illustration of the behavior of the magnetic field H and the wave
function ¢ by a normal metal - superconductor interface for different values of
the parameter x. Adapted from?22.

2.1.2 The proximity effect

Interesting phenomena occur when a superconductor is placed in contact with a metal
which is in the normal state. For such a configuration, Cooper pairs may diffuse into
the normal state metal so that it attains superconducting properties near the interface.
This is called the proximity effect. The leakage of Cooper pairs, in turn, reduces the
superconducting correlations near the surface in the superconductor, which is known as
the inverse proximity effect. The mechanism by which Cooper pairs enter the normal
metal is called Andreev reflection®”?%. Electrons in the normal metal with energies lower
than the superconducting energy gap, may not enter the superconductor, as there are no
available states. When such an electron approaches the superconductor, two things can
happen. The first is that the electron is reflected at the interface. The other possibility is
Andreev reflection, where the electron is transmitted as a Cooper pair, with the reflection
of a hole.

In a ferromagnet, the exchange field has a detrimental effect on superconducting corre-
lations. Since the Cooper pair consists of two electrons with opposite spins, the Zeeman
effect gives the pair a net momentum q. This is illustrated in figure 2.3, where it is seen
that the presence of an exchange field has the effect of shifting the bands for electrons with
spin up and down with respect to each other. This destroys the phase coherence between
Cooper pairs, and therefore also superconductivity. However another exotic phenomenon
also takes place. The net momentum q appears as a phase factor in the two-particle wave
function. This means that the singlet wave function is changed to?’

[T = 1) = [T €97 = [11) e 797 = (|1d) — [L1)) cos(q-r) +i (|11) + [11)) sin(g-r) (2.3)
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Figure 2.3: Illustration of the splitting of electron bands with opposite spins in
the presence of an exchange field.

where r is the position in the perpendicular direction to the interface. This is called a
Fulde-Ferrell-Larkin-Ovchinnikov (FFLO) state33!. As can be seen from equation 2.3,
upon entering the superconductor, the singlet state Cooper pair begins to oscillate to
the spin-zero triplet state. This has exciting implications. Indeed, with the presence of
either an inhomogeneous exchange field or spin orbit coupling, the spin-zero triplet state
may be rotated to one of the other two triplet states - thus generating equal spin Cooper
pairs®. Due to the Pauli exclusion principle, this cannot be the normal superconductivity
encountered so far. The wave function of the Cooper pair must be odd in exchange of
particles, and the spins are now even. For diffusive systems, which is what is of concern
here, frequent scatterings results in the wave function being even also in position. The
only remaining possibility is that the wave function is odd in time. In other words, an
unusual form of superconductivity appears, which is called odd-frequency pairing2. This
has been recently verified experimentally 3334,

2.1.3 The Josephson junction

When two different superconductors are joined by a weak link, be it either a normal metal,
ferromagnet or isolator, a Josephson junction results®>. For a normal metal sandwiched
between to superconductors, the geometry is shown in figure 2.4.
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Figure 2.4: Geometry of the Josephson junction.

The Josephson junction has the interesting feature that Cooper pairs can tunnel from one
superconductor to the other. If the wave functions residing in the respective supercon-
ductors have different phases, supercurrents flow through the weak link - even without
the presence of a voltage difference. The supercurrent is given by 2

J = J.sin(7y) (2.4)

where J,. is the maximum supercurrent allowed to flow through the junction and ~ is the
phase difference. With a magnetic field penetrating perpendicularly to the normal metal
present, the situation becomes more complicated. It turns out that the phase difference
becomes position dependent, which modifies the expression for the supercurrent to

2rd
—_— c o 2-
J—J81n< 0y—|—7> (2.5)

where ® is the applied magnetic flux, W is the width in the transversal direction y and
by = 2% is the flux quantum. It is seen that the supercurrent is zero in a periodic necklace
of points in the transversal direction. Around these points, a circulating pattern is found.
These points are called Josephson vortices, as they are similar to the Abrikosov vortices
found in type II superconductors. The Josephson vortices are, however, of a different

nature as they do not have a normal core??.

2.2 Second quantization

In quantum mechanics, every particle is described as belonging to a state which has
associated with it a wave function. A system of several particles is then described by
products of these one-particles states. If the particles are identical, they can be divided
into two categories; bosons and fermions. The complete, many-body wave function for
the two types of particles must be either symmetric or antisymmetric, respectively, and
this leads to awkward symmetrization operations, which makes the description of a large
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number of particles impractical. For this reason, many-particle systems are best described
in the language of second quantization. This formalism counts the number of particles in
each state, rather than keeping track of each individual particle by single-particle wave
functions. Interactions are then described by operators which either create or annihilate
particles in a given state. Only fermions, of which the electron is the most famous member,
will be of concern in the following. For fermions, only a single particle can occupy any
given state. This results in a set of anticommutation relations for the creation operators
cl and the annihilation operators c,:

{ci,c,,x} =6 {c,cn}=0 {ci,cj,,} =0 (2.6)

where v is a set of quantum numbers. In a basis of single-particle position and spin states,
|r, o), the creation and annihilation operators are referred to as field operators

Whr) =3 (vlr)cl, wolr) =3 (rlv) o (2.7)

v v

By using equation 2.6, the field operators are seen to satisfy the anticommutation relations

{U5r), o (r)} = 650d(r = 7') {o(r), 0 ()} =0 {l(r), L)} =0 (28)

A single-particle operator 6, can be expressed in the second quantization formalism in
terms of the field operators as

0 =3 [ dréiirio(r)yi(r) (2.9)

Similarly, for an operator describing the interaction between two particles, such as the
Coulomb interaction, its second quantized equivalent becomes

O:;/ww%kuwwwwmw%w> (2.10)

In the Heisenberg picture, the operators are assumed to depend on time, while the states
do not. The time evolution of the field operators is given as

bo(r,t) = ey (1, 0)e " (2.11)

The equation of motion that the field operators follow is then given by the Heisenberg
equation
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by oV}

ih= 7 = [o, H], ih— % = [@,H] (2.12)
2.3 Green functions
The Green function is defined as

Glr,t, 7' t") = —i(TY(r, )T (', ) (2.13)

The angle brackets symbolize thermal and quantum average in a certain basis spanned by
the eigenstates |¢,), and T is the time ordering operator. From this definition it is seen
that, if ¢ > ¢’ so that T" does not reorder the operators, the Green function is the overlap
between the wave function where a particle has been created at point ' at time ¢’ and a
particle is destroyed at time r at time ¢, and the initial wave function. In other words,
the Green function gives the correlation between a state where a particle has propagated
from (v',t') to (r,t), and the initial state.

The Green function is defined in the Heisenberg picture, so the wave functions |¢,) are
independent of time. Furthermore, they are unknown, as they are the eigenfunctions of
the total Hamiltonian H. Further insight is found by converting to the interaction picture,
where both the eigen states and the operators evolve in time. This is done by assuming
that the Hamiltonian can be split into two parts, only one of which depends on time;
H(t) = Hy+ V(t). The operators then evolve according to the time independent term
Hy. The time dependence of the eigenstates is found from the time dependent interaction
term V(¢). In the interaction picture, a handy tool may be used to describe time evolution,
namely the S-matrix S(¢,¢'). It is defined by the relation

|6n(t)) = S, 1) [én(t)) (2.14)

Furthermore it is assumed that at ¢t = —oo, the interaction term V' (¢) has reduced adia-
batically to zero, so that Hamiltonian is H = H, for which the eigenstates |¢, (—o00)) are
known. For systems where the interaction term goes to zero also in the limit ¢ = oo, the
eigenstates must have returned to their initial, known, states, except for a phase factor
ie.,

|6n(00)) = S(00, —00) |pn(—00)) = € [$n(—00)) (2.15)

This implies that (S(oco,—00))y = €, where the lower index 0 indicates average with
respect to the eigenstates |¢,(—00)).

The field operators in the Heisenberg picture are converted to the interaction picture as
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YA (1) = M, 0)e 1 = ettty (g p)eititeHE = 5(0, 1)l (r,1)S(t,0) (2.16)

where 1 are field operators in the Heisenberg picture, and ! field operators in the
interaction picture. The Green function may now be computed by averaging over the
known ground state eigenfunctions of Hj, rather than the unknown eigenfunctions of
H(t). Inserting equation 2.16 into equation 2.13 gives

G(rt,7 ') = —i(TS(—00,0)S(0, )y (r, £)S(t,0)S(0, )t (', ') S(t, 0)S(0, —00) o
(2.17)

This may be simplified by using equation 2.15 so that the final expression for the Green
function in equilibrium conditions becomes

00, —o0)Y(r (' )
G(r,t,r' t') = —i<TS( ’<TS(>;bo(, _’?(;;i)o( #)) (2.18)

It is noted that the S matrices can be moved freely in the numerator of equation 2.18 due
to the time ordering operator T'. This has been used to collapse the S matrices into one.

2.4 Nonequilibrium Green functions

By looking at equation 2.17 it is seen that the equilibrium Green functions expresses the
following: the system starts at ¢ = —oo, defined by the eigenstates of Hy. It is then
translated in time to ¢/, when a particle is created, then to t, when a particle is destroyed
and finally to t = oo, when the system has returned to its initial state. Thus is found
how much the processes at t' and ¢ have altered the initial state, giving the probability
amplitude. This approach leans heavily on the assumption that the system returns to its
initial state at ¢ = 0o, an assumption which is not valid for nonequilibrium phenomena.
In such cases, the final states may be drastically altered from the initial states, and are
therefore unknown. Rather than computing the Green function along the real time axis,
it is instead possible to use a contour as seen in figure 2.5. In equation 2.18 this amounts
to replacing S(oco, —00), which translates the system from —oo to oo, with an S matrix
that first translates the system from ¢ = —oco to a time 7, S(7, —00), and an S matrix that
translates back again: S(—oo, 7). The operators need now be ordered along the contour,
so that the time ordering operator 71" is replaced by the contour ordering operator 7,.. The
resulting Green function becomes

G(r,t, v ') = —i{T.Sp(r, )Yt (v, '))o (2.19)
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where S, is an S matrix that translates the system from —oo through ¢, t, 7 and back to
—00.

’ B
¢ T t

Figure 2.5: Contour used to avoid ¢ = co. It can be thought of as bending the
time axis onto itself at time 7.

The time 7 is arbitrary, and this makes equation 2.19 ambiguous. Depending on where 7 is
placed relative to ¢t and t’, four different versions of the Green function may be extracted:

Gi(r,t, 7' t) = —i(Ty(r, )i 1)) (2.20)
Gi(r,t, v t) = —i(Ty(r, )i (1)) (2.21)
G (rt,r V) = —i{(r, )i 1)) (2.22)
G(r,t,r' t) = (' t)Y(r,t)) (2.23)

where T is the anti-time ordering operator. In figure 2.6a, both ¢’ and ¢ occur before 7,
and so the operators are applied on a part of the contour that is along the time axis.
This means that normal time ordering is required, yielding G;. If ¢t and ¢’ occur after T,
shown in figure 2.6b, the contour is still along the time axis, but oriented in the negative
direction so that anti-time ordering is necessary. This gives G;. If 7 is placed after t/,
but before ¢, G< results. Finally, G~ is found by placing 7 after ¢, but before ¢'. These
configurations are shown in figures 2.6¢ and 2.6d respectively.

t t
,< T T )T t
(a) G
,< } t )7' t
t/ t
(b) Gy
t,
,< T : )T t
t
(c) G
t
,< T : )7— t
t/
(d) G~

Figure 2.6: The various Green functions that appear due to the deformation of
the integration path.
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With proper bookkeeping now in place, the artificial parameter 7 may be dispatched with
by inserting S(oo, 7)S(7,00) = 1 into the Green function. This is equivalent to taking the
limit 7 — oo. The resulting contour then consists of two disjoint parts, as illustrated in
figure 2.7. This is called the Keldysh contour.

\
4

V)
A)

Figure 2.7: The Keldysh contour.

To summarize, the Green function is now defined solely from the initial state, and may be
applied to systems where the final states are unknown. The price of this is that it is now
necessary to keep track of four Green functions. This may be simplified by introducing
matrix notation.

. (G, G<
G :<G; Gi) (2.24)

The Green functions are not linearly independent, and equation 2.24 may be further
simplified by performing a linear transformation of the matrix®%, resulting in

G = (GOR gf) (2.25)

where G, G4 and G¥ are called the retarded, advanced and Keldysh Green functions,
respectively. They are defined as

Gt ) = —io(t —t) ({w(r,0), v, ¢)}) (2.26)
Gt t) = 0 —t) ({¢(r 1), 01, ¢)}) (2.27)
GE(r t,r' 1) = —i<[@/}(r,t),¢7(r’,t’)}> (2.28)

2.5 Nambu Formalism

It turns out that for superconducting systems, the diagram perturbation series for the
Green function will fail. The reason for this is that such a series expansion is only valid
if the perturbed state is qualitatively similar to the unperturbed state3’. This is not
the case for a superconductor, where a phase transition from the normal state has taken
place. Cooper pairs may not be arrived at with an expansion of the Green functions
introduced so far. To mend this, an extended definition of the Green functions may be
used, which includes the field operators for both electrons and holes. This is achieved by
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introducing vector notation, and is called the Nambu formalism~®. Including also spin,

the field operator in Nambu®spin space becomes

(e
¥y
b = 2.29
ol (2.29)
vl
The Green functions now become 4 x 4 matrices, and are defined as
GR(rt,r t) = =it —)ps ({0, 0), 01, 1)} ) (2.30)
GAr t,r' 1) = i0(t —t)ps <{¢(r, ), ¥t (! t)} > (2.31)
GE(rt,r' 1) = —i([o(r,0), 010, 0)] ) (2.32)

where the commutation and anticommutation brackets in the Nambu formalism take the
form

[A,B]y = AB — (BTA")T, {A, B}, = AB+ (BTA")" (2.33)

Multiplying this out produces the following matrix structures

GE = ( AT ) (2.34)

G4 = <(g:) (gj)> (2.35)
o~ ( iy o)

where the submatrices G¥ and FX, X € [R, A, K| have dimension 2 x 2 in spin space.
The matrices F'X are called anomalous Green functions, and their spin space components
are given as

FE, (rt,7' 1) = —iO(t—1t) {s(r,t), Yo (v, 1)}) (2.37)
FA, (vt 1) = Ot —t) {(r,t), Yo (r',t)}) (2.38)
FE, (rt, 7 ) = —i{[bs(r,t), Yo (v, )]) (2.39)
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It is seen that the anomalous Green functions describe correlations between pairs of
electrons. The off-diagonal elements of these matrices, which have opposite spins, describe
conventional Cooper pairs. The complete Green function in Keldysh®@Nambu®spin space
becomes an 8 X 8 matrix, and is given as

., (G GK

By insertion, it is seen that the advanced Green function may be expressed in terms of
the retarded Green function as

GA = —ps [G%)' g (2.41)

In addition, when the system considered is in thermal equilibrium, the Keldysh Green
function is given as®’

G = (G" — G*) tanh ( (2.42)

)
2kpT

where ¢ is the energy in the system, and 7' is the temperature. These identities imply
that only the retarded Green function needs to be computed to find the entire matrix G
in equilibrium.
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Chapter 3

Microscopic theory

In this chapter, the equations of motion that describe superconducting hybrid structures
will be derived.

3.1 Superconductivity

Conventional superconductivity is in the following derived from the electron-phonon in-
teraction, thereby motivating the use of the BCS interaction.

3.1.1 Electron-phonon interaction

In a superconductor, pairs of electrons may interact attractively and form so-called Cooper
pairs. To understand this counterintuitive fact, it is necessary to explore the interaction
between electrons and phonons. For this purpose, a lattice of ions is considered. A
particular ion, number j, has its equilibrium position at Rgo). It may oscillate about this
position, and the deviation from equilibrium is called w;(¢). The instantaneous position

of ion j at time ¢ then becomes R;(t) = R§0) + u;(t). The Hamiltonian describing the
dynamics of electrons and phonons is*°

2 2
i e 1
‘ o - He —ion 3.1
2m + 2 ; Tij * ! ( )

H = ZkaaL/\akA + Z
kA i

where the first term describes the contribution of free phonons, where a}, and ay, are
respectively creation and annihilation operators for a phonon with wavevector k, po-
larization A\ and frequency wyy. The second term is the Coulomb interaction between
electrons, and the final term is the interaction between electrons and the ions, which is
some unknown potential depending upon the distance between the electrons and the ions:
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He_ion = Z V(’rl - Rj) (32)
ij

Under the assumption that the deviations from equilibrium, w, are small, equation 3.2
may be expanded about the equilibrium positions R§-0) so that

Heion = [V(ri = RY) —u; - VV(r; — RY)| + O(u?) (3.3)

J
ij

The first term of equation 3.3 includes the effects of the periodic lattice on the electron
and are described by Bloch states. The second term includes a coupling to the motion of
the ions, and so this is the electron-phonon interaction.

The motion of the ions are oscillatory, and so it is reasonable to expand u(t) in a basis of
the eigen states of the non-interacting phonon system, which are normal coordinates. By
assuming that the system is a large box of volume V' with periodic boundary conditions,
this can be written in wave vector space as*?4!

1/2
h , . o

u: t — - é a e—ZWk)\t + a/'l; elwk}\t eZkR] 34

]( ) :k/\: <2MNCUk)\> k)\( kA kX ) ( )

where M and N is the mass and number of ions respectively. For each wave vector k within
the first Brillouin zone and each polarization A, the phonon creation and annihilation
operators are given as aL/\ and agy respectively. The vector &, denotes the polarization
direction of the given phonon mode. By requiring that the displacement operator is
Hermitian, it must satisfy the relation £,, = £*,,.

Inserting the Fourier transform of VV(’I‘—R;O)) =, iqV(g)e"?" one gets for the electron-
phonon term for a particular r , H,(7):

1 h V2 . —iw iw igr i(k—q)-R9
e ] e N L

Performing the sum over all ions j gives a factor Ny ,, however as k is restricted to the
first Brillouin zone, and ¢ is not, it is necessary to introduce the decomposition ¢ = k' + G
where G is the reciprocal lattice vector and k’ a vector in 1BZ. This leads to the relation
kE—kK =aG.

i NE \Y? bt )
— . —iw iw i(k+G)-r
He,(r) = v 1%;\ <2kax> € (E+G)V(kE+G) (ak,\e M 4al et ) e
(3.5)
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In the following, scattering where G = 0 is assumed to dominate over the so-called
Umklapp processes, where it is not. The second quantized version of the electron-phonon
interaction becomes

Hep == Z MkCL+p7an7g (ak)\ + aT_k)\) (36)
kpAo

with M}, =1 (QAZXLM)UQ (k- &ka)V (k). Equation 3.5 describes a process where an electron
in a state with momentum k is scattered to a state with momentum k + p by either
absorbing a phonon with momentum p or by emitting one with momentum —p. Two
electrons may then interact as one electron emits a phonon which is absorbed by the

other. Such a process may be described by the Feynamn diagram shown in figure 3.1.

k—p k' +p

k K

Figure 3.1: Feynman diagram for a phonon-mediated electron-electron inter-
action.

2w

By using the Feynman rules and the free phonon propagator, D(k,w) = oo, one arrives

at the following phonon-mediated electron-electron interaction:

_ 2| Mix|Pwia 1 t

C Crr ’ck/,O'/Ck,O' 37
W — Wi k+p,0“k'—p,o ( )

H.,(k,w)
This term has exactly the same form as the second quantized two-particle operator, given
in equation (2.10). In other words, to account for small oscillations of the ions in the
crystal lattice, the pure Coulomb potential between the electrons need only be replaced
by an effective potential

. 2|Mm|2wm 62 2w

W — W 4reg k2

Vesr (3.8)

3.1.2 BCS Theory

An illustration of the effective electron-electron interaction is given in figure 3.2a. It is
observed that as the frequency of the phonon mediator w approaches wyy, Vog diverges.
In particular, approaching this limit from below it is seen that the potential becomes
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increasingly negative. This means that while the Coulomb interaction dominates every-
where else, creating a repulsive interaction, there are certain frequencies for which the
electrons feel attraction. It is possible to formulate the equations of motion by using 3.8.
This is called strong coupling theory. Another option is to use the simplified model of
Bardeen, Cooper and Schrieffer*? (BCS). It consists of using the potential Vg, shown in
figure 3.2b, consisting of a constant attractive potential for w < wp and zero otherwise;

—Vo, w<wp
Vaae = 3.9
bes { 0, otherwise (3:9)

where V) > 0 is a constant. This is a good approximation for superconductors where the
coupling between electrons and phonons is weak.

Vet Vies

w
\ We —Wp Wp

() (b)

Figure 3.2: The potential used in the development of the microscopic theory of
superconductivity. (a) The potential generated by phonon-mediated electron-
electron interaction, (b) a simplified potential used in BCS theory.

Another simplification is used next. The potential is attractive for electron energies within
a thin shell around the Fermi surface. It is then necessary for both incoming and scattered
electrons to have energies within this shell. This can only happen if k' = —k. Physically,
this means that since a pair of electrons is not attracted to each other directly, but rather
to the trail of distorted ions left behind by the other, it is reasonable that the attraction
is maximized when the electrons dart past each other in opposite directions. After having
passed each other, the electrons quickly separate, thus reducing the Coulomb interaction,
leaving only the phonon interactions.

If one assumes that the coupling is so weak that only phonons with energies w < wp

partake in the interaction, the electrons feel a constant potential. It is in this situation
reasonable to approximate the effective electron-electron interaction as a point contact in
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real space; Veg(r, ') = —Vod(r — ') The Pauli exclusion principle constrains the spins of
the electron pair to be opposite; 0/ = —o, so that the Hamiltonian becomes

H ==Y [ drulm)ul (rpiq (v, (r) (3.10)

A mean-field approach may be applied to equation 3.10 in the order parameter A(r) =
A(T) (7)) (7)), where A(7) is a real quantity defined to be equal to the constant value
—Vp inside a superconductor, and zero elsewhere. This is done by assuming that the
deviations from the average pair correlation are small, e.g., § = Y0 — (V4¢)) < 1, so
that one may write

Yr(r)y (1) = (Pr(r)y(r)) +6 (3.11)

Inserting equation (3.11) into equation (3.10), keeping only first order terms in ¢ and
ignoring constants, the Hamiltonian becomes

H = [ dr [A()elr)e](r) + A% ()6, (r)i;(r)] (3.12)

The order parameter A(r) generally requires self-consistency iterations to compute, as
it depends on the solution. Here, superconductors are only to be included as boundary
conditions, and so this topic is not pursued further.

3.2 Ferromagnetism

The defining characteristic of a metal is that the Fermi level lies within an electron band.
This means that charge carriers can be excited without having to overcome a band gap,
as would have been the case for semiconductors. The consequence of this is that within a
metal, for energies close to the Fermi surface, the electrons can be thought of as roaming
freely throughout the lattice. Far below the Fermi surface, the electrons are localized
to the ions that constitute the lattice. To understand what causes a material to be
ferromagnetic, it is reasonable to first consider the influence of the localized electrons. This
is done by considering to a toy model consisting of a lattice of simplified ions. Belonging
to each ion is a single orbital ¢(7), containing a single electron. The model can then be
considered as half-filled due to the spin-degeneracy. The motivation for considering such a
system is that the electron spin can be thought of as a magnetic dipole. Magnetization is
then an average over the spins in the material. Reasonable candidates for a system which
has a net magnetization are therefore metals whose atoms contain unpaired electrons.
The half-filled lattice is then a simplification of a metal with a single unpaired valence
electron, and the attraction of the nucleus screened by other, paired (in terms of spin)
electrons. The field operators for this system can be written as
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Z o(r = Ri)eig, Wl(r)=3 0" (r — Ri)d, (3.13)

where czg and ¢;, are fermion creation and annihilation operators respectively, satisfying

the anticommutation relations

{c}a, cjo./} = 0ij000 {CZTU, Clor } = {Cip,Cjor} =0 (3.14)

It is assumed that the overlap of the orbitals of different ions is negligible, so that

[dre*(r = Ro(r - R;) =, (3.15)

In addition, from the anticommutation relations of the field operators, the following com-
pleteness relation is found

Z(b r—R)p(r' — R) =d(r — 1) (3.16)

With the toy model now properly established, the Coulomb interaction between the
elctrons is considered. Inserting into equation 2.10 gives

Z Z / d'rd’r V ’l" -r )¢ ( R )¢*(’l", - Rj)¢(rl - Rk)¢(r - Rl) Cis ja’ckU/ClU
zykl oo’
(3.17)

It is reasonable that the largest contribution is found for interactions within a single orbital
or involving an interchange of orbitals between two electrons. Thus, only processes where
R; = R, and R; = R, or processes where R; = R;, and R; = R, is considered. The
Coulomb interaction can then be written as

ZZ {/der lp(r — Ry) PV (r — 7)o (v — )\2 cw.cT o Cio?
7 o (3.18)

+ / drdr'V(r —r")¢*(r — R;)¢*(r' — R;)¢(r' — R;)p(r — R; )cjacjo,cw/cja}

By inspecting equation 3.18 it is seen that the first term does not represent spin exchange,
but rather a so-called direct interaction. This term is not considered further, as its effects
are included elsewhere. The exchange interaction is given by the second term, and with
the use of equation 3.14 it becomes
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Hep=— Z > / drdr'V (r —7')¢"(r — R))¢" (1 — Ry)¢(r' — R)d(r — Ry)clyciorclyicio

ij oo’

£ 2% [drdr'lotr — R)PV(r — ) o(r' — Ro) el
z (3.19)

The second term in equation 3.19 gives no exchange of spins and is disregarded. The first
term, however does. This is seen clearly by noting that the spin operators are given in
terms of the creation and annihilation operators as

Z Cio gg/cwf (320)
where o € {z,y, 2z} and 7* is a Pauli matrix. By computation, it is found that

1 2
Z cjacw/cjg,cjg = iclgcigc}o,cjg/ + ?Si -8, (3.21)

Only the second term of 3.21 is relevant for the spin interaction. Inserting it into 3.19
gives the exchange Hamiltonian

Hez - — Z J’L]SZ . Sj (322)

ij

with the exchange integral J;; given as

Ty = ;2 [drar'e'(r = R)¢"(r' = Ry)V(r = )6(r' — R)o(r — R;)  (3.23)

To establish the sign of J;;, it is observed that that the Coulomb potential can be expressed
as

e? 0] S
V(T’ — 'r'/) = Eg/ (271_)3?6 ( ) (324)

By switching integration order, it is seen that

e? dk 4w

Y= | G

/d o*(r — R)p(r — R;)e*T >0 (3.25)
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For the half-filled lattice of ions, it is thus seen that the exchange integral J;; is always
positive. This means that the energy of the system is minimal when all spins are parallel.
In other words, this model is ferromagnetic. Hidden in the Coulomb interaction was a
spin interaction which comes about due to the Pauli exclusion principle and the limited
availability of states. Turning next to electrons close to the Fermi surface, these are
only loosely bound to the ions. This suggests the following Hamiltonian for exchange
interaction between the localized and non-localized electrons®3

H,, = — /dr > J(r— R)S(R,) - s(r) (3.26)

where the exchange integral is modeled as a continuous function and the spin density s(r)
is given as

() = 5 U () oot ) (3.27)

with ¥ (r) and 1, (r) the field operators of the roaming electrons. The exchange Hamil-
tonian may then be written as

Heo == 3 [ dril(r)h(r) - 7ogio (1) (3.28)

It is interesting to note that equation 3.28 takes the form of a Zeeman effect, and this is
reasonable. When the spins of the localized electrons are oriented in the same direction,
they create a magnetic field which the non-localized electrons feel. A real metal is much
too complicated to be adequately described by the toy model used in the derivation of
the exchange interaction. For this reason, no attempt will be made to compute h(r) from
first principles. Instead, the interaction is assumed to be of the form of equation 3.28,
with h(r) given as an input parameter.

3.3 Spin-orbit Coupling

A heuristic explanation for the spin-orbit coupling of electrons is found in the realization
that from the point of view of the electrons, the crystal lattice is moving. Furthermore, if
the crystal generates a potential V', the electric field may be found as E = —VV. Thus,
the electron experiences a moving electric field, which in turn creates a magnetic field.
The magnetic field couples to the spin of the electron via the Zeeman effect. A more
fundamental approach is to consider the Dirac equation®*

co - py + mc*e + Vip, = (E 4+ me?)ib, (3.29a)
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co - phe — mc*y + Vapy, = (E +mc®)y (3.29b)

where 1), and v, is the wave function for particles and holes respectively. On the right
hand side, the rest energy is given explicitly, due to the relativistic nature of the Dirac
equation. To apply this equation to condensed matter systems, the limit of v < ¢ is to
be investigated. Towards this end, equation 3.29b may be solved for v, and inserted into
equation 3.29a.

-1

1 [1 N E— V}
2m0 p 2mc?

It is seen that neglecting the c2-term gives the Schrodinger equation. Going beyond the
non-relativistic limit by Taylor expanding and including the next order term gives

o-p+ V} Ve = B, (3.30)

1, E-V
o - o-p+V =FE 31
{Qmp Pume2? P }%Z)e Ve (3:31)

Since p does not commute with V', equation 3.31 becomes

7p_

1 , E-V ., h
P — — (
2m 4Am?2c? 44m2c?

o VV)(O' ' p) + V} ¢e = E1/}e (332)

Setting £ — V ~ 5-p? and using the identity (o - a)(o-b) =a-b+ (a x b) - o gives

L o 1 4 h h B
{p - 02p T himte? VV .p— WU’ (VV x p) + V} Ve = E)e (3.33)

The fourth term of equation 3.33 is the spin-orbit coupling. This is readily seen for a
spherically symmetric potential, where it becomes o %{L - S. In the following, the spin-
orbit interaction will be included, while the other relativistic correction terms will be
ignored. The Hamiltonian term to be included will thus be

h

Hsoc =
In a crystal, a major contribution to the potential in equation 3.34 will come from the
lattice of ions, which varies in a periodic fashion. By considering a tight binding model,
where the electrons are assumed localized to individual lattice points, it can be deduced
that for a centrosymmetric crystal, due to symmetry-imposed constraints, the spin-orbit
interaction can only take place as a scattering event between different electron bands®’. In
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the following, this mechanism for spin-orbit coupling will be ignored, and the discussion
restricted to noncentrosymmetric crystals, where the symmetry constraints are relaxed,
and an effective single band model is sufficient. One such system is near the surface of
a crystal. Here the inversion symmetry of the potential is clearly broken. In fact, the
electrons feel the surface in the form of an electric field pointing in the direction of the
surface normal n, that is —VV = En. Near the surface, the spin-orbit coupling therefore
becomes

Hr=a(nxp) o (3.35)

This is the Rashba Hamiltonian®®. If the material considered has a bulk inversion asym-
metry, stemming from the crystal structure, the spin-orbit interaction takes the form of
the Dresselhaus Hamiltonian”

Hp =B [pe (py = 2) 00+ 1y (92 = 12) 0y + p2 (12 — 1) 0] (3.36)

If the crystal is a thin film, it is possible to approximate equation 3.36 by averaging over
the thickness direction. Assuming that the film lies in the zy-plane, and integrating over
the z-direction gives

Hp = 3 (pyoy — p20s) (3.37)

From equations 3.35 and 3.37 it is seen that spin-orbit coupling may be described ap-
proximatively, at least in some cases, by an interaction which is linear in p. Generalizing
these results, it is reasonable to write the spin-orbit interaction as

Hsoc =Y ajiopj=w-p (3.38)
]
Equation 3.38 incorporates the Rashba and linearized Dresselhaus interactions. Writing

out the kinetic energy term of the Hamiltonian in the presence of a magnetic vector
potential gives

1 1
—(p—eA)* = 5 (p* —2¢A - p + 2 A?) (3.39)

2m 2m

The second term of equation 3.39 is of the form of equation 3.38, and by neglecting the
term (w - p)?, the spin-orbit Hamiltonian may be included by the replacement

A —eA—nmw (3.40)

It is emphasized that due to w, A has structure in spin-space.
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3.4 Impurity scattering

The materials considered are assumed to be dirty in the sense that they contain a large
number of randomly distributed impurities, e.g., lattice defects. Their presence is modeled
by an impurity potential, given as

Vimp(r) = Y_U(r —1;) (3.41)

J

where U(r — r;) is the potential from a particular impurity that is located at position
r;. It is assumed that all impurities are identical. It is a daunting task to include such
a potential in any physical theory, due to the impracticably large number of impurities.
However, within the Green function formalism, the problem is made much more tractable
by averaging over the impurities*®#°. In this way, the impurities can be included as a
perturbation of the Green function %5

G(r, 1) = GO(r — ) + 3 GO, ) (3.42)

where G (7, 7/) is given as

where u(r) = % and V is the volume of the material. The inverse Fourier transforms

for G© and v are inserted, and the integrals over r; are performed. Each spatial integral
produces one d-function, and after some tidying up this becomes

“n dpdp A dp
= 3 [ e T ([ )
X e~ (P p1): Tyl/he i(P1—p2)Tjy /B . 6—1(Pn71—17 )'Tjn/ﬁx

x GOp)u(p —p)GO(p,) ... GO (p,)ulp, — )G () (3.44)

Every term n in the perturbation expansion gives rise to n scattering events. However,
these scatterings need not happen on individual impurities. To fully evaluate the sum in
equation (3.44), it is necessary to take into account all combinations of multiple scatterings
as well. With the contributing terms sorted appropriately, the sum over impurities may
be approximated as
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N
Z — nimp/drj (345)
J

where 1, = % The integration over r; produces J-functions which simplify the result.
For n =1 one gets

X / dp ip-(r—r') A X
GO (r,7') = iy | oG )u(O0)G p) (3.46)

For n = 2, two terms appear

~ ! d ip-(r—r') A X X
GO v) =ty [ e G R0 ()u(0)G )

AP ip(r—r) 24(0) 1y 5(0) (11 24(0)
"G @O )G ) (3.47)

The first term in equation (3.46) is found by restricting j; # jo, and so this corresponds
to a single scattering event per impurity. By comparing with equation (3.46) a pattern
emerges. For every order n, there is one term which only depends on w(0). This term
describes a trivial interaction with the impurities, and may be included in the chemical
potential. In the second term, the zeroth order self-energy has been introduced, which is
defined as

SO00) = iy | sl = 21) PO ) (3.45)

where it has been used that u(p, — p) = v*(p — p,). By writing out higher order terms in
the perturbation expansion and comparing the results, it is seen that the Green function
can be expressed in terms of such self-energy terms in the following way

— / dp 362'17'(7"77"') [é(0)<p) + é(o) (p)Z(p)é(p)} (3'49)

This is the Dyson equation. The Green function G(p) is the Fourier transformed of

v

G(r,r’) and the total self-energy is defined as the sum of the contribution from all orders
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=>.3%p) (3.50)

Including impurities therefore boils down to finding ¥ (p). Equation (3.50) can be com-
puted in the Born approximation, where only terms where scattering occurs on each
impurity twice are included. The result is®

S(p) = iy | sl — p) PG (351)

3.5 The equations of motion

The complete, second quantized Hamiltonian to be considered is given as

H =3 [ drij(r.0) [ 5 (p = A = Vi )] ()

+ / dr [ Al (e, 0l (r, 1) + A7) (e, Oy ()] (3.52)
— Z/drwl r, Oh(T) - Toorthy (7, 1)

where the spin-orbit coupling is included in the matrix A, which therefore gets structure
in spin space. It is noted that the exchange field and the superconducting order parameter
both appear in equation 3.52. Generally, materials do not exhibit these two phenomena
simultaneously, however exceptions do exist. One possibility is if the superconducting
material has a thickness that is much less than the penetration depth. An external mag-
netic field may then enter the superconductor and create spin splitting®'. Ferromagnetic
order can also be accommodated in triplet superconductors®?. Inserting equation 3.52
into equation 2.12 and using the anticommutation relations in equation 2.8, results in®3

0
tn(1,0) = [ (0 = A = i Vi )] 1)

8 AL 1) — S A6, 1 (3.53)
— Z Toor - Ry (7, 1)

Similarly, the equation of motion for the adjoint field operator is given as
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0
i Ot rt) = = [ (b A~ o Vi )]
— 0ot AT () (7, 1) + 0 AT (1)1 (1, 1) (3.54)
+ 3 T bl (r.t)

where the property 7,., = 7., has been used. In Nambu®spin space, the notation may
be abbreviated to

i () = [ (o] — A 4 Viug(r)] =l + Alr) 7 h(r) | 6(r.1)  (3550)
— (e, )
ih— " (ryt) ps = T (myt) Qin (pl + A)? + Vi (r)I — il — A(r) — % - h(r)|  (3.55b)

with A = diag(A, —A*) and # = diag(7,7*). The matrix of superconducting order
parameters is given as

0 0 0 Ar)
A(r) = 8 Afzr) _AOW 8 (3.56)
~A*(r) 0 0 0

The equation of motion for the retarded Green function is found by acting on equation
2.30 from the right with the operator ih2 503

ih;ﬁgéR(r, tr' ) = ihgtﬁg {=i0(t = t)ps ({e(r,0), 01", )} )}
= n3(t =) ({w(r,0), 070", D)} )

— 0t — ') <{ih;ﬁ3w(r, t), i (r’, t'>}N>

Inserting equation 3.55a gives

aatPBGR( o ) = ho(t = )d(r —v') = ib(t — ') s ({H(r,1), 07 (', )} ) (3.57)
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Now comes a subtle point. It is desirable to extract the Hamiltonian matrix H from the
second term, so that G® can be inserted. To accomplish this, p2 = I is inserted between
H and +(r,t). A new Hamiltonian matrix may be defined as H = psH ps so that the
equation of motion becomes

(@'hgtﬁg - ﬁf(r)> Gt 7' ) = ho(t —t)o(r — )] (3.58)

The new matrix H is identical to H except that the BCS-term changes sign, i.e., A— —A
in equation 3.55a. The same procedure applied to the advanced and Keldysh Green
functions results in

A

<ih§tﬁ3 — H(r)) GAr t, 7' ) = ho(t — o (r — )] (3.59)

A

(ih;ﬁg — H(r)> GE(r t, 7' 1) =0 (3.60)

Finally, the equation of motion for the full Keldysh Green function is

(ihgtﬁg — I:I(r)> G(r t, 7' t') = ho(t —t)o(r — ') (3.61)

An equivalent equation of motion is found by acting on equation 2.30 from the left with
the operator —ih% ps3. The matrix equation in Keldysh space then takes the form

;
G(r,t,r' 1) (ihaat/ﬁg — ﬁ(’r’)) = hé(t —t")o(r — )] (3.62)

It is noted that from this derivation, it is found that the adjoint of the redefined Hamilto-
nian matrix in Nambu®spin space becomes H' = H'. In other words, the order parameter
matrix A has the same sign in equation 3.61 and in equation 3.62, even though it is anti-
Hermitian, as can be seen from equation 3.56. The unwieldy é-functions may be removed
by subtracting equations 3.61 and 3.62, giving

T
<z’h§tﬁ3 - ﬁ(r)> Glr t, 7' t) — Gl t,r' 1) (ihaat,ﬁg — ﬁ(ﬂ)) =0 (3.63)

Solution for a bulk superconductor

For a superconductor that is infinite in every direction, the Hamiltonian reduces to
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A 1 N A oA
H(r) = %p2f —pul — A(r) (3.64)

Following Ref.?® and inserting into equation 3.58 gives

,E)A_LQ_ 2 A AR N _ — T
(th)tp3 <2mp ,u)I—i—A(r))G (ryt, 7', t)=ho(t —t")o(r —r')] (3.65)

The Green function must be translation invariant both in space and time, which means
that equation 3.65 only depends on the relative coordinates » — v’ and ¢ — t’. Fourier
transforming gives

(5/33 — (;np — u) I+ A(r)) GE(p,e) = hl (3.66)

Inverting this matrix gives
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Chapter 4

Quasiclassical Theory

The quasiclassical theory is a formalism where one considers only the envelopes of the
Green functions, and ignore rapid oscillations. In doing so, information is lost about
phenomena that occur on the same scale as the oscillations. However, many interesting
physical effects evolve on longer length scales where quasiclassical theory is valid. Below,
a detailed derivation of the quasiclassical equations of motion is provided.

4.1 The mixed representation

As a stepping stone towards applying the quasiclassical approximation, the rapidly varying
relative motion of the coordinates in the Green function may be separated from the
slowly varying center of mass motion by a coordinate transformation. It is assumed that
the Hamiltonian contains no explicit time dependence, so that the Green function is
translation invariant in time.

T =171 — T, Rzi(T1+r2)
(4.1)

1
t =1t —to, T=§(t1+t2)

Writing out equation 3.63 gives with G = é(rl, t1,T2,ts)

0 s, K2

. v A X v p4 . h ¥ v v v
’Lﬁ(aitl 3G + %Gpg) + %(V% — V%)G — ZE[A(Tl) . VlG + VQG . A(’I‘g)]

- 27171[142(7"1)(? — GA(r2)] = [Vaup(P1) — Vimp(r2)]G (4.2)

v

+[A(r) +F - h(r1)]G — GlA(rs) + 7 - h(r3)] =0

The mixed representation, or Wigner transform, is found by Fourier transforming equa-
tion 4.2 in the relative coordinates r and t. This is, however, not entirely straight forward
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due to the products of spatially varying functions. Such product-terms are treated in ap-
pendix A.3. When Fourier transforming, the terms involving derivatives in the coordinates
(r,t1) become

o 0 _ N o 10 -
drd (—tp-r+iet)/h ~ — /d d (—ipr+iet)/h [ 2 ——\p
/ rdee o P3G rdce 5 + 59T P3G

e 10\ . 4

. ) v ) ) 1 2
/ drdee "PTTEN/G2C = / drdeel"PTFiE)/R (vr + 2vR> G

2y 1 5
(B oVt Vi) (1.4)

. . v « . . « 1 v
/drdse(”p'”m)/hA(rl) -ViG = /drdae(”p'”m)/hA(rl) . (Vr + QVR) G

AR) @ (219 + ;VR> G (4.5)

with G = G(R, T;p,e) the Fourier transformed of G = é(rl,tl,m,tg) in the relative
coordinates r and ¢. Similar results are found also for the (rq,t5) coordinates. Inserting
into equation 4.2, the resulting equation becomes:

g s 0oy . 1 2 . 5
S (Vg - 3 [A96)) + [p = o AT Vil = A - 7 k3G
th < .

4.2 The quasiclassical approximation

The Green function G oscillates in the parameter r on a scale of the Fermi wavelength
At Thus, the wavevector p is of the order A\z'. The physical quantities of interest,
however, evolve on much greater length scales L. This means that V »G must be of the
order L~!. From this, it may be concluded that

[A9Vipd} < p-[A2]]

and so the anticommutator in equation 4.6 is neglected. Further dimensional analysis
v 2 v v 2
uncovers that A < p- A, so that the A -term in equation 4.6 is also neglected.
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Inserting these approximations into equation 4.6 and using equations (A.19) and (A.20)
results in

o (VaG - 5 [A]) ¢ s Vil - B 7]
th

_E{VR({/imp[V+A+i—-h),Vpgv}:0 (4.7)

It is possible to define quasiclassical Green functions, where the rapidly varying oscil-
lations have been integrated out. This is done by realizing that most of the particles
participating in physical phenomena have a momentum close to the Fermi-momentum
pp. The reason for this is that far below the Fermi surface, every state has been filled
(for low temperatures), and so the system is noninteracting. Far above the Fermi-surface,
there are no particles. For this reason, most of the physics must occur around the Fermi-
surface. This materializes as a pronounced peak in the Green function®. Integrating
over the momentum is then approximately equal to selecting the Fermi-momentum. It
is however necessary to keep the directional information of the Fermi momentum, so an

appropriate integration parameter is §, = P 1. The quasiclassical Green function is

2m
defined ag®®°6

J(R.T.pp.e) = = [ d5,G(R.T.p.c) (48)

A subtle point is that the integral in equation 4.8 generally diverges®. Several ways

of circumventing this have been suggested. One option is to simply use a high-energy
cut-off>”.  Another option is to split the integral into a low-energy and a high-energy
contour, and ignore the latter since it does not contribute to the physical quantities of
interest®. A third option, as introduced by Shelankov®’, is to not perform the integral
at all, and instead derive the quasiclassical Green function by considering motion along
classical trajectories. All methods give the same results. It is in the following assumed
that appropriate measures have been taken in dealing with the divergence. Introducing
the quasiclassical Green function in equation 4.8 to equation 4.7 one gets

ho .
“pp Vit [es = Vil = A—F - hyg] =0 (4.9)

where Vj = V§j — # {A, g} and V = Vj constitute notational simplifications used from
here on. It is observed that the anticommutator in equation 4.9 drops out, as § is constant

in the momentum coordinate p. Equation 4.9 is known as the Eilenberger equation®s.

Due to the presence of the commutators in equation 4.9, the Green function is only

determined up to a constant. To fully determine the Green function, a normalization
condition is used:

45



P=1 (4.10)

From equations 2.34, 2.35 and 2.36, it is seen that the Green functions in Nambu-space
involve complex conjugate submatrices in spin space; (G®)*, (F)* etc. The complex
conjugate Fourier transform in (r,t) of these matrices is found by making the substitutions
p — —p and ¢ — —e. In addition, upon using the quasiclassical approximation in
equation 4.8, a negative sign is introduced due to the imaginary unit. The matrix structure
then becomes

R R
9" = (_ng _ng> (4.11)
A A
9" = (_ng _f§A> (4.12)
7 = (% 1) (1.13)

where the tilde notation symbolizes complex conjugation and the substitution ¢ — —e¢.

Quasiclassical approximation of a bulk superconductor

Continuing the analysis from section 3.5, the quasiclassical approximation to the solution
is given by inserting equation 3.67 into equation 4.8.

Ry L 1
g (5)_7r/d€(5+2'5)2—§2—|A\2

leps + €1+ A (4.14)

where £ = ﬁpQ — . The poles have been shifted so that the inverse Fourier transform
in time converges. Furthermore, it is noted that the {-proportional matrix cancels due to
the symmetry. Performing the contour integral yields®3

%) = {Sgn@ (2 — A?) — L (A — )| (eps + A) (4.15)

4.3 The dirty limit

The materials considered are assumed to be dirty. This means that there is a high density
of impurities, which are randomly located throughout the material. A particle traveling

46



through this material will scatter frequently off these impurities. This has an averaging
effect on the direction of the particle, and it is reasonable that the greatest contribution
to the Green function is spherically symmetric. Expanding ¢ in spherical harmonics,
retaining only the spherically symmetric and the first directionally dependent component
gives:

g~ gs+pr-g, (4.16)

where pg is a unit vector denoting the direction of the Fermi momentum. The normal-
ization condition of equation 4.10 then becomes

S -
G2+ {Gebr G, + (Pr-g,) =1 (4.17)

Neglecting second order terms in g,, gives the conditions
v ¥
gs =1
A (4.18)
{gs,pF -gp} =0

Impurity scattering is included by replacing Viy, with equation (3.51). The quasiclas-
sical version of this equation is found by the coordinate transformation &, = 2~ The

2m
integration measure becomes

dp = p* dp d, = (2m)*?6)/? d€,, dQ, = 2m°R*N (&) d&, dQ, ~ 20 RNy d€, dY, (4.19)

where d2, is the angular integration measure and N (,) is the density of states for a free
electron gas. It may, in accordance with the quasiclassical approximation, be set equal
to its value at the Fermi surface: N(,) ~ Ny. Furthermore, u(p — q) =~ u(p — qp). The
quasiclassical version of the impurity scattered electrons then becomes

a2,

A |u<pF - qF)‘Z.Z](Ra T> qr, 5) (420)

Z(pF) = —iﬂnimpNo

Inserting equation 4.16 into equation 4.20, the angular dependent component cancels,
leaving only the spherically symmetric part:

Y =——9, 4.21
59 (4.21)
with the scattering time 7 given as
h ds2
- 27 Nimp No 477rp|“(pF —qp))? (4.22)



Performing an angular average over the direction of the momentum at the Fermi surface,
equation 4.9 becomes

m%?gp t+[eps—A—F-h.g] =0 (4.23)

The terms which are odd in pr are found by premultiplying with pr and then repeating
the angular average

. _ 7
Gs — A — 7. h,gpl ~ ihopV i, + ;7 (9,9, =0 (4.24)

. = . th
thvpVgs + |eps + —
27
where it has assumed that impurity scattering dominates. The normalization condition
in equation 4.18 and equation 4.24 may then be used to eliminate g, from equation 4.23.

Multiplying equation 4.24 by g, gives immediately

gp = _TUngvgs (425)

Inserting equation 4.25 into equation 4.23 yields the Usadel equation, which is the equation
of motion sought after.

DV (3.V3.) +i[eps — A= h,g] =0 (4.26)
where the diffusion constant D is defined as

1
D= gﬁU%T (4.27)

4.4 Boundary conditions

In the quasiclassical approximation, the treatment of boundary conditions at the interface
between materials is a challenge. Such a transition occurs on a much smaller length scale
than those for which the quasiclassical approximation is valid so it is necessary to use
a different approach. Close to the boundary, on a length scale less than the elastic
scattering length, the particle motion may be considered as ballistic. This is because
the particle, upon entering the material, has not yet encountered any impurities. In the
bulk of the sample, the quasiclassical approximation is valid, and so the motion must be
diffusive. Between these two regions, on either side of an interface, there must therefore
be an area where impurity scattering begins to take hold, converting ballistic motion into
diffusive. This is called the isotropization zone. The model used to establish the boundary
conditions is illustrated in figure 4.1.
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S

Figure 4.1: Illustration of the model used in the formulation of boundary con-
ditions. The interface (scattering zone) is labeled as S, the ballistic zone as B,
the isotropization zone as I and the diffusive zone as D.

The Hamiltonian in the ballistic zone close to the boundary is given as

h* 92
6,534—7

o 5z~ Hi(P) = Vilw) + A() + 7 - hlw) = Vi (0)] + pul | G, )

= §(r—7) (4.28)

where it is assumed that the only dependence on the transversal coordinate p lies in H |,
which also includes a confinement potential. Parallel to the interface the quasiclassical
approximation is valid, whereas in the direction perpendicular to the surface, i.e., in the
x-direction, the exact Green function must be used. This means that the transversal
variations of the self energies included are much slower than the variations along the x
axis, which justifies neglecting the dependence on p. In the following, spin-orbit coupling
and external flux is neglected in the ballistic and isotropization zone, under the assumption
that these terms will give a negligible contribution. They are, however, included in the
diffusive zone. This is in correspondence with Ref.!2. The boundary is assumed to lie in
the yz-plane and the boundary potential is given by Vj(z), which is zero outside of the
boundary region. In the ballistic zone, the following field operators may be defined%%-¢1

b1r) = S (g (o) g o)) > X0 ety (129

It is seen that the motion may be split into a longitudinal term and a transversal term.
The transversal motion is assumed to be quantized by the confinement potential, with
wave vectors x,(p) that satisfy

HJ_Xn(p) = Ean(p) (4'30)

where p is the transversal coordinate and n is the transversal channel. Furthermore, the
confinement potential is assumed to be zero everywhere except for at a small layer by the
sample edge, so that away from the edges
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k2

2m

E, = Ep — (4.31)

The operators %T(af;) and 1"¢(x) are field operators that respectively create and anni-

hilate a particle at location z, in channel n with spin o, either in positive x-direction
(d = +1) or negative (d = —1). In addition, electrons and holes move in opposite di-
rections, thus introducing the factor v = +1. These operators are by definition slowly
varying, since they have been separated from the quickly oscillating exponential terms.
Since the particles are fermions, the field operators satisfy the regular anticommutation
relations

{(2) (@) 02} = Db bl = )

(4.32)
{gnd (@), g ()} = 0
Equation 4.29 may be used to construct the ballistic Green function
X / ~dd’ / ~dd’ N Xn(P)Xm (P')
G(r,r)= > Ge(r,r)= Y G (v,2))~F==— (4.33)

nmdd’ nmdd’ v kn km

The function é(r,r’ ) is a matrix in spin@Nambu®Keldysh-space, and is given by the
contributions from each channel and direction. The function G(r,r') is a matrix in
spin@Nambu®Keldysh®direction®channel-space. In other words, each element G4 (, 7')
is a Keldysh matrix. The different matrix structures are listed below.

Direction:
(¢ G
nm nm
Gom = 1| _ ~ (4.34)
Gom  Gum
Keldysh:
SRdd K dd
dd Gnm Gnm (4 35)
nm CrAdd '
O nm
Nambu:
=~ ’ . o ’ ~ /o . - g1 ’
éRdd/ Gfgld ++ . ezdknx id kmx Gq]fgld +— . ezdknx—‘rzd kmx (4 36)
nm CIRdd'—+ | j—idknz—id'kma'  (1Rdd'—— | —idkna+id kna' ’
nm nm
Spin:
YRdd' v’ ~Rdd' vy’
éRdd/VV/ — GanT GanJ/ (4 37)
nm CiRdd'v'  FiRdd'vv!
nmlt nmJl|
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From equation 4.33 it is seen that

H, G(r,r") ZEG r')

nmdd’

(4.38)

Inserting equation 4.33 into equation 4.28 and evaluating it in the ballistic zone where
Vi(x) = 0 gives

h2 82 N e e ~ /
S et o B Aw) + 7 hle) — Vi) + | G ()
dd’
= S (r — ) (4.39)

The anticommutation relations in equation 4.32 have been used to be able to express equa-
tion 4.39 in terms of the individual channel channel contributions G%¢ . The Hamiltonian
is now independent of the transversal coordinate, which may be Wigner transformed into

n? o A ¢ o] g .
> |pse + o a2 E, — A(x) + 7 h(z) = Vimp(2) [ + pl | G (2, 2) = Spm(x — )
dd’

(4.40)
The Green function in equation 4.40 then also depends on the transversal center of mass

coordinate p. = (p + p')/2 but this is omitted for notational brevity. For a particular
element of the retarded Green function in Nambu space, equation 4.40 takes the form

R 92 A o .
x QA (g gl . gidvina—idvVikmat _ 5 65 6(x — 2] (4.41)

where [ is the identity matrix in spin-space. The matrices C?Z%W'

are slowly varying, and
so the second derivatives of x may be neglected, resulting in

|f)3€ + iﬁdvvnaax — A" (2) +# - h(zx) — Vimp(x)I] GUW (p 2 =0, z#a2 (4.42)

where the transversal energy F,, and the chemical potential u =~ Er have been canceled by
the k2-term produced by differentiation of the exponential function. The channel velocity
is given by v, = k,h/m. Repeating the procedure for the conjugate equation gives

Gadv (g o) [pga — ihd’y’vm;/ — A" (&) + % h(z') — Vimp(x/)[] =0, 2 +#x
(4.43)
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Comparing equation 4.42 and 4.43 in the limit © — 2’ reveals that ég‘f;””/ cannot be
continuous in this point. Fortunately, the value of the discontinuity may be identified by
fixating =’ in equation 4.40 and integrating x over a small interval around it:

2 2

x'+n he 0O A R v v =0 , ¥
/z’—n dx% [pge + o E, — A(z)+ 7 h(x) = Vinp(x) + ,u]} G (2,2") = Gl
(4.44)

In the limit  — 0 what remains is, due to the fundamental theorem of calculus

a ~ U 8 ~ / 2m v
> [(wGan(x,x/O <8ded (z, )) ] = 5nm?l (4.45)
T=x'+n x=z'—n

dd’

Furthermore, the total Green function must be continuous, giving the condition

S [GH (w + 1, 2) — G (x —n.2)] =0 (4.46)
dd’

Evaluating equation 4.45 for each element in Nambu-space, where the exponential terms
appear explicitly, gives

>

dd’

(aa édd/llll (.T,Z‘/)> <88 édd'uzx (.T, l’/)> ] ei(dlxkn—d’y/km)m
v r=z'+n r=z'—n

Z [Gdd T+ 7, iIZ’) - Gii;(l’ -1 l’)} idyknei(dllknid/wkm)w
dd’

5mn 51/1/

h?

The derivatives, %éfff,;””', are neglected under the assumption that they are much smaller
than k,G%"' For v = v/ and n = m, one gets for equation 4.45 and 4.46

o , 2
> d [Gdd r+n,z)—G9 (r —n, x)} whna(d—d) _ zh—]/[ (4.472a)
dd’ Un

> |G (x4, 2) — Gt (v —n,2)] =0 (4.47b)

dd’

Adding equation 4.47a and 4.47b gives

Gl (@) = Gl @ =) + (G (o mw) = Gl (@ — o)) €20

1w
=——] (448
o (4.48)
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Equation 4.48 is supposed to yield a constant. However the Green functions are by design
too slowly varying to compensate for the exponential function. This implies that in order
for equation 4.48 to be valid, the +—-component must be continuous. The result then
becomes

Gt (@t mx) = G (@ —moa) = = (4.49)

By subtracting equation 4.47a and equation 4.47b on gets by similar arguments that the
—+-term must be continous and that the ——-term is given by

N

G (@4 m,7) = G (@ =) = 5

(4.50)
Summarizing, the discontinuity at x = x’ for an element in Nambu-space becomes

~ U ! = / / bd
Gydjnuy (ZL‘ -+ 1, 37) - Gijlnyy (-T -1, :E) = _6dd’5w/’5nm;7yl (451)
Un,

Equation 4.51 enables the definition of a Green function C%*"" which is continuous, since
the discontinuity can be explicitly accounted for.

d
Lsgn(x —a)I (4.52)

é«dd’w/
Thuy,

1
Conhy o,

ézlirlluyl (.CL', zl) = (l’, :1:/) - 5dd/5w/6nm

The factor in front of C4*"" is added to simplify a later result, while also making sure that
channel n does not receive a different weight than channel m, which would be unphysical.
Moving away from the interface, and into the isotropization zone, the impurity scattering
term is given by equation 4.21, where the Green function is approximated to the value
at the beginning of the diffusive zone, where the quasiclassical approximation is valid.
This is reasonable because the quasiclassical Green function varies on scales much larger
than the size of the isotropization zone. Furthermore, impurity scattering dominates the
energy ¢, the gap parameter A and the exchange field h, which are all on the same scale,
so that these terms may be neglected. The resulting equations in the isotropization zone
becomes

a dV -« dd' vy / /
[ax ~ 5 g} Gl (p 2y =0, z#zx (4.53a)
o d'y
(%Mwﬂé+%4—@f#$ (453b)

Differentiating equation 4.53a and 4.53b in terms of z and 2’ respectively, inserting equa-
tion 4.53a and 4.53b, and subtracting gives the following partial differential equation
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0 0 G«dd’uu’( /) 1 1 G«dd’yy’( /) (4 54)
— = x,x') = — T, T .
ox2 Q) "M 4r202 A2 ) N

Equation 4.54 is readily solved by using separation of variables, with the requirement that

the Green function at the beginning of the isotropization zone, at x;, should be equal the
ballistic Green function. This results in

]_ T—T T—T
G (1 ') = {(I dvg”” ) eTron + (1 + dvg”™ ) e 2”4
dv
v pddw B O O — —aNI) (4
27rh\/m o (b, ) dd Qwhvnsgn(x ') (4.55)

([-i—d’ / w/)eszn _|_([ d ””)eélﬁiﬁi’]

Equation 4.55 will be used to express the quasiclassical Green functions ¢ in terms of
the ballistic Green functions C’gf,;. This is done by requiring that G%**" decreases when
moving towards the diffusive zone. On the left side of an interface, inspection of equation
4.55 uncovers the following conditions for the Green function to remain finite as * — —oo
and x’ — —oo respectively:

(v5 + g1) (Cr = v5) =0 (4.56a)
(Cy+ 8 ) (5 — g1) =0 (4.56D)

where C, is short-hand for C’dd and g; for ¢g¥”. On the right hand side, the equivalent
conditions become

(v2 — g5) (Co +vu) =0 (4.57a)
(Co+vn®) (v5l — gy) =0 (4.57D)

A lower index of 1 indicates Green functions to the left of the interface, and an index of
2 indicates Green functions to the right. Equations 4.56 and 4.57 have been expanded to
direction-space, with v%(? the Pauli-matrix in z-direction, which has the parameter ddq
as elements. It is important to note that the quasiclassical Green functions g have no
structure in the direction space, in contrast to the ballistic Green function C'. This means
that a matrix that only has structure in direction space will commute with g, but not with
C'. Tt is observed that equations 4.56 and 4.57 are diagonal in direction®Nambu®channel-
space. This is due to the discontinuity condition in equation 4.51 which only gives a
contribution to the continuous Green function C' on the diagonal. The off-diagonal terms
produce the trivial result of C' = 0.
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The ballistic Green function on the right hand side may be expressed in terms of the
ballistic Green function on the left hand side by means of the transfer matrix M:

Cy=MCMT (4.58)

Multiplying equation 4.56a by g; from the left and equation 4.57a by g; M from the left,
—1
and by (M T) from the right, then subtracting the two equations gives

Cy = (I+gM! g2M)_1 201+ (I = i M1 goM ) v5)| (4.59)

where it has been used that MY M = ©@ owing to flux conservation®®. There is
now one step remaining before the boundary conditions for the Usadel equation may be
defined. Having expressed the ballistic Green functions in terms of the quasiclassical
Green functions, it is now necessary to relate the ballistic Green functions to a quantity

which is conserved across the interface. This is achieved by considering the matrix current,
which is defined as%3:5°

Iy(z,€) = lim —/dp (835 — 895’) G(r, ') (4.60)

r'—=r m

With the integrand taking the form of a current density, the integral over the transverse
coordinate p yields the net matrix current through the surface. Inserting equation (4.33)
and equation (4.52), and using the orthonormality of the transverse wave vectors x,(p),
this becomes

I (x Z (vd 4+ V'd)C (1, x) (4.61)
ndd’

In the isotropization zones, v = v/ and d = d', thus giving
I (x,8) = Gy Trp  [vEIC™ ()| (4.62)

where G, = % is the conductance quantum. Using that $(¥ = MY MT it is seen that
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Iy = Gy Tro g [vSCY |
= Gy Try g [y MO MICY|
= Gy Trpa [v2OMICY M| (4.63)
=Gy Try 4 :VEgd)CEW,}

«
v’

— 1iM2

This shows that the matrix current is indeed conserved across the interface. This is not
the case for spin-active boundary conditions, but suitable conditions may still be derived.
This was recently done by Eschrig et al using a scattering matrix approach®. By insertion
of equation (4.55) into equation (4.62) it is found that the matrix current is conserved
also in the isotropization zone®. Furthermore, the matrix current is in the quasiclassical
approximation given as%3

Iy =0;A;0V5-n==2L5Vj-n (4.64)

L
Ry
where A; is the cross section through which the current flows and o; is the conductance
on side j of the interface. The unit vector n is the normal vector of the interface. Here,
n is pointing along the z-axis. The bulk resistance of the material considered on side
J, is given as R; = %, where L; is the length of the material in the direction of n.
Equations (4.59), (4.62) and (4.64) sufficiently define the boundary conditions.

A special case where the boundary conditions take on a particularly easy form is when the
transfer matrix only has structure in direction space. This is the case when the boundary
is spin-independent as well as identical both for particles and holes. In this case, the
transfer matrix M commutes with the quasiclassical Green functions ¢g; and g, so that
they only appear as products (Q = MTM. Furthermore, the inverse of ) may be found by

[ =399@ — yy@pts@ iyt = Qu@Ee@ = Q! = 2@ (4.65)

where the last equality is found by multiplying with M from the left and (M T) - from the

right. This further implies that det()) = 1 and that the diagonal elements are identical.
Another useful identity is

I+ Qqg2)(Q "+ g201) = {g1, 92} + Q@+ Q" (4.66)

Because of equation 4.65, Q + Q! is diagonal in direction space, and so is the anticom-
mutator. Thus, the inverse of the right hand side of equation 4.66 is particularly easy.
Using this relation with equation 4.59 and inserting it into equation 4.62 gives
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(201Q + g2)vEWD + [g2, 1] + Q1 — Q
{92, 1} +Q + Q!

I(z,e) =Gy Trpq (4.67)

The term Q' — @ has zero on the diagonals, and may be omitted. Furthermore, ¥(¥-term
cancels when taking the trace. It is customary to express the boundary condition in terms
of the scattering eigenvalues T),. It is related to the elements of the matrix @, ¢;; via%

4

G+ Ga2 = T~ 2 (4.68)

Performing the trace, and using equation 4.64, the boundary conditions become

L; Tn g 7v
ZgVg = 4G, Y 92, 31

- - (4.69)
R; w AL+ T, ({52, 01} — 21)

Since the Nambu space dependent parameter v canceled, equation 4.69 have been ex-
panded to Keldysh space. These are the Nazarov boundary conditions®. A simpler set
of boundary conditions may be found in the tunneling limit, 7}, < 1

gvg = (G2, G1] (4.70)

where (; = %L and R; = (G, %, T,,)"" is the interface resistance. In other words, the
J

parameter ¢ describes physically the ratio between the interface and bulk resistance.
These are the Kupriyanov-Lukichev boundary conditions%.

4.5 Observables

4.5.1 Density of states

The density of states N(R,¢) is found directly from the spectral function A()%7, so that
for a particular spin component o

o7



1
Ny(R,¢) = hm——ImGR (R,7,¢)

— 1 zpr/h R
11411}(1) WIm/ (27h)3 Goo (B P-€)

(4.71)

Im/ dp G2 (R,p,e)
= Ny Re gaU(R, 6)

where equation 4.8 and 4.19 has been used. When information about separate spin com-
ponents is unnecessary, the average in spin space may be taken:

N(R,¢) = ;NO ReTr [¢"(R, ¢)| (4.72)
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Density of states in a bulk superconductor

Applying equation 4.72 to equation 4.15 gives

]

N(e) = Ny———=
2 — |A2

0(s* — |AP) (4.73)

The density of states N(e) is plotted in figure 4.2, where the energy gap mentioned
in section 2.1 is clearly seen. In addition, two pronounced peaks appear at the points
e = +A, where N(e) formally diverges. This can be thought of as a consequence of all
the particles with energies lower than A being "pushed out” to where ¢ > A.

N{(e)

A
1 1 Z

Figure 4.2: Density of states for a bulk superconductor.

4.5.2 Currents

In the second quantization formalism, the charge density is given as

pe(r) = eln(r)) = e 3 (WL (r)is(r)) (4.74)

The charge current density must satisfy the continuity equation

aatpe(T) +V-J.(r)=0 (4.75)

The time derivative is found by using the Heisenberg equation, resulting in
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O ) = ¢ bl + L) )

(4 A0 Whrn() o) (V- FA®) volo)

2m >
ieh )

= VS (9 L)) i) - i) (V- LA )
7 (4.76)

The charge current may then be identified as

7.(1) = 5 S (V4 £ A0)) wblr)in(r) = v(r) (V= FA@) drlr))  (477)

To reformulate this in the language of Green function, the coordinates (r,t) are split into
two different coordinate pairs (rq,t;) and (rq,t3), with equation 4.77 emerging in the
limit where they are equal. The introduction of the limit gives a freedom as to which
coordinates to assign to which functions, and for a particular choice, the expression for
the current becomes

1

TAR) = tim 50 (924 L AGr)) v ra)in(ra) — 0l r) (V- L AG) vl

ri,r2—R 2m p

~ fm {vl—w—i<A(r1>+A(r2))}<w2<r2)wa<m)>

ri,ro—R  2m h
(4.78)

The expectation value is related to the Green functions in the following manner, due to
the anticommuation relations:

([ (ra), ()] ) +; (5(ry —73)) = L

1
sza(Th?‘z)+§<5(T1 —73))

(4.79)

DN |

<¢2(T2)¢a(”“1)> =

The charge current in the Keldysh formalism thus becomes

TR =t~ (V- 0, - T (A + AG))

P
« (Gx(m, rs) + i[(d(rl - r2>>)} (4.80)
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It is observed that equation 4.80 diverges in the limit 1 — 75. This is to be expected
as the separation into (r1,t) and (rg,t) in equation 4.76 allowed the operators to be
extracted from the expectation value. Setting r; = 7 does not represent the original
equation. The limit must then be thought of as allowing r; to approach 7, arbitrarily
close without becoming identical. In this case, the d-function gives no contribution and
the expression remains finite. This may be written as

J.(R)= lim —462 Tr { (v1 V- L (A(m) 4+ A(@)) G (ry, 7«2)} (4.81)

r1,ro—R 7;[,

The quasiclassical form of equation 4.81 is found by expressing G¥ (71, 75) as the inverse
Fourier transformed in the relative coordinates (r,t).

Jo(R) = lim — " Ty { <2vr L (A(R + ;r) +AR- ;r))>

r—0 4m h
AP (ipr—icty/nyic
1Pp-T—1E T
x/mh)46 GX(R,T,p,e)

s ol o))
— —mNo/dgTr {/dQ (pr — A(R)) ¢" (R, T,pag)}

= NOeD/deTr ng) } ni;/deTr{AgK}

(4.82)

In going to the last line of equation (4.82), equations (4.16) and (4.25) have been used.
The derivation of equation (4.82) has taken place in spin space and is valid for particles.
Expanding to Nambu®spin-space, the current of holes is also required. The hole-current
flows in the opposite direction as the particle current, and so the expression for the total
charge current density of particles and holes becomes

N(]GD

J. = /deTr P3(g @g)K} 4mh/d€Tr p3Ag } (4.83)

In equation (4.83), the term including A, called the diamagnetic term, does not give a
contribution to the current for the systems considered. The reason for this is that this
term is canceled by the high-energy contribution to the quasiclassical &-integral®®®7. No
such cancellation is found here because the high-energy part of the integration contour
is ignored. However, the removal of the A-term can be made plausible by the following
argument. By performing the trace in Nambu space the integral, denoted I4, becomes
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[A:/_OO daTr{AgK—l—A*gK}

— /O:O de Tr {AgK(e)} + /O:O Tr {A*gK*(—E)}

= /_O:O de Tr {AgK(é‘) - A*QK*(g)}

_ 2@/:)0 deIm Tr { Ag" )

where equation (4.13) has been used, as well as the definition of tilde-conjugation. The
transformation € — —e& was introduced in the second term. The conclusion is that the
diamagnetic term gives an imaginary contribution to the current, which is not physical.
The final expression for the charge current therefore is

1(R) = 02 [ demr {py(599)<) (4.84)

The particles and holes referred to are of course electrons and absence of electrons. Since
the electrons have spin, it is possible to define a spin current. The charge current J, does
not yield any information about the transport of spin. The starting point from which to
find the spin current is the spin density

h

Py =5 D (VT ortio) (4.85)

The spin density is a vector, and so the spin current is a tensor. In a normal metal with
no spin-orbit coupling, a continuity equation may be established for each component of
the spin density and the derivation of the spin current follows analogously to the charge
current, resulting in

1 _

Ji = (N / de T { s, (59 9)% ) (4.86)
1 —

Jv = gNOD/dgTr{ﬁgfy@vg)K} (4.87)
1 _

where the physical interpretation of the z-component is particularly easy to interpret:
J. « Jey — J¢. The difference between the contribution from the opposite spins is
found, rather than their sum. This means that J@ is zero if the current contains equal
amounts of spin-T and spin-}, and non-zero otherwise. Obviously this then gives the spin
transport. For a ferromagnet it is more difficult, and the contribution from the exchange
field to % p, will be investigated. Indeed,
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aps = ,Z <a¢ +w;a§t"’> (4.89)

Using the Heisenberg equation, and inserting equation 3.28 gives

(aa;;)_ ! 3 o (Ul Tt Ul oot
1
=%

(4.90)
< G [(h - 7)o+ 08 [T (B 7)), )
Using that (h-7)7 = h —ih x T and that 7(h - 7) = h +ih X T one gets
aps T
P} =S I Tl o) = B, (491)

This means that the continuity equation for a given component «, gets an additional
term:

ops o, [OPS _
e (%)~ as

The extra term is the spin torque, which means that the spin current is in general not
conserved. However, due to the cross product in equation 4.91 it is seen that there is no
spin torque for the component « that is parallel to the exchange field h. Therefore, this
component of the spin current is conserved even in a ferromagnet. Spin-orbit coupling
also influences the spins, making the spin current ill-defined by an additional term in the
continuity equation

ops ops op¢
s L s s — 4.
v () (%) o0 49

It is for this reason important to only discuss the spin currents in materials within which
it is well defined.

4.5.3 Pair correlation

The pair correlation describes the presence of superconducting correlations in metals. It
is defined as
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V(R) = (4 (R)y+(R)) (4.94)

Equation 4.94 should not be confused with the superconducting order parameter A, which
includes a spatially varying function that forces it to be identical to zero outside of su-
perconductors. This is not the case for the pair correlation function, which due to the
proximity effect may attain non-zero values also in non-superconducting materials. Ex-
pressed with Green functions it becomes

U(R) = lim

r—0

(C35(R.Tr 1) = GW(R. T, 7, 1)) (4.95)

where ¢ and j refers to row ¢ and column j of GK. Following the same procedure as for
the density of states and the current gives the quasiclassical form of the pair correlation
function:

fNO / dz [3 — 9 (Rye)] (4.96)
4.5.4 Magnetization
The magnetization is defined as
M(R) = lim =08 5700 (U (r1)er) (1.97)

Using equation 4.79 while allowing for different spins gives

M(R) = lim TS 7, {—iGE, (r1,m2) + 8,0 (6(ry — 7))} (4.98)

The ¢-function vanishes, as the trace of the Pauli matrices 7 is zero. To get the magne-
tization in Nambu®spin space, the identity GX , = —[GE_]*, valid in the limit 1 — o,
may be used along with the relation 7,, = 7, to give

M(R) = lim iggB Tr {rG*(R.7) — 7 [G"(R,7)] '}

r—0

Q,UB ~ AK
= lim = Tr {+G*(R,7)} (4.99)

r—0

The quasiclassical version is found by the usual procedure

64



M(R) = g“’ZNO /ds Tr {#5"(R.¢)} (4.100)

4.6 Parametrization

To solve the Usadel equation numerically, it is necessary to use a parametrization that
takes into account the normalization condition in equation 4.10. One possibility is to use
the so-called #-parametrization, where the Green functions are represented by hyperbolic
functions®”. Another option is the Riccati parametrization®, where the retarded Green
function is written as

r_ (NI +~7) 2N
g _< —2](%7 —N(Jlﬁy)) (4.101)

where N = (I —~%4)~!, and 7 is a 2 x 2-matrix in spin space. The Riccati parametrization
has the advantage that v € [0, 1], which makes it well suited for numerical solution. By
inserting equation 4.101 into equation 4.26, the Usadel equation may be expressed as®’

D [V% +2Vry - NﬁVﬂ = —2iey — Aoy, +v7A%oyy —th - (oy — yo™)
+D[A-Ay—7A" A"+ 2(Ay+7A") - N (A" +7A47)|
+2iD [Vy- N (A" +747) + (A +7A"7) - NV

(4.102)

D [V +2V7 - NV4| = —2ie5 — A"y + 07 + ih - (0*5 — 7o)
+D[A* A5 —FA-A+2(A*5+75A)- N (A+~A*7)
—2iD [V N (A+7A%) + (A" +7A7) - NV4]
(4.103)

Included in the energy ¢ is an inelastic scattering term 4, so that ¢ — (¢ +19)™. The
main purpose of this factor is to provide numerical damping, since there are energy values
where the solution diverges. One such instance is the solution for a bulk superconductor at
energies ¢ = +A. This can be seen from figure 4.2. In the following, a value of §/A = 1073
is used. The Kupriyanov-Lukichev boundary conditions, given in equation (4.70) take on
the form

1
Vo, =
vy :FLiCz‘

(I = 7%;) Nj (i = ) + 2im - A (4.104)
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where m is a normal vector to the interface. The negative sign should be used for a
boundary where region j is to the right of region 7, and vice versa. Boundary conditions
for 4; are found by tilde conjugation.
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Chapter 5

Numerical Solution Method

In the following, the finite element method is derived for the purpose of solving the Usadel
equation in higher spatial dimensions. The Usadel equation consists of eight coupled
nonlinear partial differential equations, and is highly non-trivial to solve. Even so, several
solution methods exist. A brief summary is given in the following.

The finite difference method

The finite difference methods is the most common numerical solution method for partial
differential equations. It makes use of local Taylor expansions to discretize the differential
operators. Equation 5.1 is an example of such a discretization for a particular coordinate
x. The derivatives in point ¢ are approximated to second order in h.

9 T @i) = flwima) 07 o f@ien) = 2f (@) + f@io)
FrAC R . 57 TG . 2

(5.1)

In more than one dimensions, each coordinate needs to be simultaneously discretized in a
similar fashion. The discretization takes the form of a grid, with derivatives approximated
by making use of the surrounding points, as is illustrated in figure 5.1.
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Figure 5.1: Illustration of a two dimensional finite difference numerical scheme.

The discretization itself is performed by inserting equation 5.1 into the PDE to be solved.
Several solution methods then exist, with varying degrees of sophistication, which can be
divided into two families. Explicit methods formulate the problem in a way where the
solution at the next point in space depends only on points where the solution has already
been computed. Each step is then generally solved quickly, but the solution is prone
to instability. Implicit methods solve for the entire grid simultaneously, thus requiring
significantly more memory. For a given grid, these methods are slower than explicit
methods, however, as they never become unstable, this may be compensated by allowing
for a coarser grid.

A major disadvantage of the finite difference method, as can be gleaned from figure 5.1, is
that it requires a rectangular grid. This means that the geometries that can be considered,
are restricted to those which can be mapped to a rectangle. Because of this, more complex
geometries, such as the inclusion of holes, need to be approximated by a sufficiently fine
mesh of rectangles. This quickly becomes a bottleneck in terms of computation time
and memory usage. In addition, for every geometry the PDE is to be solved for, the
discretization needs to be performed anew. The reason for this is that, while in the bulk
of the model, the discretized version of the equations do not vary, the boundary conditions
need to be evaluated explicitly.

The finite element method

Rather than discretizing the operators, the finite element method discretizes the geometry.
This allows for a much more flexible numerical scheme, with virtually no restrictions on
geometry. The main idea behind the finite element method is to restrict the space in
which a solution is sought, to a discrete space which is spanned by a set of known test
functions. The finite element method will be elaborated on in the following sections.

68



Other methods

The finite volume method is a method often used in the modeling fluid mechanics, heat
transfer and other problems in which a conservation law is followed. The reason why the
finite volume method is particularly well suited for these kinds of problems is that the flux
between the discretized cells is by definition conserved ™. A family of very efficient solution
methods are the spectral methods, which consists of selecting an appropriate basis in which
the solution is expanded. This limits the method to problems where an appropriate basis
may be inferred, however, once that basis is found, exponential convergence to the exact
solution may be found™. These methods will not be pursued further herein.

5.1 Finite element theory

This section will endeavor to explain the theory behind the finite element method. To
clarify the discussion, the following begins with the much simpler case of a linear partial
differential equation (PDE). The main results will then be generalized and applied to the
Usadel equation.

5.1.1 Linear equations

The following partial differential equation is defined in a domain €2 with a boundary 0f2

{V2u +f(r)=0, we (5.2)

BClu] =0, u € oS

This is the Poisson equation. Appropriate boundary conditions, BC'[u| need to be estab-
lished for equation 5.2 to be well defined. This treatment will consider two such boundary
conditions; the homogeneous Dirichlet boundary conditions and the Neumann boundary
conditions. The former is given by

u=0, ucod (5.3)

and latter is given as

v-Vu=g, ue€oi) (5.4)

where v is an outwards pointing surface normal. They are of the form of the Nazarov and
Kupriyanov-Lukichev boundary conditions, given in equations 4.69 and 4.70 respectively,
and are thus particularly relevant.
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It is assumed that the solution u to equation 5.2 resides in a Hilbert space V. By mul-
tiplying the equation with a testfunction v € V', and integrating over the domain €2, the
variational or weak formulation is found:

drVu-Vv= [ drfv+ | dSVu-vv (5.5)
J Jymses L,

where the divergence theorem has been used. For the homogeneous Dirichlet problem, the
space V' can be defined to have compact support, which means that all elements vanish
on the boundary. In other words, the boundary conditions are included in the definition
of V. For this reason, the homogeneous Dirichlet boundary conditions are referred to as
essential. The Neumann boundary conditions are satisfied by inserting equation 5.4 into
equation 5.5. In this case, compact support of the solution space may not be defined, and
the boundary conditions must be enforced via the equations. These boundary conditions
are referred to as natural. The restatement of the problem then becomes™

find u € V such that a(u,v) = F(v) Vv € V (5.6)

where the bilinear form a(u, v) has been introduced as

a(u, v) = /ﬂ drVu - Vo (5.7)
and the functional F'(v) as
Flv) = Jodrfv, Dirichlet (5.8)
Jodrfu+ [3qdSgv, Neumann

This has not simplified the PDE at all, however it makes for a much better starting point
for approximations then the original PDE, particularly because the integral operator
is bounded, whereas the differential operator is not. The Galerkin approximation is
used next™, where the infinite dimensional space V', that contains the exact solution, is
truncated to a finite dimensional space V*. The Stone-Weierstrass theorem states that
any continuous function that is defined within a closed domain can be approximated to
arbitrarily high accuracy by polynomials™, so an excellent candidate for V* is the space
of polynomials of degree less than or equal to r, P,.(7). Thus, the approximation space
gets the desirable quality that V* — V as r — co. An approximate solution to equation
5.2 is then

find u* € V* such that a(u*,v) = F(v) Yo € V* (5.9)

The crucial point is then that since V* is finite, with dimension N, it is spanned by a
finite basis of functions ¢;, j = 1,2,...N, and so any element in V* is a linear combination
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of these functions

N N

ut(r) = =ujd(r), o(r) =3 =uv;(r) (5.10)

Jj=1 J=1

Then, for a given component ¢ of v, the discretized version of the PDE becomes

N
> algy, ¢i)u; = Fl¢n) (5.11)
j=1

In matrix notation, with F; = F(¢;) and K;; = a(¢;, ¢;) this becomes

Ku =F (5.12)

The matrix K is called the stiffness matrix and F' the force vector for historical reasons,
as the finite element method was first used in structural mechanics. Once K and F' have
been created, the equation system may be solver for u*. To establish these quantities, the
appropriate basis functions ¢;(7) need to be selected.

5.1.2 Elements, nodes and interpolation

In order to obtain a basis in which to expand the approximate solution, u*, the finite
element method divides the domain €2 into a discrete set of subdomains €2.. These sub-
domains are called elements. On each element, there may be defined a set of NV,, points,
called nodes, where the solution of the PDE is computed. Within the element there may
then be defined N, functions that interpolate between the nodes. Several possibilities
exist when selecting interpolation functions, however the most common choice, which is
also what will be used herein, are the Lagrange polynomials. These are in one dimension
given as

¢i(z) = [[ —m (5.13)

m=1%j — Tm

By construction, the Lagrange polynomials are linearly independent and satisfy ¢;(z;)¢;(x;)
= 0,;. Furthermore they span the space Py, _1(x), i.e., the space of polynomials of degree
N, — 1.
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(b) A quadratic element

Figure 5.2: Lagrange polynomials for one dimensional line elements. The dots
denote node locations.

Within an element domain (2., the Lagrange polynomials may thus be used to express u*.
It is a requirement for the Galerkin method that the solution is continuous across element
boundaries. This is satisfied by enforcing that elements sharing boundaries also share the
nodes on the boundary. Since the Lagrange polynomials are completely determined by
its values at the nodes, continuity follows. This means that the elements must at least
have nodes at its vertices, i.e., at the ends of line elements and corners of quadrilaterals.
The choice of Lagrange polynomials has an additional advantage. By construction, the
polynomial belonging to a specific node, has only non-zero values in elements that share
the node. This makes the resulting matrix sparse, which is highly beneficial in terms
of solving the system. The same procedure works also in higher dimensions. For a
quadrilateral (that is, a rectangle), with nodes only in the corners, the two dimensional
Lagrange interpolation functions are given as products of the one dimensional Lagrange
polynomials along respective axes. More complex elements, such as quadrilaterals with
internal nodes, triangles and tetrahedra require a bit more thought. In two dimensions,
a general way to establish the interpolation functions is to use the Pascal triangle, which
visualizes in an intuitive way the monomials that need to be included in order to create
interpolation functions for a certain number of nodes.

Element order r Pascal triangle
Constant 0 1
Linear 1 x Y
Quadratic 2 x? xy >
Cubic 3 3 22y xy? e
Quartic 4 2t 3y 229> xy? yt

Figure 5.3: Visualization of number of terms in a complete polynomial corre-
sponding to a given element order in two dimensions. The parameter r denotes
the degree of the polynomial space.

From figure 5.3, the basis for a, for instance, nine node element can be immediately read
off as the nine monomials of lowest order in the Pascal triangle, selected symmetrically
about its center line. The latter is necessary to avoid giving the elements a bias towards
a given direction.

O = a1 + aox + asy + asx® + asxy + agy® + azxy + agry® + agry? (5.14)

The coefficients a; are determined by enforcing orthonormality in the nodes. It is possible
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to use the same procedure in three dimensions, by establishing a Pascal pyramid, however
its visualizing power is greatly diminished by the complexity of such a construction.
Inserting the interpolation functions into equation 5.11, the stiffness matrix is found as

K = /Q drvei(r) - Ve, (r) (5.15)

and the right hand side is

O = [ drf(r)or) (5.16)

In this expressions, all coefficients in the expansion of v in equation 5.10 has been set
equal to one; v; = 1 Vj. This is permitted as v was arbitrary. The upper index (e)
indicates that equations 5.15 and 5.16 give the contribution from a single element. A
global stiffness matrix K and force vector F' valid for the entire model needs to be found.
However, this follows trivially once all the element contributions have been determined.
In fact, every node can be given two labels; a local index, which identifies the interpolation
function that belongs to it, and a global index which determines the structure of K and
F. The global matrix system is then found by inserting the matrix elements of the local
matrix into positions in the global matrix identified by the global node indices. The
global stiffness matrix then becomes an M x M matrix, where M is the total number of
nodes in the mesh. An example is shown in figure 5.4 using a mesh consisting of three
line elements with linear interpolation functions. It is observed that matrix element koo
in the global matrix gets contributions both from element A and B. Similarly, k33 gets
contributions both from element B and C. Matrix elements ki3, k14 and ko4, as well as
their counterparts with reversed indices are zero, since there is no communication between
these nodes. This illustrates the sparseness of the global matrix K for larger systems.

1 A

2 B c 4
° °
1

3
® °
2

kll k12 k13 k14

ki1 k1o ko1 Foo  kag Koy
B (krgl k:22> ka1 Fso kss ksa

k41 k42 k43 k44

Figure 5.4: Illustration of local to global matrix restructuring for a mesh con-
sisting of three linear elements.

5.1.3 Coordinate transformation and numerical integration

There are virtually no limits with regards to the types of geometries that can be de-
scribed by the finite element method. The only requirement is that it may be adequately
represented by a mesh. In general, polygons can be recreated exactly by a mesh. For
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other types of geometries, such as spheres and splines, the mesh is approximate. This is
a feature reminiscent of the finite difference method, however an important difference is
that the finite element method allows distortion of the elements to better fit the geometry,
with only minor influence on the discretized equations. For this reason, it is necessary to
understand how a distorted element can be described.

The shape of the element may be expressed in the same basis as the solution u*.

T = sz‘ﬁbz‘(ﬁ), Yy = Zyicbz-(n), Z= Zzigbi(g) (5.17)

i

These elements are called isoparametric. Other choices exist, where the polynomial used
is either of lower or greater degree than those used in representing the solution, giving
subparametric and superparametric elements respectively. Such element types are less
commonly used, and will not be explored further. From equation 5.17 it is seen that
the distortion of the element is fully determined by the nodal positions, and so a higher
order element may describe more complex geometries. The coordinate transformation
transforms the real element to a reference element for which numerical integration is
much more convenient. This is illustrated in figure 5.5.
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Figure 5.5: Illustration of a transformation to the reference element.

The gradient of the interpolation functions used in equation 5.15 then takes the form

Ve di(r) = J 'V ,,0i(p) (5.18)

where J is the Jacobian matrix for the coordinate transformation, given as
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The transformed stiffness matrix becomes, with p = (£,7,()

Ky = /de !J\[J‘lquﬁi(p)}TJ‘le(bj(p) (5.20)

In equation 5.20, factor |J|= det(J) appears due to the coordinate transformation of the
integration measure. In addition, matrix notation has been used for the scalar product.
The force vector is given as

F = | dplJ|f(p)o:(p) (5.21)

The reason the coordinate transformation is so convenient is that the interpolation func-
tions can be defined for the reference element in the coordinates p. Given that the same
element type is used for the entire model, these never change and so may be given in a
lookup table for ease of programming. By using the Jacobian matrix, the interpolation
functions are transformed to the real geometry. This puts restrictions on the element
distortions, as the inverse of the Jacobian matrix has to exist. This means that the Jaco-
bian determinant cannot be zero. In addition, it cannot be negative, as this represents a
situation where the element overlaps itself, thus resulting in a coordinate transformation
which is ill-defined. In other words, the value of the Jacobian within the elements is a
measure of the quality of the mesh. To get a sense of how element distortions influence the
Jacobian, a 4 node linear quadrilateral is considered, where only the upper right node is
moved, with the other nodes placed in positions equal to corners of the reference element.
In this case, the Jacobian determinant is given as

T =10 b 21—+ )+ (1) (5.22)

By investigating different locations (x3,y3) of the movable node, it is seen from figure 5.6
that this element remains acceptable as long as it is convex.

(a) J >0 (b) J =0 (c) J <0

Figure 5.6: The Jacobian determinant for different element distortions, evalu-
ated in the upper right corner. Of the three, only (a) is acceptable.
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The next step in generating the stiffness matrix and force vector is to compute the integral
in equation 5.20 and 5.21. This could in principle be done analytically, as both the
interpolation functions and Jacobian matrices are known once the mesh has been created,
however this is not done in practice. Instead, numerical integration is used. One option
is to use common integration methods such as the trapezoidal or Simpson rule, where the
domain to be integrated is divided into equipartitioned intervals where the integrand is
evaluated. A better approach is to use the Gauss quadrature, where the sampling points
are selected, and the integrand weighted, in a way so as to minimize integration error.

1= [ (&.€) dgdndC ~ 3 wawzuf (&, mi. ) (5.23)

ijk

The integration points (&;, n;, (k) are given by the roots of the Legendre polynomials P, (p),
and the weights may be calculated by the formula™

2
(1= ) [ Palpi)]

(5.24)

w; =

with p; one of the coordinates &, n or (, evaluated in the integration point. The stiffness
matrix is then given by

K = 3 wewrwn || [T V(€ m Gn)] - T Ve, ms ) (5.25)
klm

and the force vector by

F = 3" wwrwmn| | f (€ 0y Gn) 05 (Es s Con) (5.26)

klm

where the sums are over the integration points. The Gauss quadrature is well suited for
polynomial integrands. In fact, for a polynomial of degree n in 1D, a Gauss quadrature
of at least 2n — 1 integration points produces the analytical result. It is customary to
choose the number of integration points so that the undeformed element of a given degree
is integrated exactly. This is called full integration. In general, the integration will still
be approximate, due to the appearance J ' in equation 5.20, which is not necessarily
polynomial.
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Figure 5.7: Number and position of integration points for a fully integrated (a)
linear 4-node element (Q4) (b) quadratic 8-node element (Q8).

Figure 5.7 illustrates an important source of confusion. While solution of the matrix
system in equation 5.12 finds u* in the nodes, the stiffness matrix and the force vector
are computed only in the integration points. This is beneficial from a programming
perspective. Every element in the mesh is created by a coordinate transformation of the
reference element, onto which the integration points are defined. Thus, it is sufficient to
evaluate the interpolation functions in these points, as it is only the Jacobian matrix that
changes between elements. This makes for highly efficient code.

5.1.4 Nonlinear finite element method and the Usadel equation

For a linear PDE, the solution w* is found by multiplying equation 5.12 by K~ from the
left. For a nonlinear problem, the situation is quite another. The toy problem of equation
5.2 is made nonlinear by allowing the force function to depend on u and Vu, i.e.,

(5.27)

Viu+ f(r,u,Vu) =0, ueq
BClu] =0, u € 00

In this case, after discretization, equation 5.12 may not be solved, since u* appears also
in F'. Progress is aided by the realization that equation 5.12 may be generalized. What
really happens when the solution space V' is replaced by V*, or u — u*, is that in general,
equation 5.2 is no longer satisfied. This implies that equation 5.12 may be written as

Ku'—-F=R (5.28)

where R is a residual vector representing the difference between the exact and the ap-
proximate solution. Equation 5.28 is solved for R = 0. In a linear analysis, this is done
in a single step, and so it was unnecessary to include it explicitly in equation 5.12. For
the present case, an incremental solution method needs to be used. This is achieved by
means of Newton-Raphson iterations.
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Uy =Uu 5 ] R, =u, — [K — ] R,=u’' - K;'R, (5.29)
U,

An initial solution wj is guessed upon, and iterations towards equilibrium are performed
using equation 5.29. The matrix K ;' is called the tangent stiffness matrix, a name
which is justified by the illustration in figure 5.8. It shows the equilibrium path of the
force vector F', which is the proper dependence of F' on the solution u*. Every Newton-
Raphson iteration will then consist of computing the tangent to this curve at the current
step, which is used as the stiffness matrix. Solving the system by using equation 5.29
and the formalism developed for the linear finite element method will give a solution
that is closer to equilibrium - assuming convergence - and the process is repeated anew.
Obviously, figure 5.8 is only a visual aid, as all variables involved are matrices.

A few remarks are in order. In general, the solution of the matrix equations will involve
iterations even for the linear finite element method. This is because the stiffness matrix
generally is too large to be read into the memory of a computer in its entirety. For this
reason, the Newton-Raphson procedure described in this section is often referred to as
nonlinear iterations. Thus, for every nonlinear iteration, there are linear iterations to find
the solution w;. Assuming both the linear and the nonlinear iterations converge to within
an acceptable error, one has still only found the approximate solution »*. This makes the
finite element method quite dangerous to use. The solution is only as good as the mesh.
If the quality of the mesh is poor, the solution towards which the iterations converge, u*,
might differ significantly from the exact solution of the PDE, w. It is difficult to determine
whether the computed solution is correct, as finite element software only reports the error
with respect to u*. This may mislead the analyst into thinking the accuracy is high when
this may not be the case. A healthy dose of skepticism towards the computed results is
required. One should compare different levels of mesh refinement to determine whether
the approximate solution is converging. In addition, the analyst should check whether
the boundary conditions are satisfied and that the solution agrees with physical intuition.
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Figure 5.8: Illustration of Newton-Raphson iterations for a given applied force
vector Fy.

All the tools required to solve the Usadel equation numerically have now been developed.
By inspecting equations 4.102 and 4.103 it is seen that the Usadel equation in the Riccati
parametrization is exactly of the form given in equation 5.27. A complicating factor is,
however, that v and 4 are each 2 x 2 matrices, thus giving 8 coupled PDEs. To simplify
the notation, the elements of these matrices are placed in a single vector

I'= (711,712,721,722,’711,%2,’721,%2)T (5.30)

where 7;; and 7;; are elements of the v and 4 matrices respectively. It is then possible to
write the Usadel equation for element o of I' as

V@ = QW (y,5, V7, V7) (5.31)

In equation 5.31, the function Q@ performs the matrix multiplications of equations 4.102
and 4.103, and extracts the appropriate element. Similarly, the boundary conditions given
in equation 4.70 may be expressed as

n- VL@ = B@(y 3) (5.32)
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where n is, as defined in equation 4.70, a unit vector pointing along positive coordinate
axes. The nonlinear finite element formulation of the Usadel equation is then given as

Fpir =Ty —J,'R, (5.33)

The matrix R,, is given as

R = |Jjwiwjwy {— [77vr@]" [71ve] + Q(“)qb} +(n-v) Y |J|wiw; B¢
ijk ij
(5.34)

The matrix J is the Jacobian matrix in 8 dimensional variable space, and appears as a
multidimensional generalization of the Newton-Raphson method. The surface integral in
equation 5.34 is also to be performed by Gauss quadrature. This Jacobian is not to be
confused with the Jacobian matrix J for the coordinate transformation of isoparametric
elements. J is given as

OR®) T aQ(B)
(aB) — - s _ -1 -1 T
1o = —Eijk:|J|wzw]wk{ das [TV @] [TV + o ® qb}
- (5.35)
+(n-v) E |J|wiwj481_‘(a) &7

ij

Technical details regarding implementation

The boundary conditions to be used are given in equation (4.104). If the geometry for
which the Usadel equation is solved only has interfaces towards materials where the Green
function is constant, they reduce to regular Neumann boundary conditions. This is the
case if the adjoining superconductors are much larger than the material considered, so
that they can be approximated by the bulk expression given in equation (4.15). Another
example is if interfaces towards infinite normal metals are considered. However, if ma-
terials on both sides of the interface are to be included in the analysis, the situation is
not so simple. An essential assumption within the Galerkin method is that the solution
is continuous. This is not the case for the quasiclassical Green function when crossing
an interface. Here it is seen that the boundary conditions on one side of the interface,
influencing one of the materials, depend on the solution on the other side, and vice versa.
One way around this problem is to first solve for one material by inserting an initial guess
for the interface boundary conditions, use that solution to compute boundary conditions
for the other material, and repeat until convergence is achieved. This will be referred to
as the iterative approach.

A different strategy will be employed here, dubbed the direct approach. In this method,
disjoint meshes are created, one for each material that is to be included. This means that
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there will be no elements that connect the different materials. The stiffness matrix then
takes the following form

(K¢ 0
Ko = ( 0 K2> (5.36)

with index 1 and 2 referring to the materials on either side of the interface. As there is no
coupling between the two matrices, a solution is found in the two meshes independently.
By making sure that the nodes on the interface line up, as illustrated in figure 5.9,
least square methods may then be used to create a mapping between integration points
belonging to elements on opposite sides. In this way, the solution on one side of the
interface can be extracted and used in the boundary condition for the solution on the
other side. This can be included as a part of the iterative procedure used in solving the
equation system, and therefore no additional self-consistency iterations are required. The
correct boundary conditions are found to within the error of the numerical solution with
a negligible increase in execution time compared to an analysis where the same number of
elements is used, but no interface. For one interface and 20 x 20 elements in each mesh,
it was found that the direct approach was as fast as a single self-consistency iteration of
the iterative approach. In other words, the direct approach was far superior. However,
the dimension of the stiffness matrix increases as 2" where n is the number of interfaces.
Because of this, it is expected that for a system with a large number of interfaces, the
direct approach will eventually become less efficient than the iterative approach, as well
as require much more memory.

—

Figure 5.9: Illustration of mesh alignment at an interface between two materi-
als, thus allowing a discontinuous transition.

To compute some of the output the Green functions generate, for instance the currents, the
gradient of the solution is needed. At first sight, this seems straight forward. The solution
is found as the expansion coefficients of the known interpolation functions, and therefore
the gradient of the solution field can in principle be computed. There is, however, a subtle
point. The interpolation functions are not directly available, as they are defined for the
reference element. What is availabe, are the gradients of these functions, evaluated at the
integration points. Meanwhile, the solution is computed in the nodes. For this reason, an
extrapolation procedure is necessary to find the gradients at the nodes. This can be done
within the finite element formalism by defining the force function as the gradients at the
integration points, f = VI';. Renaming the unknown gradients at the nodes as b = VI,
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the equation to be solved then becomes b = f. While this seems like a trivial equality, it
is indeed an extrapolation routine. The reason for this is that when passing the equation
through the finite element machinery, f is computed at the integration points, but the
solution, b, is found at the nodes. This amounts to performing the substitution V¢; — ¢;
and V¢; — ¢; in equation (5.25).

5.2 Comparison with the finite difference method

The finite element method can be thought of as a generalization of the more familiar
finite difference method. To see this, consider the toy problem of equation 5.2 defined on
a one dimensional bar discretized by linear elements. The approximate solution within
an element is then given by

Ui+1 — Uy

» (5.37)

a X
u(r) = w1 (v) + uip102(z) = w; <1 — L) + ui—l—lf = u; +

It is observed that the interpolation of w(z) is nothing but a Taylor expansion to first
order in the element length L.. The stiffness matrix for the given element is found by
using equation 5.15 to be

K = Ll (_11 _11> (5.38)

With, for instance 5 elements, the global stiffness matrix becomes

1 -1 0 0 0 0

-1 2 -1 0 0 0

1{fo -1 2 -1 0 o0
K‘fe 0 0 -1 2 -1 0 (5-39)

o 0 0 -1 2 -1

o 0 0 0 -1 1

If the right hand side of equation 5.2 is sufficiently smooth for the approximation f(x) ~
f(z;) = f; to be reasonable, the global force vector for element i becomes F; = L f;.
Therefore, the numerical scheme for node ¢ becomes

Uip1 — 2U; + Uiy
2
Le

=fi (5.40)

which is precisely the second order accurate finite difference scheme for equation 5.2.
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Chapter 6

Applications

A numerical code has been developed based on the method described in chapter 5. It is
written in C++ and makes use of the finite element library libMesh”™ and the equation
solving toolkit PETSc™®™80  In the following sections, application of the program to
2D and 3D systems is presented. Kupriyanov-Lukichev boundary conditions, given in
equation (4.70) are used at interfaces between materials. At all other edges, vacuum is
assumed, which imposes the boundary condition that no current can exit the system here,
resulting in

n-Vi=0 (6.1)

where it is recalled that V§ = V — [A, §] and n is the surface normal. Analyses that
include external flux and spin-orbit coupling encounter a subtle problem that warrant
commenting. Applying these effects to a restricted space means mathematically to include
step functions. To give a concrete example, a particular spin-orbit coupling is applied to
the half-space = > 0

H = ar,p,0(z) (6.2)

This expression is not Hermitian, as p, and the Heaviside step function 6(z) does not
commute. To mend this, the Hamiltonian may be symmetrized

The commutator in equation (6.3) has been computed in appendix A.2, resulting in
1
H = arp0(z) + 5047'%5(:1:) (6.4)
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In other words, the Hamiltonian for the spin-orbit coupling is made Hermitian by intro-
ducing a d-function term. This means that total Hamiltonian is unaltered in the bulk of
the material, but an additional term appears at the boundary. The transfer matrix M,
used in the derivation of the boundary conditions in section section 4.4, is easily found
for the d-function potential, however, this leads to spin-dependent boundary conditions,
as the transfer matrix now gets structure in spin space. It is assumed that this contribu-
tion is small with respect to the regular Kupriyanov-Lukichev contribution, and for this
reason, the spin-orbit addition is ignored. It has been verified numerically that the charge
current through interfaces is conserved to within numerical precision.

Restricting the magnetic vector potential A in a similar manner, needs to be done in a
way which ensures a physical magnetic field, B = V x A. This means that step functions
should be introduced so as to not give a contribution to the curl of the vector potential.
For a magnetic field in the z-direction, present only for x > 0, the vector potential in the
Landau gauge becomes

A, = Buyb(x) (6.5)

The magnetic field may then be computed as B = B,f(z)2, as it should. In addition,
the Hamiltonian is Hermitian due to the way the vector potential is included. However,
during the derivation of the quasiclassical equations, the Coulomb gauge, V - A, was
assumed, ensuring that A commutes with p. This is not satisfied with the imposed
restrictions. By ignoring this, and treating A and p as if they commute, it is seen from
the previous analysis that this is equivalent to including d-function terms, present only
at the boundary. These terms are readily included in the scattering matrix, and does not
alter the form of the boundary conditions.

6.1 Numerical verification: Limiting cases

Since the finite element method has not been used to solve the Usadel equation before, it
is necessary to verify that the method does in fact give correct results. This is important
regardless of the problem considered, but especially so when nonlinearities are involved.

6.1.1 The Josephson junction

To evaluate the numerical method, the two dimensional Josephson junction will be con-
sidered. The normal metal is assumed to be square, and the superconductors large enough
to be well described by the bulk superconductor. This means that the superconductors
appear only as boundary conditions and no self-consistency iterations are required. On
the sides of the normal metal not attached to superconductors, vacuum is assumed.

Systems both with and without an external magnetic field are analyzed. A valuable tool in
the verification of the numerical method is to determine whether the solution approaches
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a constant value as the mesh is refined. Therefore, the current density in the z-direction
is given in the middle of the junction for a selection of increasingly fine meshes. This is
shown in figure 6.1. The external flux applied for the purpose of investigating convergence
is ® = 2®(, where &, = % is the flux quantum. A convergence plot for the charge current
is shown in figure 6.1, with a phase difference between the superconductors of ¢ = 7. It
is seen that convergence is achieved quickly. Without external flux, even with only two
elements on each side (4 total), the computed current differs from the 16 x 16 element
analysis by only 2%. With external flux, it is seen that the current changes significantly as
the number of elements is increased for 2 x 2 to 4 x 4. This signifies that the mesh was too
crude to resolve the current density. A denser mesh enables the representation of faster
varying solutions, and therefore more complex current densities. With more than 4 x 4
elements, the current is seen to converge, but requires a larger amount of elements than
the analysis without external flux. This illustrates how the solution dictates the mesh
density, requiring trial and error. An important point is that the convergence analysis
performed on the charge current, gives an upper limit for the amount of elements that are
necessary. This is because the gradient is required to compute the currents, which reduces
the order of the interpolation polynomials by one, and hence their accuracy. In this case,
quadratic elements were used, meaning currents can be described within the elements
by linear interpolation. Linear elements would give constant inter-element currents and
would require a higher mesh density. Observables such as the density of states do not
require the gradient, and converge much faster. In fact, without external flux, 2 x 2
elements is sufficient.

1.12 . . . . . .
—— /P, =0
— /By =2

1171

N
o
oo
T
1

N
(@]
(o)}
T
1

Inrsear/Iaxo

—

o

B
1

N
o
N
T
I

1 1 1 1 1 1
2 4 6 8 10 12 14 16

Elements per side, M

Figure 6.1: Convergence plot for the numerical solution of the Usadel equation
on a Josephson junction with and without an external magnetic field.

Another way to evaluate the numerical method, is to use a known benchmark. This
will be accomplished by comparison with the works of Bergeret and Cuevas®'? who
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consider a two dimensional Josephson junction with external flux. They solve the Usadel
equation numerically using a finite difference scheme, and compute the pair correlation
function, given in equation 4.96. They find that for a very wide junction, the external
flux produces a linear array of vortices in the transverse direction of the junction, where
the pair correlation is zero within numerical accuracy. Furthermore, they find that the
location of these vortices can be calculated analytically in the limit of weak proximity
effect. The location of vortex n in the transversal direction y is given by

P

where W is the width of the junction, and n = +1,42, ... denotes the vortex number.
It is observed that the number of vortices is equal to the number of flux quanta passing
through the junction. These results have been recreated for a system where W = 8¢ and
L = 2¢ for varying external flux. The results are shown in figure 6.2 and are seen to
match the findings of Bergeret and Cuevas well.
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Figure 6.2: The pair correlation for a wide Josephson junction with external
flux. The width is W = 8¢ and the length is L. = 2£. The pair corelation function
is normalized with respect to its value at the interface to the superconductors.

6.1.2 Superconductor-ferromagnet bilayer in 3D

To further test the capabilities of the numerical scheme, a 3D cylindrical superconductor-
ferromagnet bilayer is considered. Once again, the superconductor is assumed infinite,
so that the bulk expression is valid, which appears only as a boundary condition. In
other words, the system can be thought of as a ferromagnetic nanoisland placed atop
a superconductor, as shown in figure 6.3. The ferromagnet is otherwise surrounded by
vacuum. The solution is expected to be identical to a one dimensional system as there is
no explicit radial dependence.
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Figure 6.3: Geometry and mesh of a 3D SF bilayer.

Shown in figure 6.3 is the mesh used to discretize the system. This has been done in a
particular manner so as to minimize element distortion. Hexagonal 27-node elements are
used, which allow for second order interpolation polynomials. Meshing a circular geometry
with rectangular elements is a challenge due to high mesh distortions near the center of
the model. One possibility is to use an irregular mesh, however accuracy is improved by
preserving regularity. The approach used here is to create an inner square of a completely
regular mesh, with an outer layer creating the remainder of the cylinder, as can be seen
in figure 6.3. The highest mesh distortions are then found near the corners of the inner
square, however the Jacobian is far from being ill-defined, as would have been the case
if the mesh was designed with elements fanning out from the center. It is also observed
how the outer elements are curved according to the curvature of the model. This enables
a near-perfect description of the geometry. It is emphasized, however, that this is just an
approximation to a circle, as the element shapes are created by parabolas.

The radius of the nanoisland is set to be R = 2£, where £ is the superconducting coherence
length. The thickness is L, = 0.4R. The resistance ratio for the interface between
ferromagnet and superconductor is set to be ( = 3. The density of states for this system
is calculated for an exchange field in the thickness direction, with values h = 0.3A, 0.5A
and 0.7A. The value A is the size of the energy gap for a bulk superconductor. The results
are shown in figure 6.4, and show an enhanced density of states at the Fermi level, i.e.,
at € = 0. In addition, a spin-split minigap is found. This is in agreement with numerical
investigations of one dimensional systems32:83:84:85.86.87.88 “thereby demonstrating the the
method is capable of solving 3D, non-rectangular problems.
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Figure 6.4: Density of states for a 3D cylindrical ferromagnet nanoisland with
radius R = 2¢ and thickness L, = 0.4R The exchange field is in the thickness
direction.

6.1.3 An example where the finite element method gives incor-
rect results

In the previous sections, the finite element method has been shown to converge quickly
with mesh refinements and yield correct results when compared to known benchmarks.
Next is presented an analysis where the method does not give correct results. The model
to be explored is once again a Josephson junction, except the metal sandwiched between
superconductors contain a branch, shown in figure 6.5 and referred to as a T-geometry.
It consists of both a ferromagnetic and a normal region.
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(a) Incorrect (b) Correct

Figure 6.5: Two variations of a T-shaped geometry, one of which displays a
poor modeling decision, producing erroneous results.

The exchange field in the ferromagnet is selected to be h = 0.5A, oriented perpendicularly
to the plane of the T-geometry. The resistance ratio of the Kupriyanov-Lukichev boundary
conditions between each interface is ( = 3. The superconductors at the ends of the two
prongs (S) are assumed to be in contact, and have a phase ¢ = 7 relative to the leftmost
superconductor (S’). The results are shown in figure 6.6.
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Figure 6.6: The current density in the two geometries, scaled by Jy = =%

At first sight, they seem reasonable. The numerical scheme has converged to within the
specified error limit. The current density is symmetrical about the horizontal axis and
travels between superconductors with different phase. Furthermore, no current is leaking
into the vacuum - which would have been a sure sign that the boundary conditions are
not satisfied. In the incorrect model there are, however, two suspicious points by the
interface between the ferromagnet and the normal metal where the current density is
noticeably higher than the surrounding area. This could indicate that the current is
not conserved. To investigate whether the results are physical, the current entering and
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leaving the system is found by integrated along the interfaces to the superconductors. It
is found that the current flowing into the system does not equal the current flowing out,
and therefore something is wrong. Further insight is found by distorting the geometry
based on the value of the current density, as is shown in figure 6.7 for the component
flowing through the N’-F interface.

Figure 6.7: Deformed geometry based on the value of the current density flow-
ing through the N’-F interface. It is emphasized that only the green and red
areas should be continuous, as the other interfaces impose constraints on dif-
ferent current components.

The current density should be continuous through the interface, meaning that the fer-
romagnet (F), colored green in figure 6.7, should match the normal metal (N’), colored
red. Obviously this is just a handy debugging tool, as the scale of the given distortion
has not been given. It is, however, sufficient to identify the source of the problem in this
particular case. Indeed, by inspecting the deformations, it is seen that the problem areas
are found in the corners of ferromagnet, by the N’ interface, as continuity is maintained to
a greater degree along the center of the model. This leads to the realization that these two
corner nodes are overconstrained, as they have to satisfy conservation of currents across
the F-N’ interface as well as across the F-N interface. Moving the green-red interface
greatly reduces the problem, achieving current conservation.

6.2 Vortices in Josephson junctions

It was shown in section 6.1.1 that the numerical method developed is capable of reproduc-
ing results reported for a 2D Josephson junction with external flux. In this section, these
results will be explored further. It was claimed that the minima of the pair correlation
functions are vortices, i.e, localized regions in which superconductivity is suppressed and
flux quanta may penetrate. This can be verified by looking at the density of states, as
shown in figure 6.8. Plotted in the transverse direction along the center of the junction,
at /L = 0, it shows typical signs of the proximity effect. There is a suppression of the
density of states for low energies as well as peaks at £¢/A = £1. These features are small
due to the pair breaking effect of the magnetic field. Nevertheless, they are noticable.
The most interesting feature is, however, that at the exact location of the minima of the
pair correlation function, the minigap is closed and the density of states is equal to one.
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In other words, at each of these points there is a core which is in the normal state - a
tell-tale sign of vortices.

1.03

1.02

DOS

1.01

0.99
0.5

Figure 6.8: Density of state for a wide 2D Josephson junction along the
transversal coordinate y.

Further evidence is found by considering the phase of the pair correlation function, which
Is given as

ImWw
0 = arctan (Re \If> (6.7)

The winding number, or topological charge is found as the change in 6 after having
traversed along a closed path. This change is found by integrating V@ along the selected
path

fc V0 = 21N (6.8)

where NN is the winding number of the path C. It is observed that 6 is bounded, with
a range of [—%, %}, but discontinuous where ever Re W = (. This enables a particularly
easy way to compute the integral in equation 6.8. Indeed, for any bounded function f(x)
containing discontinuities at discrete location x;, i = 1,2, 3, ... the integral of its derivative
is found as
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where the fundamental theorem of calculus is used in the last equality. The limit € — 0
is well defined since the function f is bounded. For a closed path, f(a) = f(b) and the
integral becomes a sum of the value of the discontinuities encountered along the path.
The phase of the pair correlation function is shown in figure 6.9a. It is seen that for any
path encircling a minimum, two discontinuities of value m must be traversed, implying
that the topological charge is 1. In figure 6.9b, streamlines of the current density is shown.
It is seen that the current circles around the minima, which is also indicative of a normal
core. It is concluded that the minima of the pair correlation function are indeed vortices.
Furthermore, they bear a striking resemblance to the Josephson vortices. Their location
are identical, and the current circulates around the vortices, creating an oscillating pattern
with no net charge transport. On the other and, there are dissimilarities. The Josephson
vortices do not have normal cores, which these vortices do. In addition, flux quantization
is not found. The reason for this is that the numerical method does not take the effect of
the screening currents created by the superconducting correlations into account. Such an
effect would require a self-consistent computation of the magnetic field, as the screening
currents generate a diamagnetic contribution. In the approximation used herein, only
currents of low enough magnitude to not influence the external flux can be described, and
the applied field is assumed omnipresent.
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Figure 6.9: The phase of the pair correlation function ¥ and the current density,
used in determining the presence of vortex. In (a) is shown the phase of the
pair correlation function, and in (b) the direction of the current density.
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6.2.1 Geometry dependence

The numerical code developed is now used to go beyond previous works and discover new
effects. In Refs.®%'? it was found that for a wide junction, W > L, a regular array of
vortices was found, as shown in figure 6.2. Meanwhile, for a narrow junction no vortices
appear. There is therefore a geometrical dependence in that the narrowing of the junction
causes a transition to a vortex-less state. It is interesting to investigate how the vortices
leave the system as the width decreases, and it turns out that they do so in a non-trivial
way. Figure 6.10a-c shows the absolute value of the pair correlation function as W is
reduced. There is no phase difference between the superconductors, and therefore no net
current. The length of the system is L = 2§, where £ is the superconducting coherence
length. The first observation to be made is the appearance of a lattice structure in the
vortices for wide junctions. This implies that the vortices repel, as they otherwise would
have a tendency to group together. This is a feature they share with the Abrikosov vortices
of type II superconductors?. As the width is decreased, it is seen that the two outermost
vortices translate out of the system. The innermost vortices on the other hand approach
each other. This behavior indicates that as the junction becomes narrower, less energy
is available, and a threshold is passed after which four vortices is no longer energetically
favorable, and so two are expelled.

The fact that two vortices exit the system simultaneously can be explained by the sym-
metry of the system. With no phase difference, the model is symmetric about both the x
and the y axis. This means that the absolute value of the pair correlation function, being
a gauge invariant observable, must also exhibit the same symmetries. For this reason,
vortices can only appear symmetrically about the origin. When the outermost vortices
translate out of the system, this must happen in a way which maintains this symmetry.

The two remaining vortices are seen to be forced closer to each other as W approaches
L. This means that the edges of the junction repel the vortices more than they do each
other, implying that for the given geometry, the presence of two vortices is energetically
favorable regardless of their separation. In fact, for W = 1.95¢, the vortices overlap
within numerical precision, as shown in figure 6.10c. To demonstrate the ease with which
the finite element method handles non-trivial geometries, further decrease of the width
is restricted to a bottleneck region spanning the middle half of the normal metal region,
shown in figure 6.10d-f. As the bottleneck width W) is reduced, something surprising
occurs. After having met at the center of the junction, the vortices are seen to separate
along the x axis. Further decrease eventually forces the vortices back together at the
center of the junction, for then to be expelled vertically in a similar manner as was seen
with the first two vortices. This behavior can also be explained by the symmetry. With
two vortices present, these must be constrained to be on either the x or the y axis. As
the width is reduced, they eventually meet in the center of the junction, that is, at the
origin. This is the only location the two vortices can overlap while still maintaining the
symmetry of the pair correlation function. However, once in the origin, the vortices are
free to separate along the x axis, which reduces the energy in the system. A continued
decrease of W, reduces the available energy, which is compensated by a larger vortex
separation. However, the superconductors constitute boundary conditions where the pair
correlation function is fixed at a constant value, this means that moving a vortex closer
to the superconductors requires a higher curvature of the pair correlation function, which
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in turn requires more energy. Therefore, a turning point must take place, where the
vortices can no longer move further apart as W, is reduced. The energy requirement
of two vortices becomes unsustainable, and the vortices seek out of the system. They
may not leave through the superconductors, and are therefore forced back together at the
origin, and expelled along the y axis.
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Figure 6.10: The absolute value of the pair correlation function for different
values of the width W and the bottleneck width W,.

The configuration where the vortices overlap is worth further investigation. The phase of
the pair correlation function is shown in figure 6.11a and a streamline plot of the current
density in figure 6.11b. The currents are seen to circulate around the location of the
vortices, as is to be expected. The phase plot shows that four lines of discontinuity meet
at the origin to within numerical precision, suggesting a topological charge of 2. It is
plausible that, due to a frustration effect from the geometry, two N = 1 vortices are
forcibly merged into a single, highly unstable N = 2 vortex. The slightest perturbation
of the geometry causes the vortex to split along either the x or the y-axis.
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Figure 6.11: Additional information for the configuration where the vortices
overlap; W = 1.95¢. In (a) is shown the phase of the pair correlation function
and in (b) the direction of the current density

The behavior of the vortices is qualitatively the same if the width W is uniformly de-
creased, rather than just the bottleneck W,. It is reasonable to ask why that is the case.
If repulsion from the edges force the vortices together at the origin and then away from
each other along the x axis, then one should expect the vortices to remain stationary once
they are pushed outside the bottleneck and into the wider regions. It turns out that this
reasoning is correct. It was not observed for the bottleneck in figure 6.10 because it was
too large, L, = % and the turning point came before the vortices reached out to the wide
regions. In figure 6.12 is shown a geometry where the bottleneck length is significantly
smaller, L, = 0.1L. In this case, the vortices are indeed pushed into the wide regions,
where they remain virtually immobile regardless of the bottleneck width. It is observed
L

that for L, = 5 the vortices had already disappeared as W} = 0.4W, shown in figure

6.10f, whereas with L, = 0.1L, the vortices are present even when W, = 0.1W.
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Figure 6.12: An SNS junction with a bottleneck that has a length along the z
axis of L, =0.1L.

95



6.2.2 Phase dependence

The influence of varying the phase difference between the superconductors is considered
for the bottleneck configuration with W, = 0.6W. It is known that for Josephson vortices,
the presence of a phase difference, and thereby induced supercurrent, causes a translation
of the vortices along the transversal direction. In other words, the system needs not be
symmetric about the z axis. The absolute value of the pair correlation function must
still be symmetric about the y axis, however, since the addition of an extra phase factor
should have no direct influence on it. However, the resulting supercurrent will influence
the vortex locations. For the bottleneck, as the phase difference ¢ is increased from zero,
it is seen that the vortices once again begin to converge towards the origin, where they
eventually coalesce. A further increase of ¢ causes one of the vortices to translate out
of the system, until only a single vortex remains at ¢ = m. It is seen that also for the
proximity induced vortices considered herein, there is a tendency for translation of the
vortices when ¢ is increased. The vortices must move symmetrically on the x axis, but can
move asymmetrically on the y axis as is seen in figure 6.13a-c. The conclusion is that the
phase difference between the superconductors can be used to alter, not only the location
of the vortices, but also the number of vortices present in the system. In figures 6.13d-f
are shown streamline plots of the current density, and in figures 6.13g-i the phase of the
pair correlation function, both verifying that minimas in question are in fact vortices.

From the streamline plots of the current density in figure 6.13d-f an interesting effect
appears which was not visible in the rectangular geometry. Near the vortices, it is seen
that the current circulates in a counter-clockwise fashion. However, as is particularly
clear in figures 6.13d and 6.13f, the current circulates in the opposite direction around the
geometry. In other words, near the vortices, where the superconductng correlations are
low, currents are induced by the magnetic field. Far away, screening currents dominate,
moving clockwise around the edges of the geometry. It is this mechanism that would
cause flux quantization in the vortices, as the external magnetic field would be canceled
by the induced field from these currents. By assumption, however, the screening currents
do not influence the external magnetic field, thereby causing the abrupt change in the
circulation pattern of the current as one moves away from a vortex.
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Figure 6.13: The absolute value of the pair correlation function, current density
streamlines and the phase of the pair correlation function for a bottleneck with
W, = 0.6W and varying phase differences between the superconductors.

Comments on the numerical solution

In this section, several surface plots of the pair correlation function have been shown,
which have demonstrated the presence of vortices in various model geometries and phase
differences. By inspecting these plots, it is seen that the value of the minimas are not
identical to zero. In fact, their values fluctuate. This is caused by the mesh used, and
where the nodes are located in regards to a given minimum. The solution within an
element is found by interpolation between the nodes, where the solution is computed.
This means that for a highly localized effect, which is entirely contained within a single
element, there are limits to how accurately the behavior can be resolved. If higher accuracy
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is required, a denser mesh should be used in the region in which the effect is located. In
the present analyses, more pronounced minimas can be achieved by generating a mesh so
that a node is placed in the center of each minimum. This has not been done, however,
as the vortices are clearly visible, and the results are complemented by other observables.

6.3 Supercurrents and magnetization in the presence
of in-plane spin-orbit coupling

Several works have considered the effect of spin-orbit coupling (SOC) on one dimensional
models of superconducting hybrid structures. This restricts the types of systems that
can be investigated to those where the spin-orbit interaction lies in a plane orthogonal
to the 1D model, i.e., out-of-plane SOC. Here are presented the results for a two dimen-
sional model with in-plane SOC. The geometry is shown in figure 6.14. It consists of
a normal metal sandwiched between two ferromagnets with spin-orbit coupling, which
is again sandwiched between two superconductors, thus creating a Josephson junction.
Kupriyanov-Lukichev boundary conditions are used at every material interface, with a
resistance ratio of ¢ = 3. The distance between the superconductors is L = 4¢, with the
ferromagnets each having a length of Lr = ¢. The width of the junctions is W = 2€.

Figure 6.14: The geometry used for the numerical investigation of the effects
of in-plane spin-orbit coupling.

A linear combination between Rashba and Dresselhaus spin-orbit coupling is used, leading
t069

A =a(r,cosx+ T,sinx) 2 —a(r,siny + 7,co8x) Y (6.10)

where Z and ¢ are unit vectors in the xy-plane. It is emphasized that the Josephson
junction also lies in this plane. For an angle y = 0, the interaction reduces to a pure
Dresselhaus coupling, whereas x = +7 gives a Rashba coupling. The strength of the
interaction is held fixed at @ = 2/¢. The induced magnetization M,, M, and M, are
calculated by using equation (4.100) and are shown for select values of the spin-orbit angle
x in figure 6.15. It is noted that for the purpose of performing a symmetry analysis, a
reduced length of L = £ is used, while otherwise maintaining the system proportions. The
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reason for this is that the results become more pronounced. The behavior is qualitatively
the same for L = 4£. It is interesting to note that the angle x is observable in the
symmetry of the magnetization within the regions containing spin-orbit coupling. For
x = 0, M, is symmetric about the y-axis, M, about the z-axis and M, about both axes,
as shown in figures 6.15a to 6.15¢, respectively. As x increases, the symmetry axes are
rotated accordingly, as can be seen in figures 6.15d to 6.15f. Once x = 7, the symmetries
of M, and M, have switched, and M, is identical to the result for y = 0. This is shown
in figures 6.15g to 6.15i and corresponds to a 90° rotation of the symmetry axes.
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Figure 6.15: The magnetization for different values of the spin-orbit angle x.
The results are scaled by M, = %, and the lengths by £.

To understand this behavior, it is instructive to simplify the Usadel equation, given in
equation (4.102) to a form where its symmetries are more apparent. This is done by
considering the weak proximity effect, where it is assumed that the Green function is only
slightly perturbed from its value in the normal state. The retarded quasiclassical Green
function can then be approximated to
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gt = <_gf _fg> R Ggo+ g1 = <é _OI> + (_Of g) (6.11)

where go = ps is the normal state solution and by definition, the elements of the 2 x 2
anomalous Green functions, f and f are small, i.e., fiss ﬁ-j < 1. By comparing with
equation (4.101) it is seen that N = N = I, v = sf and 5 = %f Furthermore, the
anomalous Green functions can be parametrized by 8%90.69

f=sI+f,-71)ir, (6.12)

where f; and f, are scalars in spin space and 7 is a vector of Pauli matrices. A similar
parametrization for f is found by tilde conjugation. Equation (6.12) separates the contri-
bution coming from the singlet configuration of the Cooper pair, represented by f,, and
the part coming from the triplet configuration, given by f,. Inserting into equation (4.102)
and by using the trace identities of the Pauli matrices, derived in appendix A.1, the Usadel
equation in the weak proximity limit becomes

DV?f, + 2icf, +2ih - f, =0 (6.13a)
i 2 2 2 : . afz . afz ] . .
D \V*f, —4a” f, + 4a” f,, sin 2y + 4ia %smx— By cosx || + 2iefy + 2th, fs =0
] ] (6.13b)
2 2 20 o . (0f. af. . : .
D |V*f, —4a”f, +4a”f,sin2x — 4ia a—cosx—a—smx + 2ie fy + 2ih, fs =0
i x Yy |
(6.13c)
D |V2f, — 8a’f. + 4ia Ofy y Ofa cos x — 4ia Of + Oy sin x| +2ief, +2ith,fs =0
ox dy ox dy
(6.13d)

By performing the same linearization on the magnetization M one finds that it is zero
to the leading order. The next order term is found by expanding §* to higher order in g
and ¢ and using equation (4.10). This leads to

(Go+32) (Go+go) =1 (6.14)

where g, is given as

. (dg f
92 = (—f —dg) (6.15)

By multiplying out it is found that the matrices dg and dg can be expressed in terms of
the anomalous Green functions as
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dg=3fF. dg=ff (6.16)

Inserting equation (6.16) into equation (4.100), and using the identities equation (2.41)
and equation (2.42), the magnetization is found to be

N, .
M = %/de Re Tr [Tff} tamhi8 (6.17)
Finally, by inserting equation (6.12) and computing the trace, this becomes
. Be
M = g,uBNo/ds Re [fsft} tanh? (6.18)

The symmetry of the magnetization is therefore found from the symmetry of the product
fsf,. The geometry discussed here is symmetric about the z-axis, and with no phase
difference between the superconductors, it is also symmetric about the y-axis. For x =0
it is seen from figure 6.15¢ that M, is symmetric about both the z- and the y-axis. Based
on this, it seems reasonable to make the ansatz that f; also shares these symmetries,
which implies that f, does as well. This is consistent with equation (6.13a). From a
term by term inspection of equation (6.13d) it is deduced that %I and % must have
the same symmetries as f,. This means that f, must be antisymmetric about the z-
axis and symmetric about the y-axis. Similarly, f, is symmetric about the z-axis and
antisymmetric about the y-axis. These observations are precisely reflected in the plots of
M, and M, shown in figures 6.15a and 6.15b. For x = 7, M. is identical to the results for
X = 0. Using the same ansatz, the symmetries of M, and M, may once again be deduced
from equation (6.13d). For general x, the situation is not so simple. From figure 6.15f it is
seen that M, is not symmetric about the z- or y-axis separately, but instead has inversion
symmetry, i.e., it is invariant under the transformation » — —». This must therefore also
be the case for the product f,f,. Furthermore, f; and f, must have the same symmetries
for equation (6.13a) to be satisfied. This is because a symmetry of the solution must be
reflected in the equation. The conclusion is that spin-orbit coupling indirectly influences
the singlet component, through the coupling with f,.

The coupling between f, and the other two triplet components, f, and f, is unique for
an in-plane SOC. This has interesting consequences. It turns out that even without a
phase difference between the superconductors, a spincurrent can flow through the normal
metal, where it is well defined and conserved. Shown in figure 6.16 are the spin currents
for different values of the spin-orbit angle x, ranging from 0 to 7.
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Figure 6.16: Spincurrents for various spin-orbit angles y. The parameter [j is

given as [y = NOTDA.

It is seen that the current of spin polarized in the z-direction, I?, remains identically zero
regardless of the value of x. Moreover, I? and I? vary sinusoidally, perfectly out of phase.
This behavior can be explained by the induced magnetization M. As figure 6.15 shows,
only M, has a value different from zero in the normal metal. This has been induced by
the exchange field in the surrounding ferromagnets, which also points in the z-direction.
In the ferromagnets, the spin-orbit coupling generates a magnetization also in the z- and
y-direction. By averaging over the magnetization in the ferromagnet and in the normal
metal, it is found that for pure Dresselhaus SOC, y = 0, the net magnetization in the
ferromagnet has components in the y- and z-direction, (M) # 0 and (M,) # 0, whereas
(M,) = 0. In the normal metal, the averaged magnetization only has a component in
the z-direction. This means that, due to (M,), there is a torque between the spins in
the ferromagnet and those in the normal metal, since the system will favor alignment of
spins. In addition, due to the spin-orbit coupling and the exchange field, the spincurrents
are not conserved in the ferromagnets, so that they may act as a source and drain.
This is important, as the boundary conditions do not allow spin currents to enter the
superconductor.

At the left F-N interface, approaching from the left, spincurrents are created that enters
the normal metal due to the spin torque caused by the y — z spin misalignment, in a way
which resembles the process of spincurrents passing between misaligned ferromagnets 92,
At the right interface, when approaching from the normal metal side, a z — y spin
misalignment is found. Combined with the antisymmetric M, (figure 6.15b), this means
that the spincurrents are directed from the normal metal to the ferromagnet at this
interface. The result is that a uniform spincurrent passes through the normal metal.
It is noted that while (M,) cancels, there are local variations that also generate spin
current densities polarized in the y-direction, however no net spincurrent /¢ is found
upon integration over the cross section,

For x = 7, the net magnetization lies in the wz-plane, thus generating spincurrents
polarized in the y-direction. For arbitrary x between 0 and 7, various proportions of I7
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and IY can be generated, as dictated by the distribution of M. It is with this physical
picture apparent why I? = 0, as it is a misalignment relative to the magnetization in the
normal metal that causes the spin currents.

The effect of the exchange field is investigated next. For a pure Dresselhaus SOC, the
exchange fields in the two ferromagnets is rotated in the yz-plane according to h =
h(§sin® + 2 cos ), where § and 2 are unit vectors. The results are shown in figure 6.17a
for 0 € [O, g} . It is observed that the value of I? is influenced by changing 6. The effect is
quite faint for the given dimensions, and to obtain an upper limit, results are also shown
for a configuration where the distance between the superconductors is reduced to L = &.
This is shown in figure 6.17b, where it is seen that the value of I? nearly doubles.
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Figure 6.17: Spincurrents for various orientations of the exchange field in
the two ferromagnets. The exchange fields are parallel, and given as h =
h(gsiné + 2 cos ).

The other polarizations of the spincurrent, /¥ and /7, are identical to zero independent of
f. This means that as the exchange field rotates, the net induced magnetization rotates
accordingly so that only I is generated. To bolster this argument, the expression for the
spincurrents in the normal metal are derived in the weak proximity limit to be

I, = N,Dt / dyds Tm [ft x ai ft] (6.19)

where t is the thickness of the material. For a spincurrent to be non-zero in the normal
metal, two symmetry conditions must be met for pure Rashba and pure Dresselhaus
SOC, where f, and f, are either symmetric or antisymmetric. Firstly, the integrand in
equation (6.19) must be symmetric about the z-axis, otherwise the y-integration cancels.
Secondly, the integrand must be symmetric about the y axis. The reason for this is that
due to current conservation, the spincurrent must be constant within the normal metal.
An antisymmetric spincurrent must be zero on the y-axis, and hence it must be zero in
the entire normal metal. A non-zero spincurrent, therefore requires an integrand that is
symmetric about both axes. Looking at the y-component of equation (6.19) shows that it
depends on the products f, %; and fz%. This means that for the symmetry requirements
of I, to be fulfilled, f, and f, must have opposite symmetries about the z-axis and equal
symmetries about the y-axis. By inspecting figures 6.15a and 6.15c¢ it is seen that this is
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not the case. A similar analysis shows that /7 does not satisfy the requirements either. On
the other hand, I¥ does. The conclusion is that the symmetry of the spin-orbit coupling
forces 1Y and I? to be zero. For a pure Rashba SOC, it can similarly be deduced that
IT=17=0.

It is also interesting to investigate the effect of a phase difference between the supercon-
ductors. This is shown for the Dresselhaus SOC in figure 6.18. It is found numerically
that the xz-polarized spincurrent satisfies the relation I? = I; + I5 cos ¢, which is in agree-
ment with a recent study of a 1D system with perpendicular SOC%. On the other hand,
1Y and I? remain equal to zero, which is a consequence of the 2D in-plane SOC.

x1073

Figure 6.18: Phase dependence of the z-polarized spin current. The other
polarizations are identically equal to zero.

6.4 Nanoislands in 3D

A fully 3D configuration is considered next, in which superconducting nanoislands are
placed on a ferromagnet. It is emphasized that, to the best of our knowledge, this is
the first time the 3D Usadel equation has been solved for a configuration that cannot be
reduced to an effective 1D problem. The ferromagnet has dimensions L, x L, X L, =
10€ x 7€ x €. The superconducting nanoislands have a dimension of 2.5¢ x 2.5¢, which is as-
sumed large enough to approximate them as bulk superconductors. Kupriyanov-Lukichev
boundary conditions are once again used at the interfaces between superconductors and
ferromagnet, with a resistance ratio of ( = 1.5. While this seems like too low a value for
the Kupriyanov-Lukichev boundary conditions to be valid, a study has shown the results
to be accurate also for moderately to highly transparent interfaces®. Two nanoislands
are placed onto the ferromagnet in two different arrangements. In one configuration, both
superconductors are placed on the same side, as is seen in figure 6.19a. In the other, one
of the superconductors is moved to the opposite side, shown in figure 6.19b. The motiva-
tion for this study is to investigate the supercurrent flowing in the ferromagnet. For this
reason, the nanoislands are given a phase difference of ¢ = 7.
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(a) (b)

Figure 6.19: The two configurations considered in the 3D analysis of supercon-
ducting nanoisland-ferromagnet system.

To create these configurations experimentally, the ferromagnet can be grown on a sub-
strate. For the analysis with both nanoislands on the same side, superconducting leads
may then be placed on top of the ferromagnet, as illustrated in figure 6.20. As the im-
portant region is located between the superconductors, this setup should be a reasonable
representation of the theoretical model. For the configuration with superconductors on
opposite sides, one of the superconducting leads must be placed on the substrate, with
the ferromagnet grown on top of it.

IEDRL NG

Figure 6.20: Illustration of the experimental setup for the theoretical model.

Two different magnetizations will be considered, a uniform distribution of the exchange
field and a non-uniform, as shown in figure 6.21. Both fields are pointing in the thickness
direction. The uniform exchange field has a strength of h = 5A. The non-uniform
exchange field is constant through the thickness of the model, but has a value of 15A
within a horizontal radius of one coherence length £ from the center of the ferromagnet.
Farther away from the center, the exchange field falls off quickly. Such a distribution can
be created experimentally by placing a strong ferromagnet in contact with a normal metal.
An approximately constant magnetization will then be induced through the thickness of
the metal, in the region beneath the ferromagnet. In the rest of the metal, the ability of
the ferromagnet to magnetize quickly abates the farther away one moves, thus creating
the distribution shown in figure 6.21.

105



—A
p—

h/A

r/e

Figure 6.21: The distribution of the exchange field considered.

The charge current density is shown in figure 6.22 for two configurations

A The superconductors are placed on the same side of the ferromagnet. The exchange
field is uniform.

B The superconductors are placed on opposite sides of the ferromagnet. The exchange
field is non-uniform.
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Figure 6.22: Charge current density in the ferromagnet for the two configura-
tions A and B. The phase difference between the superconductors are ¢ = 7.
All currents are scaled by Jy = N%}?A, and all lengths by £.

In configuration A, the charge current density is shown in figures 6.22a, 6.22c, 6.23a
and 6.23c. It is seen that with a uniform exchange field, the current takes the shortest
route between the superconductors. However, since the boundary conditions constrain
the currents to enter and exit the superconductors vertically, the current is forced to
arc into the thickness of the ferromagnet. This is shown in figure 6.23c, in which the
current density is plotted on a slice through the model, along the y-axis. In configuration
B, a more interesting pattern in the current density emerges, as can be seen in figures
6.22b, 6.22d, 6.23b and 6.23d. Within a cylinder of radius £ surrounding the center of the
ferromagnet, the exchange field is A(7r) = 15A. This has the effect that the supercurrent
is pushed out from the central region, and instead follows a semicircular path between the
superconductors. The exchange field has a pair breaking effect on the Cooper pairs, and
therefore functions as a hindrance for the supercurrent. Rather than taking the shortest
route, as was the case with uniform magnetization, the supercurrent now takes the easiest
route. In other words, the presence of an exchange field influences the supercurrent in an
analogous way as a resistance influences a normal current, and may have application in
exerting a greater degree of control over the supercurrent path.

107



(c) (d)

Figure 6.23: Charge current density in the ferromagnet for the two configura-
tions A and B. The phase difference between the superconductors are ¢ = 7.

All currents are scaled by Jy = NOeTDA, and all lengths by £.

The density of states is given for configuration B in figure 6.24 for two different sections
on the top surface of the ferromagnet, and is intended to simulate the measurement of
j—{, o« DOS by scanning tunneling microscopy. In figure 6.24a, it is seen that for the
distance which passes directly underneath the superconductor there is found peaks at
e = +A, indicating superconducting correlations, as is to be expected. In addition, a
slight suppression is found at e = +h(r), i.e., a spin split minigap. Within the region
of highest exchange field, it is seen that superconductivity is completely suppressed, and
explains why the supercurrent is observed to circumvent this region. In the region above
the second superconductor, the signs of the proximity effect reemerges, albeit somewhat
damped, as the distance from the superconductor is now greater. Figure 6.24b shows
the density of states for a line in the y direction, opposite the lower superconductor. The
same modulation appears also here, with the greatest signs of superconducting correlations
found in the region directly above the superconductor. Away from the superconductor,

the density of states approaches that of a normal metal.
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Figure 6.24: The density of states for configuration B. The dotted lines sym-
bolize the spatial positions evaluated.
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Chapter 7

Conclusion

It has been demonstrated that the finite element method is well suited for solving the
quasiclassical Usadel equation. This was illustrated through comparison with known,
benchmark solutions. The numerical method was then used to explore new effects that
are intrinsically higher dimensional. For a 2D Josephson junction in the presence of a
magnetic field, it was found that both the position and number of the vortices generated
are influenced by the width of the junction and the phase difference between the super-
conductors. The vortex positions were seen to be determined by an equilibrium where
the distance between the vortices are maximized while maintaining the symmetry of the
system.

Another 2D Josephson junction was investigated, which contained ferromagnets with in-
plane spin-orbit coupling. For pure Rashba or pure Dresselhaus SOC, the induced magne-
tization took on a predictable symmetry pattern. In addition, spincurrents were generated
even without phase difference between the superconductors. It was observed that these
currents occur due to a spin torque effect between different regions of the junctions. Fi-
nally, a 3D model was considered, which consisted of superconducting nanoislands placed
on a ferromagnet. Charge currents between the islands were explored in the presence of
both a homogeneous and inhomogeneous exchange fields. In particular, for the inhomo-
geneous exchange field it was revealed that the supercurrents avoid the regions of highest
magnetization, creating a fully three dimensional current flow.

The numerical method developed opens exciting avenues in terms of future work. As the
numerical case studies presented here show, even quite simple models yield interesting
results. Therefore, much remains still to explore, such as different geometrical models and
spatial distribution of exchange fields. The numerical code is also quite easily extended to
nonequilibrium systems, which would allow passing charge currents through the system
by means of a voltage difference.

The finite element method used herein to solve the Usadel equation was inspired by the
solution techniques used in structural mechanics for the analysis of static problems. How-
ever, the method is also popular within the field of structural dynamics, which describes
the vibrations of structures, for instance in earthquake design®. It is believed that a
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similar approach may be used to extend the numerical code developed for the solution
of the nonlinear quasiclassical equations in 3D to handle time dependent problems as
well. Research into time dependent systems by means of quasiclassical theory is at an
early stage, although some advances have been made?®”. The successful development
of a numerical routine capable of solving higher dimensional systems with time stepping
would be a great leap forward.
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Appendix A

Useful identities

In this appendix, identities which are used in the main text are derived.

A.1 Trace identities of the Pauli matrices
The Pauli matrices are defined as

01 0 —i 1 0
%:(1 o)’ "y:(z’ 0)’ 02:(0 —1) (A1)

They satisfy the following (anti)commutation relation

ok, 01] = 2i€k1mOm (A.2)
{O’k, 0'1} = 25kl1 (AS)

where [ is the 2 X 2 unit matrix and e, is the Levi-Civita tensor. From equation (A.1)

it is seen immediately that
Tr{ox} =0 (A.4)

for k € {x,y, z}. From equations (A.2) and (A.3) it is found that

Tr {Jkal} =Tr {5kl[ + ieklmam} = 25kl (A5)

The trace of three Pauli matrices becomes
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Tr {O’kO'lO'm} =Tr {5klam + ’iEkannUm} = 2i5klm (A6)
Finally, the trace of four matrices may be computed as

Tr {O'kO'lUmUn} =Tr {5kl0m0n + i€klp0'p0m0n} = 20510mm — 25klp5pmn
= 20110mn — 20km0m + 20kn01m (A.7)

where the identity €;jx€im = 0;i0km — 0jmdr has been used.

A.2 Commutator between 0(x) and p,

The Heaviside step function is defined as

o(x) = {(1) i i 8 (A.8)

The commutator between #(x) and the linear momentum operator in the z-direction, p,,
is sought after. Towards that end, it is useful to introduce an integral representation for
the step function

0(z) = lim —— / Tl g (A.9)

e=0 27t J—0o 1 — 26

Equivalence between equations (A.8) and (A.9) is readily verified by contour integration.
The commutator becomes

0(x), p.] = liml/oo ! [em,px} dt (A.10)

=027t J—o 1 — 1€

The commutator in the integrand is given as

e, ] = 32 o (A1)

|
n—=0 n.

Therefore, [z", p,] is needed. It may be found by induction. It is well known that [z, p,| =
th. This means that
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[332,1%} = 2°p, — p.2° = x(xp; — pox) + iha = 2ihx (A.12)
From this, it is tempting to guess at the formula

2", ps] = niha"! (A.13)

It is assumed that this holds. Next it is demonstrated that this is consistent for x™*1:

[an?px} = 2"p, — pa" ™ = 2(2"p, — ppx) +iha™ = (n + 1)iha" (A.14)

To summarize, equation (A.13) holds for n = 1. Furthermore, if it holds for n, it also
holds for n 4+ 1. Combining these statements concludes the proof of equation (A.13).
Inserting this into equation (A.11) gives

()" it
- 1)!x = —hte (A.15)

iat S (A — =
yPx| — h = —ht
o] = 3 it 2

Inserting this into equation (A.10) gives

] = lim — / it e — i / _— ptwt
O] =l =0 | T s | T
— zhi@(m) = ihé(x) (A.16)

A.3 Fourier transform of products

The Fourier transform of a product of two functions f; (R + %r) and fo (R,r) is a con-
volution, which is difficult to handle analytically. However, in the special case considered
here, a fortuitous combination of the dependent variables makes a formal solution possible.
With R considered as a constant, the Fourier transform of f; becomes

f2(R, p) = / dre= /" fy(R, ) (A.17)

Furthermore, a Taylor expansionn of f; gives

fi <R + ;r> ~ (1 + ;r . VR) fi(R) (A.18)
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Therefore, the Fourier transform of the product, denoted as f; ® f2(p), becomes

fi fap) = [ dre g (R4 Sr) fa(Ro)
A /dre’“"r/h (1 + ;T . VRl) [i(R)f2(R,7)

= (1 +2v,. le> f(R) [ dre "/ (R, 7)

= (14590 Vn ) AR ARD) (A19

Equivalently, for f; (R — 1r) it is found that
2

R fiw) = (1= 5V Vo) A(RARD) (A.20
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Appendix B

Numerical code

B.1

#include
#include
#include
#include
#include
#include

#include
#include
#include
#include
#include
#include
#include
#include
#include
#include
#include
#include
#include
#include
#include
#include
#include
#include
#include
#include
#include
#include
#include
#include
#include
#include
#include
#include
#include
#include
#include
#include
#include
#include
#include
#include
#include
#include

nonlinearsolver.cpp

<iostream >
<algorithm>
<sstream>
<math . h>
<armadillo>
<complex>

”libmesh /libmesh .h”

”libmesh /mesh.h”

”libmesh /mesh_generation.h”
”libmesh /exodusII_io.h”
”libmesh/equation_systems.h”
”libmesh/fe .h”
”libmesh/quadrature_gauss.h”
”libmesh /dof_map.h”

”libmesh /sparse_matrix .h”
”libmesh/numeric_vector.h”
”libmesh /dense_matrix.h”
”libmesh/dense_vector.h”
”libmesh/linear_implicit_system .h”
”libmesh/nonlinear_implicit_-system .h”
”libmesh/nonlinear_solver.h”
”libmesh/perf_log.h”
”libmesh/boundary_info.h”
”libmesh/utility .h”

”libmesh /dense_submatrix.h”
”libmesh /dense_subvector.h”
”libmesh /elem .h”
”libmesh/vtk_io.h”

”libmesh /gmsh_io.h”
”libmesh/exodusII_io.h”
”libmesh /matlab_io.h”
”libmesh /parallel_mesh .h”
?compute_RJ.h”
"nonlinearsolver .h”

"MV Converter.h”

"BCS.h”

?spincurrent .h”
”customstructs.h”
"magnetization.h”
"externalflux .h”

?wrap.h”

<utility >

”Connection.h”
”compute_output.h”
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using namespace std;
using namespace arma;
using namespace libMesh;

EquationSystems *_eqsys;
Connection* _connectivity;

void nonlinearsolver (int argc, char** argv, vector<double> Evec, vector<Input> parameters

)

Meshinput meshinfo, BCinputV BC, int iteration , string prevsol){

LibMeshInit init (argc, argv);
Mesh mesh(init.comm());

double Lz = parameters [0]. dimensions [2];
double inelsc = meshinfo.inelsc;

if (meshinfo.type = ”Default”){
if (Lz = 0){

MeshTools :: Generation :: build_square (mesh, meshinfo.number[0], meshinfo.number
[1], 0.5, 0.5, 0.5, 0.5, QUAD9);

} else {

MeshTools :: Generation :: build_cube (mesh, meshinfo.number[0], meshinfo.number
[1], meshinfo.number[2], 0.5, 0.5, 0.5, 0.5, 0.5, 0.5, HEX20);

} else {

GmshIO (mesh) . read (meshinfo. type.append(”.msh”));
mesh. prepare_for_use () ;

Connection connectivity (mesh,BC);
_connectivity = &connectivity ;
ExodusII_IO (mesh) . write (”mesh.e”);

EquationSystems eqsys (mesh);
_eqsys = &eqsys;

NonlinearImplicitSystem& system = eqsys.add_system<NonlinearImplicitSystem >(”Usadel”)

K
LinearImplicitSystem& gradsys = eqsys.add_system<LinearImplicitSystem >(” Gradients”);
gradsys.attach_assemble_function (compute_gradients);

if (prevsol = 77){

ExplicitSystem& PPsys = eqgsys.add_system<ExplicitSystem >("PP”);
?g00” , SECOND) ;

7g01”, SECOND) ;

”?¢10”, SECOND) ;

7g11”, SECOND) ;

?gt00” , SECOND) ;

7¢t01”, SECOND) ;

?gt10” , SECOND) ;

7gt11”, SECOND) ;

system.add_variable
system.add_variable
system.add_variable
system.add_variable
system . add_variable
system.add_variable
system.add_variable
system.add_variable

Py

PPsys.add_variable (”"DOS”, SECOND) ;
PPsys.add_variable (?Jx”, SECOND) ;
PPsys.add_variable (”Jy”, SECOND) ;
PPsys.add_variable (”Jz”, SECOND) ;
PPsys.add_variable ("PC”, SECOND) ;
PPsys.add_variable (?JSXx”, SECOND) ;
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PPsys.add_variable
PPsys.add_variable
PPsys.add_variable
PPsys.add_variable
PPsys.add_variable
PPsys.add_variable (”JSZx” , SECOND

(77JSXy77
¢
¢
¢
E
PPsys.add_variable (?JSZy” , SECOND
(”
(
(
¢
(
(
(

)
' ISXz” )
"JSYx” , SECOND) ;
"JSYy” , SECOND) ;
)
)
)
E

i

"JSYz” , SECOND

PPsys.add_variable (”JSZz”, SECOND) ;
PPsys.add_variable (?Hx”, SECOND) ;
PPsys.add_variable (?Hy” , SECOND) ;
PPsys.add_variable (?Hz”, SECOND) ;
PPsys.add_variable (?Mx”, SECOND) ;
PPsys.add_variable (”My”, SECOND) ;
PPsys.add_variable (?Mz” , SECOND) ;

gradsys.add_variable (7?dgx00” ,SECOND) ;
gradsys.add_variable (?dgx01” ,SECOND) ;
gradsys.add_variable (?dgx10” ,SECOND) ;
gradsys.add_variable (”dgx11” ,SECOND) ;
gradsys.add_variable (”7dgtx00” ,SECOND) ;
gradsys.add_variable (”dgtx01” ,SECOND) ;
gradsys.add_variable (”7dgtx10” ,SECOND) ;
gradsys.add_variable (7dgtx11” ,SECOND) ;

gradsys.add_variable (?dgy00” ,SECOND) ;
gradsys.add_variable (?dgy01” ,SECOND) ;
gradsys.add_variable (?dgy10” ,SECOND) ;
gradsys.add_variable (”dgy11” ,SECOND) ;
gradsys.add_variable (”?dgty00” ,SECOND)
gradsys.add_variable (7?dgty01” ;SECOND)
gradsys.add_variable (”?dgty10” ,SECOND)
gradsys.add_variable (”?dgty11” ;SECOND)

gradsys.add_variable (?dgz00” ,SECOND) ;
gradsys.add_variable (”dgz01” ,SECOND) ;
gradsys.add_variable (”?dgz10” ,SECOND) ;
gradsys.add_variable (7?dgz11” ,SECOND) ;
gradsys.add_variable (7dgtz00” ,SECOND) ;
gradsys.add_variable (”?dgtz01” ,SECOND) ;
gradsys.add_variable (”?dgtz10” ,SECOND)

gradsys.add_variable (7?dgtz11” ;SECOND)

} else {

string folder = "Restart/”;

cout << ">>>>>_Reading.” << prevsol << 7 . <<<<<” << endl;
eqsys.read (folder .append(prevsol));

system . update () ;

gradsys . update () ;

}

system.nonlinear_solver > matvec = compute_RJ;

eqsys.parameters.set<<unsigned int>("nonlinear_solver_maximum_iterations”) = meshinfo.
maxiter ;

eqsys.parameters.set<Real>(”linear_solver_tolerance”) = 1.0e 4;

eqsys.parameters.set<vector<Real>>("BCstrength”) = BC. strength;
eqsys.parameters.set<vector<Real>>("BCpenalty”) = BC. penalty;
eqsys.parameters.set<vector<string >>("BCtype”) = BC.type;
eqsys.parameters.set<vector<int>>("BCID”) = BC.ID;
eqsys.parameters.set<vector<int>>("BCneighborID”) = BC.neighborID;
eqsys.parameters.set<vector<double>>("BCphase”) = BC. phase;

vector<Input> zpar = parameters;

if (Lz = 0)
for (unsigned int i = 0; i < zpar.size(); i++)
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zpar [i].dimensions[2] = 1.0; // Avoid division by zero

vector<double> parvec = wrap (zpar);
eqsys.parameters.set<vector<double>>("parvec”) = parvec;
if (prevsol = 77){

eqsys.init ();

}

ofstream summary;
summary . open ( "Summary . txt”, ios::app);
const set<string> outputname = { "PP” };
const set<string> spoutput;
poutput = &outputname;
double Eold = Evec|[1];
for (double E : Evec){
complex<double> Ec(E, inelsc);

eqsys.parameters.set <Number>("E”) = Ec;
eqsys.parameters.set<Real>("dE”) = abs(Eold E);

eqsys.get_system (”Usadel”) .solve () ;
eqsys.get_system (”Gradients”) .solve () ;

cout << ”Usadel_system._solved_at_nonlinear_iteration.”
<< system.n_nonlinear_iterations ()
<< 7".,_final_nonlinear_residual _norm:.”
<< system.final_nonlinear_residual ()
<< endl;

// Post Processing

//
//

if (system.final_-nonlinear_residual() > 1.0e 4){
cx_vec y = zeros<cx._vec >(8);

InitialGuess (eqgsys, y);

}

if( system.final_nonlinear_residual () < 1.0e 4) {

summary << iteration << "...”7 << E << 7...7” << system.
final_nonlinear_residual () << endl;

postprocessor (eqsys);
ostringstream filename;
filename << ”Results/solution”
<< iteration
<< ”» e”.
. b

ExodusII_-IO (mesh) . write_equation_systems (filename.str (), eqsys, poutput );
} else {

summary << iteration << "...”7 << E << 7...7” << system.
final_nonlinear_residual () << ”_._..” << "DIVERGED” << endl;
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}

iteration =

Eold = E;

iteration + 1;

}

summary . close () ;
return;

void postprocessor (EquationSystems& es){

const MeshBase& mesh = es.get_mesh();
const unsigned int dim = mesh.mesh_dimension () ;

complex<double> Ec = es.parameters.get<Number>("E”) ;
double dE = es.parameters.get<Real>("dE”);

double T = 0.001;

double E = real (Ec);

complex<double> ii (0,1);

NonlinearImplicitSystem& system = es.get_system<NonlinearImplicitSystem >(”Usadel”);

vector<double> parvec = es.parameters.get<vector<double>>("parvec”);
vector<Input> parameters = unwrapper (parvec);

const int Nvars = §;

vector <unsigned int> vars;

system . get_all_variable_numbers (vars);

const DofMap& dof_map = system.get_dof_map();

FEType fe_type = dof_map.variable_type(vars[0]);
AutoPtr<FEBase> fe (FEBase:: build(dim, fe_type));
QGauss qrule (dim, fe_type.default_quadrature_order());
fe > attach_quadrature_rule(&qrule);

const vector<Real>& JxW = fe > get_ JxW();
const vector<vector<Real>>& phi = fe > get_phi();

LinearImplicitSystem& gradsys = es.get_system<LinearImplicitSystem >(”Gradients”);

vector<unsigned int> dvars;
gradsys.get_all_variable_numbers (dvars);
sort (dvars.begin () ,dvars.end());

const DofMap& grad_-dof-map = gradsys.get_-dof_map () ;

ExplicitSystem& PPsys = es.get_system<ExplicitSystem >("PP”);
vector<unsigned int> PPvars;

PPsys. get_all_variable_numbers (PPvars) ;

sort (PPvars. begin () ,PPvars.end());

//
//

const unsigned int DOSnum = PPsys.variable_number (”DOS”) ;

” ”

const unsigned int Jxnum = PPsys.variable_number (”Jx”);
const unsigned int Jynum = PPsys.variable_number (”Jy”);
const unsigned int Jznum = PPsys.variable_number (”Jz”);
const unsigned int PCnum = PPsys.variable_number (”PC”);
const unsigned int Mxnum = PPsys.variable_number (”"Mx”);
const unsigned int Mynum = PPsys.variable_number (”My”) ;
const unsigned int Mznum = PPsys.variable_number (”Mz”) ;
const unsigned int JSXxnum = PPsys.variable_number (”JSXx”);
const unsigned int JSXynum = PPsys.variable_.number ("JSXy”);
const unsigned int JSXznum = PPsys.variable_number (”JSXz”);
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const unsigned int JSYxnum = PPsys.variable_number (”JSYx”);
const unsigned int JSYynum = PPsys.variable_.number (”JSYy”);

const unsigned int JSYznum = PPsys.variable_number (”JSYz”);
const unsigned int JSZxnum = PPsys.variable_number (”JSZx”);
const unsigned int JSZynum = PPsys.variable_number (”JSZy”);
const unsigned int JSZznum = PPsys.variable_.number (”JSZz");

const DofMap& PP_dof_-map = PPsys.get_dof_map () ;
int n_PPvars = PPsys.n_vars();

vector<dof_id_type> dof_indices;

vector< vector<dof_id_type> > dof_indices_var (Nvars);
vector< vector<dof_id_type> > dof_indices_dvar (3xNvars);
vector< vector<dof_-id_-type> > dof_indices_.PPvar(n_PPvars);

vector<dof_id_type> dof_indices_Jx;
vector<dof_id_type> dof_indices_Jy;
vector<dof_id_type> dof_indices_Jz;
vector<dof_id_-type> dof_indices_-PC;

vector<dof_id_-type> dof_indices_-Mx;
vector<dof_id_type> dof_indices_My ;
vector<dof_id_type> dof_indices_-Mz;

vector<dof_id_type> dof_indices_JSXx;
vector<dof_id_type> dof_indices_JSXy;
vector<dof_id_type> dof_indices_JSXz;

vector<dof_id_type> dof_indices_JSYx;
vector<dof_id_type> dof_indices_JSYy;
vector<dof_id_type> dof_indices_JSYz;

vector<dof_id_type> dof_indices_JSZx;

vector<dof_id_type> dof_.indices_JSZy;
vector<dof_id_type> dof_indices_-JSZz;

MeshBase:: const_element_iterator el = mesh.active_local_elements_begin ();
const MeshBase:: const_element_iterator end_-el = mesh.active_local_elements_end () ;

cx-vec y(Nvars), dy-x(Nvars), dy-y(Nvars), dy-z(Nvars);

for ( ; el != end_el; 4++el){
const Elemx* elem = xel;
int sid = elem > subdomain_id();
vector<double> flux = parameters[sid]. ext_flux;
vector <double> h = parameters[sid ]. magnetization;
for (int var = 0; var < Nvars; var++)

dof_map.dof_indices (elem, dof_indices_var|[var], vars[var]);
for (int var = 0; var < 3xNvars; var++)

grad_dof_map.dof_indices (elem,dof_indices_dvar[var], dvars[var]);
for (int var = 0; var < n_PPvars; var++)

PP_dof_map.dof_indices (elem ,dof_indices_PPvar [var], PPvars|[var]);
PP_dof_map.dof_indices (elem, dof_indices_Jx , Jxnum);
PP_dof_map.dof_indices (elem, dof_indices_-Jy , Jynum);
PP_dof_map.dof_indices (elem, dof_indices_Jz , Jznum);
PP_dof_map.dof_indices (elem, dof_.indices_.PC, PCnum) ;

PP_dof_map.dof_indices (elem, dof_indices_Mx , Mxnum);
PP_dof_-map.dof_indices (elem, dof_-indices-My , Mynum) ;
PP_dof_map.dof_indices (elem, dof_indices_Mz , Mznum) ;

PP_dof_map.dof_indices (elem, dof_indices_JSXx , JSXxnum) ;
PP_dof_map.dof_indices (elem, dof_.indices_JSXy , JSXynum) ;
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PP_dof_map.dof_indices (elem, dof_indices_JSXz , JSXznum);

PP_dof_map.dof_indices (elem, dof_indices_JSYx , JSYxnum);
PP_dof_map.dof_indices (elem, dof_.indices_JSYy , JSYynum);
PP_dof_map.dof_indices (elem, dof_indices_JSYz, JSYznum);

PP_dof_-map.dof_indices (elem, dof_-indices_-JSZx , JSZxnum);
PP_dof_map.dof_indices (elem, dof_indices_.JSZy , JSZynum);
PP_dof_map.dof_indices (elem, dof_indices.JSZz , JSZznum);

fe > reinit(elem);
vector <Number> DOS(phi. size ())
vector <Number> Jxold (phi.size (

, Jx(phi.size()), Jy(phi.size()), Jz(phi.size());
)), Jyold(phi.size()), Jzold(phi.size());

vector <Number> JSXx(phi.size()), JSXy(phi.size()), JSXz(phi.size());
vector <Number> JSYx(phi.size()), JSYy(phi.size()), JSYz(phi.size());
vector <Number> JSZx(phi.size()), JSZy(phi.size()), JSZz(phi.size());
, JSXzold (phi.size ());
, JSYzold (phi.size ());
, JSZzold (phi.size ());

vector <Number> JSXxold(phi.size()), JSXyold(phi.size())
vector <Number> JSYxold(phi.size()), JSYyold(phi.size())
vector <Number> JSZxold (phi.size()), JSZyold(phi.size())

vector <Number> PC(phi.size ()), PCold(phi.size()), Hx(phi.size()),Hy(phi.size()),
Hz(phi.size ());

vector <Number> Mx(phi.size()), My(phi.size()), Mz(phi.size());

vector <Number> Mxold (phi.size()), Myold(phi.size()), Mzold(phi.size());

vector<double> xpts(phi.size()), ypts(phi.size());

vector<vector <Number>> PPout(n_PPvars, vector<Number>(phi.size ()));

for (unsigned int i = 0; i < phi.size(); i++){

xpts[i] = (xel) > point(i)(0);

ypts[i] = (xel) > point(i)(1);

Jxold[i] = PPsys.current_solution (dof_.indices_Jx[i]);

Jyold[i] = PPsys.current_solution (dof_indices_Jy[i]);

Jzold [i] = PPsys.current_solution (dof_indices_Jz[i]);

PCold[i] = PPsys.current_solution (dof_indices_.PC[i]);

Mxold[i] = PPsys.current_solution (dof_indices-Mx[i]);

Myold[i] = PPsys.current_solution (dof_indices_-My[i]);

Mzold[i] = PPsys.current_solution (dof_indices_Mz[i]);

JSXxold[i] = PPsys.current_solution (dof_indices_.JSXx[i]);

JSXyold[i] = PPsys.current_solution (dof_indices_-JSXy[i]);

JSXzold[i] = PPsys.current_solution (dof_indices_JSXz[i]);

JSYxold[i] = PPsys.current_solution (dof_indices_.JSYx[i]);

JSYyold[i] = PPsys.current_solution(dof_indices-JSYy[i]);

JSYzold[i] = PPsys.current_solution (dof_indices_JSYz[i]);

JSZxold[i] = PPsys.current_solution (dof_indices_-JSZx[i]);

JSZyold[i] = PPsys.current_solution (dof_indices_JSZy[i]);

JSZzold[i] = PPsys.current_solution(dof_indices_JSZz[i]);

for (int vars = 0; vars < Nvars; vars++){
y(vars) = system.current_solution(dof_indices_var [vars]|[i]);
dy_x(vars) = gradsys.current_solution (dof_indices_dvar[vars]|[i]);
dy_-y(vars) = gradsys.current_solution(dof_indices_dvar [Nvars + vars][i]);
dy-z(vars) = gradsys.current_-solution (dof_indices_-dvar [2«xNvars + vars][1i

1)
}

cx-mat G = v_to_m(y);

cx-mat Gt = v_to.mt (y);
cx-mat dGx = v_to.m (dy-x);
cx-mat dGtx = v_to.mt (dy-x);
cx-mat dGy = v_to.m (dy-y);
cx-mat dGty = v_to_mt (dy.y);
cx-mat dGz = v_to.m(dy-z);
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cx-mat dGtz = v_to.mt(dy.z);

mat 1(2,2); I.eye();

cx_mat Ninv = I GGt

cx-mat N = inv (Ninv);
cx_mat Ntinv = 1 GtxG;
cx-mat Nt = inv (Ntinv);

cx_mat f = 2.xNxG;

cx_mat ft = 2.xNtxGt;

cx_mat df_x = 2.%Nx(dGx*Gt + G+dGtx)*N+G + 2.%NxdGx;
cx-mat df-y = 2.%Nx(dGy*xGt + GxdGty)*«N*+G + 2.xNxdGy;
cx-mat df_z = 2.xNx*x(dGzxGt + GxdGtz)*NxG + 2.xNxdGz;
cx-mat dft-x = 2.%xNt*x(dGtx*G + Gt*dGx)*NtxGt + 2.xNtxdGtx;
cx-mat dft.y = 2.xNt*x(dGty+G + GtxdGy)*Nt+Gt + 2.xNtxdGty;
cx-mat dft_-z = 2.%xNt*x(dGtz+G + Gt*dGz)*NtxGt + 2.xNtxdGtz;

cx-mat g = Nx(I + GxGt);

cx_-mat gt = Nt*(I + Gt+G);

cx-mat dg-x = 2.%Nx(dGx*Gt + GxdGtx)*N;
cx_-mat dg.y = 2.xNx(dGy*Gt + GxdGty) *N;
cx_mat dg-z 2.%xNx* (dGz+xGt + GxdGtz) *N;
cx-mat dgt-x = 2.xNt*x(dGtx*G + GtxdGx)*Nt;
cx-mat dgt-y = 2.xNt*(dGty*G + GtxdGy)«Nt;
cx-mat dgt-z = 2.xNt*x(dGtz+G + GtxdGz)*Nt;

cx-mat Jr-mat = fRtxdfR_x fR¥dfRt_-x + 4.xiixsxxfRxfRt;
cx-mat Jy_mat = ftxdf_y fxdft_y;
cx-mat Jz_mat = ftxdf_z fxdft_z;
cx_mat Ax, Ay, Az;
SOC A = externalflux (flux, xpts[i], ypts[i]);

Ax = A.x;
Ay = A.y;
Az = A.z;

Gmat g_-mat = compute_g_-matrices(y, dy-x, dy-y, dy-z, E, T);

Gmat g_neg = compute_g_negE (g_mat);

//Compute Keldysh component for positive energies

cx-mat gdg-x = g-mat.gtotxg_mat.dgtot_x iixg_mat.gtot*(A.x_largexg_-mat.gtot
g-mat.gtot*A.x_large);

cx-mat gdg-y = g-mat.gtotxg_mat.dgtot_y iixg_mat.gtot*(A.y_largexg_-mat.gtot
g_mat.gtot*A.y_large);

cx-mat gdg_-z = g_mat.gtot+*g_mat.dgtot_z iixg_mat.gtot*(A.z_largexg_mat.gtot
g_mat.gtot*A.z_large);

cx_-mat gdg_x_k gdg-x(span(0,3) ,span(4,7));
cx-mat gdg-y-k = gdg-y(span(0,3) ,span(4,7));
4’7 )

cx-mat gdg.-z_.k = gdg_z(span(0,3) ,span( )

//Compute Keldysh component for megative energies

cx-mat gdg_-x-n = g_neg.gtotxg_neg.dgtot_x iixg_neg.gtot*(A.x_largexg_neg.
gtot g_neg.gtot*A. x_large);

cx-mat gdg_.y-n = g_neg.gtotxg_neg.dgtot_y iixg_neg.gtot*(A.y_largexg_neg.
gtot g-neg.gtot*A.y_large);

cx_mat gdg-z.n = g_neg.gtotxg_neg.dgtot_z iixg_neg.gtot*x(A.z_largexg_neg.
gtot g-neg.gtot*A.z_large);

)

( ))s
= gdg-y-n(span(0,3) ,span(4,7) ; ;

cx_-mat gdg_x_k_n
_n
-n = gdg-z_n(span(0,3) ,span(4,7)
-y
_z

cx-mat gdg-y-k
cx-mat gdg-z_k
cx_mat gdg_k
cx-mat gdg-k

= gdg_-x_n(span(0,3) ,span(4,7

= keldysh_gdg (g-mat.gtot, g-mat.dgtot_-y, Ay);
= keldysh_gdg (g-mat. gtot, g-mat.dgtot_z, Az);

mat rho3 = zeros<mat>(4,4);
mat rhol = rho3;
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rho3.submat(0,0,1,1) = I;

rho3.submat(2,2,3,3) = I;
rhol.submat(0,2,1,3) = I;
rhol.submat (2,0,3,1) = I;
DOS[i] = real(trace(g))/2;

Jx[i] = dExtrace(rho3*(gdg-x-k + gdg_-x_k_n)) + Jxold[i];
Jy[i] = dExtrace(rho3*(gdg_-y-k + gdg_-y_-k_n)) + Jyold[i];
Jz[i] = dExtrace(rho3x*(gdg-z_.k + gdg-z_k_n)) + Jzold[i];

mat sigma_x, sigma_z;
cx_-mat sigma_y;

mat S_x = zeros<mat>(4,4);
cx-mat S_y = zeros<cx-mat>(4,4);
mat S_z = zeros<mat>(4,4);

sigma_x << 0 << 1 << endr
<< 1 << 0 << endr;

sigma_y << 0 << ii << endr
<< ii << 0 << endr;

sigma_z << 1 << 0 << endr

<< 0 << 1 << endr;
S_x.submat (0,0,1,1) = sigma_x;
S_x.submat (2,2,3,3) sigma_x ;

S_y.submat (0,0,1,1) = sigma_y;
S_y .submat(2,2,3,3) = conj(sigma.y);

S_z.submat (0,0,1,1) = sigma.z;
S_z.submat(2,2,3,3) = sigma_z;

Mx[i] = dExtrace(S_xx*(g-mat.gK 4+ g-neg.gK)) + Mxold[i];
My[i] = dExtrace(S_yx*(g-mat.gK + g_neg.gK)) + Myold[i];
Mz[i] = dExtrace(S_zx(g-mat.gK + g_neg.gK)) + Mzold[i];

PC[i] = dExtanh (1.76xE/(2.xT))*(f(0,1) conj(ft (0,1)) + conj(ft(1,0))
(1,0)) + PCold[1i];

double sx = flux [0];

JSXx[i] = dExtrace (rho3+S_x*(gdg-x-k + gdg-x-k_-n)) 4+ JSXxold[i];
JSXy[i] = dExtrace(rho3*S_x*(gdg_-y-k + gdg_-y_-k-n)) + JSXyold[i];
JSXz[i] = dExtrace(rho3*S_x=*(gdg-z_-k + gdg-z_k_n)) + JSXzold[i];
JSYx[i] = dExtrace(rho3*S_y*(gdg_-x_-k + gdg-x_k_n)) + JSYxold[i];
JSYy[i] = dExtrace (rho3xS_y=*(gdg-y-k + gdg-y-k-n)) + JSYyold[i];
JSYz[i] = dExtrace (rho3*S_yx(gdg-z_.k + gdg-z_k_n)) + JSYzold[i];
JSZx[i] = dExtrace (rho3*S_zx(gdg-x_-k + gdg-x_k_n)) + JSZxold[i];
JSZy[i] = dExtrace(rho3xS_zx(gdg-y-k 4+ gdg-y-k_n)) + JSZyold[i];
JSZz[i] = dExtrace(rho3xS_zx(gdg-z_k + gdg-z_k_n)) + JSZzold[i];
vector<double> hfield = magnetization (h,xpts[i],ypts[i]);

Hx[i] = hfield [0]; Hy[i] = hfield [1]; Hz[i] = hfield [2];

PPout [0][i] = DOS[i];

PPout [1][i] = Jx[i];

PPout [2][i] = Jy[i];
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PPout [3][i] = Jz[i];
PPout[4][i] = PC[i];
PPout [5][i] = JSXx[i];
PPout [6][i] = JSXy[i];
PPout [7][i] = JSXz[i];
PPout [8][i] = JSYx[i];
PPout [9][i] = JSYy[i];
PPout[10][i] = JSYz[i];
PPout [11][1] = JSZx[1i]
PPout[12][i] = JSZy[i];
PPout[13][i] = JSZz[i];
PPout [14][i] = Hx[i];
PPout[15][i] = Hy[i];
PPout [16][i] = Hz[i];
PPout [17][i] = Mx[i];
PPout [18][i] = My[i];
PPout[19][i] = Mz[i];
for (unsigned int var = 0; var < n_PPvars; var++)

PPsys.solution > set(dof_indices_.PPvar[var][i],PPout|[var][i]);

PPsys.solution > close();
PPsys.update () ;

return;

void InitialGuess (EquationSystems& es, cx_vec value){

const MeshBase& mesh = es.get_mesh ();
const unsigned int dim = mesh.mesh_dimension () ;

NonlinearImplicitSystem& system = es.get_system<NonlinearImplicitSystem >(”Usadel”);

const int Nvars = 8§;

unsigned int vars|[Nvars];

vars [0] = system.variable_number (”g00”);
vars [1] = system.variable_number (”g01”);
vars [2] = system.variable_number (”gl0”);
vars [3] = system.variable_.number (”gll”);

system . variable_number (7 gt01”);
= system.variable_number (”gt10”);

]
]
]
vars [4] = system.variable_number (”gt00”);
]
]
] system . variable_number (”gt11”);

const DofMap& dof-map = system.get_dof_map () ;

FEType fe_type = dof_map.variable_type(vars[0]);
AutoPtr<FEBase> fe (FEBase:: build (dim, fe_type));
QGauss qrule (dim, fe_type.default_quadrature_order());
fe > attach_quadrature_rule(&qrule);

const vector<Real>& JxW = fe > get JxW();

const vector<vector<Real>>& phi = fe > get_phi();

vector<dof_id_type> dof_indices;
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vector< vector<dof_id_type> > dof_indices_var (Nvars);
dof_id_type dof_-index = vars[0];

MeshBase:: const_element_iterator el = mesh.active_local_elements_begin ();
const MeshBase:: const_element_iterator end_el = mesh.active_local_elements_end () ;
for ( ; el != end_el; ++el){
const Elemx elem = xel;
for (int var = 0; var < Nvars; var++)
dof_map.dof_indices (elem, dof_indices_var|[var], vars[var]);

fe > reinit(elem);

for (unsigned int i = 0; i < phi.size(); i++){

for (int var = 0; var < Nvars; var++)
system.solution > set(dof_.indices_var|[var][i], value(var) 4+ 1l.e 8);

system.solution > close();
system . update () ;

return;

}

void compute_gradients (EquationSystems& es, const string& /+system_namex/){
const MeshBase& mesh = es.get_mesh();
const unsigned int dim = mesh.mesh_dimension () ;
NonlinearImplicitSystem& system = es.get_system<NonlinearImplicitSystem >(”Usadel”);
const int Nvars = §;
vector <unsigned int> vars;
system.get_all_variable_numbers (vars);
sort (vars.begin () ,vars.end());
const DofMap& dof_-map = system.get_dof_map();
FEType fe_type = dof_map.variable_type(vars[0]);
AutoPtr<FEBase> fe (FEBase:: build(dim, fe_type));
QGauss qrule (dim, fe_type.default_quadrature_order());
fe > attach_quadrature_rule(&qrule);
const vector<Real>& JxW = fe > get JxW();
const vector<vector<Real>>& phi = fe > get_phi();
const vector<vector<RealGradient>>& dphi = fe > get_dphi();
LinearImplicitSystem& gradsys = es.get_system<LinearImplicitSystem >(”Gradients”);
vector<unsigned int> dvars;
gradsys.get_all_variable_numbers (dvars);
sort (dvars.begin () ,dvars.end());
const DofMap& grad_-dof-map = gradsys.get_-dof_map () ;

DenseMatrix<Number> Ke;
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vector<vector< DenseSubMatrix<Number>x > > K;
K.resize (3xNvars);
for (int i = 0; i < 3%Nvars; ++i)

for (int j = 0; j < 3xNvars; ++j)
K[i].push_back( new DenseSubMatrix<Number>(Ke)) ;

DenseVector<Number> Re;
vector<DenseSubVector<Number>%> R;

for (int i = 0; i < 3%Nvars; ++i)
R.push_back (new DenseSubVector<Number>(Re));

vector<dof_id_type> dof_indices;
vector<vector<dof_.id_type>> dof_indices_var (Nvars);
vector<vector<dof_id_-type>> dof_indices_dvar (3*Nvars);

MeshBase:: const_element_iterator el = mesh.active_local_elements_begin ();
const MeshBase:: const_element_iterator end-el = mesh.active_local_elements_end () ;

for ( ; el != end_el; ++el){
const Elemx* elem = xel;

grad_dof_map.dof_indices (elem, dof_indices);

for (int var = 0; var < Nvars; var++)

dof_map.dof_indices (elem,dof_indices_var [var], vars[var]);
for (int var = 0; var < 3xNvars; var++)

grad_dof_map.dof_indices (elem, dof_indices_dvar|[var], dvars[var]);
const unsigned int n_dofs_.dvar = dof_indices_dvar [0]. size ();

fe > reinit(elem);

// Stiffness matriz
Ke.resize (dof_indices.size (),dof_indices.size());
Re.resize (dof_indices.size());

for (int i = 0; i < 3*Nvars; ++i)
R[i] > reposition(dvars[i]*n_dofs_dvar, n_dofs_dvar);

for (int i = 0; i < 3xNvars; ++i)
for (int j = 0; j < 3xNvars; ++j)
K[i][j] > reposition(dvars[i]*n_dofs_.dvar, dvars[j]*n_dofs_dvar,
n_dofs_dvar , n_dofs_dvar);

for (unsigned int gp = 0; qp < qrule.n_points () ;qp++){
vector <Number> dgx(Nvars), dgy(Nvars), dgz(Nvars);
for (unsigned int i = 0; i < phi.size(); i++)

for (unsigned int var = 0; var < Nvars; var++){
dgx[var] 4= dphi[i][qp](0)*system.current_solution(dof_indices_var |
var][i]);
dgy[var] 4= dphi[i][qp](1l)*system.current_solution(dof_indices_var |
var][i]);
dgz|[var] 4= dphi[i][qp](2)*system.current_solution(dof_indices_var |
var][i]);

}

for (unsigned int i = 0; i < phi.size(); i++)
for (unsigned int j = 0; j < phi.size(); j++)
for (int comp = 0; comp < 3*Nvars; comp++)
K[comp][comp] > el(i,j) 4= JxW[ap]*phi[i][ap]*phi[j][ap];

// Residual wvector
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for (unsigned int i = 0; i < phi.size(); i++){
int counter 0;
= 0; comp < 3xNvars; comp++){

for (int comp

if (comp < Nvars){
> el(i) += JxW([qgp]*dgx[counter]*phi[i][qp];

R[comp]
} else if ((comp >= Nvars) && (comp < 2xNvars)){
if (comp == Nvars)
counter = 0;
R[comp] > el(i) += JxW[qp]*dgy[counter]|«phi[i][qp];
} else {

if (comp = 2xNvars)

counter = 0;
> el(i) += JxW|[qgp]|*dgz[counter]*phi[i][qp];

R[comp]

counter4-+;

grad_dof_map.constrain_element_matrix_and_vector (Ke,Re, dof_indices);

> add-matrix (Ke, dof_indices);
dof_indices);

gradsys . matrix
gradsys.rhs > add_vector (Re,

return;
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B.2 compute RJ.cpp

#include <iostream>
#include <algorithm>
#include <sstream>
#include <math.h>
#include <armadillo>
#include <complex>
#include <utility >

#include ”libmesh/libmesh.h”

#include ”libmesh/mesh.h”

#include ”libmesh/mesh_generation.h”
#include ”libmesh/exodusII_io.h”
#include ”libmesh/equation_systems.h”
#include ”libmesh/fe.h”

#include ”libmesh/quadrature_gauss.h”
#include ”libmesh/dof_map.h”

#include ”libmesh/sparse_matrix.h”
#include ”libmesh/numeric_vector.h”
#include ”libmesh/dense_matrix.h”
#include ”libmesh/dense_vector.h”
#include ”libmesh/linear_implicit_system .h”
#include ”libmesh/nonlinear_implicit_system .h”
#include ”libmesh/nonlinear_solver.h”
#include ”libmesh/perf_log.h”
#include ”libmesh/boundary_info.h”
#include ”libmesh/utility .h”

#include ”libmesh/dense_submatrix.h”
#include ”libmesh/dense_subvector.h”
#include ”libmesh/elem.h”

#include ”libmesh/vtk_io.h”

#include ”libmesh/gnuplot_io.h”
#include ”libmesh/exodusII_io.h”
#include ”libmesh/matlab_io.h”
#include ”libmesh/fe_interface.h”
#include ”compute_RJ.h”

#include ”jacobian2.h”

#include ”residual.h”

#include ”BCS.h”

#include "MVConverter.h”

#include ”"magnetization.h”

#include ”BChandler.h”

#include ”externalflux.h”

#include "wrap.h”

#include ”Connection.h”

using namespace std;
using namespace arma;
using namespace libMesh;

extern EquationSystems *_eqsys;
extern Connection* _connectivity;

void compute_RJ(const NumericVector<Number>& soln ,
NumericVector<Number>* residual ,
SparseMatrix <Number>% jacobian ,
NonlinearImplicitSystem& /xsysx/){

//Get global equation system
EquationSystems &es *_eqsys;

//Get connectivity between domains
Connection &connectivity = *_connectivity ;

//Get mesh and its dimension
const MeshBase& mesh = es.get_mesh();
const unsigned int dim = mesh.mesh_dimension () ;

//Get system

NonlinearImplicitSystem& usadel_system = es.get_system<NonlinearImplicitSystem >(”
Usadel”) ;
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//Get parameters

vector<double> parvec = es.parameters.get<vector<double>>("parvec”);
vector<Input> parameters = unwrapper(parvec);
complex<double> E = es.parameters.get<Number>("E”) ;

//Define constants for convenience
const complex<double> ii (0,1);
const int Nvars = usadel_system.n_vars();

//Get boundary conditions
vector<double> BCstrength = es.parameters.get<vector<Real>>("BCstrength”);

vector<double> BCpenalty = es.parameters.get<vector<Real>>("BCpenalty”);
vector<string> BCtype = es.parameters.get<vector<string >>("BCtype”);
vector<int> BCID = es.parameters.get<vector<int>>("BCID”);
vector<double> BCphase = es.parameters.get<vector <double>>(”BCphase”) ;

//Wrap BC into a more convenient structure
int NBC = BCstrength.size () ;
vector <BCinputS> BC(NBC) ;

for (int j = 0; j < NBC; j++){

[j]-type = BCtype[j];
[j]-strength = BCstrength[j];
BC[j].penalty = BCpenalty[j];
[§].1D = BCID[j |

[j].phase = BCphase[]j];

//Get variable numbers

vector<unsigned int> vars;
usadel_system.get_all_variable_numbers (vars);
sort (vars.begin(), vars.end());

//Assign element type and integration rule
FEType fe_type = usadel_system.variable_type(vars[0]);

AutoPtr<FEBase> fe (FEBase:: build (dim, fe_type));
QGauss qrule(dim, fe_type.default_quadrature_order());
fe > attach_quadrature_rule(&qrule);

AutoPtr<FEBase> fe_face (FEBase:: build (dim, fe_type));
QGauss qface (dim 1, fe_type.default_quadrature_order ());
fe_face > attach_quadrature_rule(&qface);

AutoPtr<FEBase> fe_neighbor_face (FEBase:: build (dim, fe_type));
fe_neighbor_face > attach_quadrature_rule(&qface);

//Define weightsxjacobian, shape functions and points

const vector<Real>& JxW = fe > get JxW();
const vector<vector<Real>>& phi = fe > get_phi();
const vector<vector<RealGradient>>& dphi = fe > get_dphi();
const vector<Point>& q_point = fe > get_xyz();

const vector<Point>& face_point fe_face > get_xyz();
//Define residual vector

DenseVector<Number> Re;

vector< DenseSubVector<Number>x > R;

//Reshape R to allow for several wvariables
for (int i = 0; i < Nvars; ++i)
R.push_back( new DenseSubVector<Number>(Re) );

//Define jacobian matriz
DenseMatrix<Number> Ke;
vector<vector< DenseSubMatrix<Number>% >> K;

//Reshape K to allow for several variables
K.resize (Nvars);
for (int i = 0; i < Nvars; ++i)
for (int j = 0; j < Nvars; ++j)
K[i].push_back( new DenseSubMatrix<Number>(Ke) );
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//Get DOF map and define DOF indices

const DofMap& dof_-map = usadel_system.get_dof_map () ;
vector<dof_id_type> dof_indices;

vector <vector<dof_id_type> > dof_indices_var (Nvars);

vector <vector<dof_id_type> > neighbor_dof_indices_var (Nvars);

//Initialize residual vector to zero
if (residual)
residual > zero();

//Get list of boundaries that are connected
vector<int> c¢ID = connectivity.get_connection_IDs();

//Broadcast solution so that neighbor element
//solutions are awvailable in parallel

vector <Number> localized_solution;
soln.localize (localized_solution);

//Get element iterators

MeshBase:: const_element_iterator el = mesh.active_local_elements_begin ();
const MeshBase:: const_element_iterator end_el = mesh.active_local_elements_end () ;
for ( ; el != end_el; 4++el){

//Get handle for current element

const Elemx elem = xel;

int sid = elem > subdomain_id();

double Lx = parameters|[sid].dimensions [0];

double Ly = parameters|[sid].dimensions [1];

double Lz = parameters[sid]. dimensions [2];

vector<double> flux = parameters[sid]. ext_flux;

vector <double> h = parameters[sid]. magnetization;

double Eth = 1./Lx/Lx;
//Assign indices to DOFs of current element
dof_map.dof_indices (elem, dof_indices);

//Assign DOF indices belonging to each individual variable
for (int var = 0; var < Nvars; var++)

dof_map.dof_indices (elem, dof_indices_var|[var], vars[var]);

//Define number of DOFs for convenience
const unsigned int n_dofs = dof_indices.size ();
const unsigned int n_dofs_var = dof_indices_var [0]. size ();

//Compute element specific data for current element
fe > reinit (elem);

//Resize jacobian and residual
Re.resize (n_-dofs);
Ke.resize (n_dofs, n_dofs);

//Move variable vectors/matrices to appropriate positions
//in the global matriz system
for (int i = 0; i < Nvars; ++i)

R[i] > reposition(vars[i]*n_dofs_var, n_dofs_var);

for (int i = 0; i < Nvars; ++i)
for (int j = 0; j < Nvars; ++j)

K[i][j] > reposition(vars[i]*n_dofs_var, vars[j]*n_dofs_var,

n_dofs_var);
//Loop over integration points
for (unsigned int gp = 0; gqp < qrule.n_points(); qp++){

//Define vectors to hold solution and its derivative
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vector <Number> solution (Nvars);
vector<Gradient> dsolution (Nvars);

//Get coordinates of given integration point
const Real x = g_point[qp](0);
const Real y = gq_point[qp](1);

//Get solution and derivative in integration point
for (unsigned int i = 0; i < phi.size(); i++)
for (unsigned int v = 0; v < Nvars; v++){

solution[v] +4= phi[i][gqp]*soln(dof_indices_var[v][i]);
dsolution [v].add_scaled (dphi[i][qp],soln(dof_indices_var[v][i]));

}

//Define arma vectors to hold solution
cx-vec gvec(Nvars), dgvec_x(Nvars), dgvec.y(Nvars), dgvec_z(Nvars);

//Transfer solution and derivatives
for (int v = 0; v < Nvars; v++){

gvec(v) = solution[v];
dgvec_x(v) = dsolution[v](0
dgvec_y (v) = dsolution[v](1
dgvec_z(v) = dsolution [v](2

)

K
).
)

}

//Compute residual and jacobian
cx_-vec Res = zeros<cx.vec>(Nvars);
cx-mat Jac = zeros<cx_mat>(Nvars,Nvars);

if (residual)
Res = RC(gvec, dgvec.x, dgvec.y, dgvec.z, E, Lx, Ly, Lz, flux, h, x, y);

if (jacobian){
Jac = JC(gvec, dgvec_x, dgvec.y, dgvec.z, E, Lx, Ly, Lz, flux, h, x, y);

}

Real v, p;
RealGradient dv, dp;
for (unsigned int i = 0; i < phi.size(); i++){

//Define shape functions 1
v = phili][ap];
dv = dphi[i][ap];

//Generate residual vector
if (residual)
for (unsigned int vars = 0; vars < Nvars; vars++){

R[vars] > el(i) 4= JxW[qp]x*( dgvec_x[vars]*dv(0)
(Lx/Ly) *(Lx/Ly)*xdgvec_y [ vars |*dv (1)
(Lx/Lz)*(Lx/Lz)xdgvec_z [ vars |xdv(2)

+ (Res[vars] + 2.xii*(E/Eth)xgvec|[vars])*v);

if (jacobian)
for (unsigned int j = 0; j < phi.size(); j++){

//Define shape functions j

p = phil[j]lap];

dp = dphi[j][ap];

//Compute linear contribution to jacobian

Number Kel = dp(0)x*dv(0) (Lx/Ly) *(Lx/Ly)*dp (1) *dv (1) (Lx/Lz)
*(Lx/Lz)xdp (2) *xdv (2)
+ 2. ii*(E/Eth)*vkp;

//Insert linear contribution into jacobian matric
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for (int comp = 0; comp < Nvars; comp++)
K[comp][comp] > el(i,j) += JxW[qgp]|*Kel;

//Insert nonlinear contribution into jacobian matriz
for (int wrt = 0; wrt < Nvars; wrt++)
for (int comp = 0; comp < Nvars; comp++)
K[comp][wrt] > el(i,j) += JxW[gp|*Jac(comp,wrt)*vsp;

}

//End of sum over gqp

}

//Compute boundary conditions
for (unsigned int s = 0; s < elem > n_sides(); s++)
if (elem > neighbor(s) = NULL){

//Get data from boundary side
AutoPtr<Elem> side (elem > build_side(s));

//Get shape functions, weight and normals on surface

const vector<Real>& JxW_face = fe_face > get_JxW();

const vector<vector<Real>>& phi_face = fe_face > get_phi();

const vector<vector<RealGradient>>& dphi_face = fe_face > get_dphi();

const vector<Point>& normals = fe_face > get_normals();
const vector<vector<Real>>& phi_neighbor_face = fe_neighbor_face >
get_phi();

//Update element data
fe_face > reinit(elem,s);

//Get boundary IDs
int bc_id = mesh.boundary_info > boundary_id(elem,s);

if (find (cID.begin(), cID.end(), bc-id) != cID.end()){

//Get neighbor element on other side of boundary

dof_id-type neighbor_elem_ID = connectivity.get_-neighbor_element_ID (
elem > id());

const Elem# neighbor_elem = mesh.elem(neighbor_elem_ID);

//Get neighbor element data on locations matching integration point
of current element

vector<Point> qface_neighbor_points;

FEInterface ::inverse_map (elem > dim(), fe > get_fe_type(),
neighbor_elem , face_point, qface_neighbor_points);

fe_neighbor_face > reinit(neighbor_elem, &qface_neighbor_points);

for (int var = 0; var < Nvars; var++)
dof_map.dof_indices (neighbor_elem , neighbor_dof_indices_var[var],
vars [var]) ;

for (unsigned int gqp = 0; qp < qface.n_points(); qp++){

//Get surface positions
const Real x = face_point [qp](0);
const Real y = face_point [qp](1);

//Get solution at surfac and at neighbor surface if connectede
cx_-vec solution(Nvars), neighbor_solution (Nvars);

0; i < phi_-face.size(); i++)

for (unsigned int i =
= 0; vars < Nvars; vars++){

for (int vars

solution (vars) += phi_face[i][qgp]*soln(dof_-indices_var[vars]]
i)
if (find (cID.begin(), cID.end(), bc_.id) != cID.end())
neighbor_solution (vars) 4= phi_neighbor_face[i][qp]=*
localized_solution [neighbor_dof_indices_var [vars][i
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//Get gamma matrices

cx.mat g = v_to_m(solution);
cx-mat gt = v_to_mt(solution);
cx-mat gout, gtout;

if (find (cID.begin(), cID.end(), bc_id) != cID.end()){
gout = v_to.m(neighbor_solution);
gtout = v_to.mt(neighbor_solution);

}

//Loop over shape functions and BCIDs, insert into residual
if (residual)
for (unsigned int i = 0; i < phi_face.size(); i++)
for (int ibc = 0; ibc < NBC; ibc++)
if (bc-.id = BCJ[ibc].ID){

//Get BC wvalue
cx_vec value = BChandler (BC[ibc], g, gt, E, flux, x,
y, normals[qp], gout, gtout);

for (int comp = 0; comp < Nvars; comp++)
Rlcomp] > el(i) += JxW_face[qp]*BC[ibc]. penaltysx
value (comp)*phi_face[i][qp];

}

//Loop over shape functions and BCIDs, insert into jacobian
if (jacobian)
for (unsigned int i = 0; i < phi_face.size(); i++)
for (unsigned int j = 0; j < phi_face.size(); j++)
for (int ibc = 0; ibc < NBC; ibc++)
if (bc.id = BC[ibc].ID)
for (int wrt = 0; wrt < Nvars; wrt++){

cx_vec KBC = JBC(wrt, BC[ibc], g, gt, E, flux
, X, y, normals[qp], gout, gtout);

for (int comp = 0; comp < Nvars; comp++)
Klcomp][wrt] > el(i,j) += JxW_face[qp]=*
BC[ibc]. penalty *KBC(comp)*phi_face [1i
|lap]*phi_face[j][ap];
}//End sum over gqp
}//End sum over element sides
//Add jacobian and residual into global matriz system

if (residual){

dof_map.constrain_element_vector (Re, dof_indices);
residual > add_vector(Re, dof_indices);

}
if (jacobian){

dof_map . constrain_element_matrix (Ke, dof_indices);
jacobian > add-matrix(Ke, dof_indices, dof_indices);

}

return;
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B.3 jacobian2.cpp

#include ”jacobian2.h”
#include "magnetization.h”
#include ”externalflux.h”
#include "MVConverter.h”

cx-mat JC(cx_vec gvec, cx-vec dgvec-x, cx-vec dgvec.y, cx_vec dgvec-z, complex<double> E,
double Lx, double Ly, double Lz, vector<double> flux, vector<double> h, double x,
double y){

//Compute Thouless energy
double Eth = 1./Lx/Lx;

//Prepare jacobians
cx-mat J, Jt;
cx-mat J_main, Jt_main;

cx-mat J_.A = zeros<cx._mat >(2,2);
cx-mat Jt_A = zeros<cx_mat >(2,2);
cx-mat J.H = zeros<cx_mat>(2,2);
cx-mat Jt_-H = zeros<cx_mat>(2,2);

cx-mat Jac(8,8);
//Prepare matrices involved with differentiation

cx-mat M(2,2), Mt(2,2), Mt(2,2), Mt_t(2,2);
mat Lm(2,2);

//Create gamma matrices and their derivatives

cx_mat g = v_to.m(gvec);
cx-mat gt = v_to_mt (gvec);
cx-mat dg.x = v_to.m(dgvec.x);
cx-mat dg.y = v_-to_m(dgvec.y);
cx_-mat dg.z = v_to.m(dgvec_.z);
cx-mat dgt-x = v_to_mt (dgvec_x);
cx-mat dgt.y = v_to_mt(dgvec_y);
cx-mat dgt-z = v_to_mt(dgvec-z);

//Create s matrices
mat sx, sz; cx-mat sy;
complex<double> ii (0,1);

sx << 0 << 1 << endr
<< 1 << 0 << endr;

sy << 0 << ii << endr
<< ii << 0 << endr;

sz << 1 << 0 << endr
<< 0 << 1 << endr;

//Create N and Nt and its determinant
mat I1(2,2); I.eye();

cx_mat Ninv = I gxgt;
cx-mat N = inv(Ninv);

cx-mat Ntinv = 1 gt*g;
cx-mat Nt = inv (Ntinv);

complex<double> D = det (Ninv);
//Compute external fluz

cx_mat Ax, Ay, Az, A2;
SOC A = externalflux (flux, x, y);

Ax = A.x;
Ay = A.y;
Az = A.z;

A2 = AxxAx 4+ AyxAy + AzxAz;
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//Compute magnetization
vector<double> H = magnetization (h,x,y);

/R R KRR KRR KRR KR R KR R KR R KR R KRR R R R R K
// Differentiation wrt gamma
/R KR K R KRR KK R K KK KR R R K R R KKK R KR R R K

for (int wrt = 0; wrt < 8; wrt++){

MatrixCompute (&M, &Mt, &M_t, &Mt_t, &m, g, gt, wrt);
complex<double> dD = dDCompute(g, gt ,wrt);

if (wrt < 4){

ifferentiation wrt gamma
// Differentiati t gamma //
[/ /s sk sk sk ok sk sk sk sk kot ok ko sk sk ok ok ok skok sk sk ok //

//Main contribution
J_main 2.xdg_x*(1./D)* (Mt  dDxNt)*gt+*dg-x
2.x(Lx/Ly) *(Lx/Ly)*xdg_-y #(1./D)*(Mt  dDxNt)=*gt*dg_y
2.%(Lx/Lz)*(Lx/Lz)xdg-z*(1./D)* (Mt  dD«Nt)xgt+«dg_z;

+ + i

Jt_main 2.xdgt_x*((1./D)«*(M  dD«N)*g + NxLm)x*xdgt_x
.#(Lx/Ly)*(Lx/Ly)*dgt-y«((1./D)«(M  dDx«N)*g + Nx«Lm)x*xdgt_y;

T
+ 2.%(Lx/Lz)*(Lx/Lz)*dgt_z*((1./D)*(M  dD*N)#*g + NxLm)x*dgt_z;

NN

//Contribution from ezternal fluz and SOC
J.A = 2.xii*(Lmxconj(Ax)*gt*xN+dg_x + (Ax + gxconj(Ax)xgt)*(1./D)*x(M  dD*N)
*dg_x + dg-x*(1./D)*(Mt  dD*Nt)=«(conj(Ax) + gt*Axxg) + dg_-x*Nt*kgt+*Ax*Lm)
2.+ ii*x(Lmxconj (Ay)*gt+«Nxdg_y + (Ay + g*conj(Ay)*gt)=(1./D)«x(M  dDxN)
xdg_.y + dg-y*(1./D)=*(Mt dD*Nt) *(conj (Ay) + gt+Ayxg) + dg_y*Ntxgt
*Ay*Lm)
2.% ii*x(Lmxconj (Az)xgt«Nxdg_z + (Az 4+ gxconj(Az)xgt)*(1./D)*(M  dD=N)
xdg-z + dg-z*(1./D)*(Mt  dD*Nt)*(conj(Az) + gtxAzxg) + dg_-zxNtxgt
*x Az+Lm)
2.%( (Ax*Lm + Lm*conj (Ax))*Nt*(conj(Ax) + gtxAxxg) + (Axxg + gxconj(
Ax))*(1./D)* (Mt  dDxNt)«*(conj(Ax) + gtxAx+g) + (Axxgtgxconj(Ax))x*
Nt* gt *Ax*Lm)
2.%( (Ay*Lm + Lmxconj (Ay))*Nt*(conj(Ay) + gtxAy+xg) + (Ayxg + g+conj(
Ay))*(1./D)*(Mt  dD=xNt)=*(conj(Ay) + gt*Ayxg) + (Ayxg+gxconj(Ay))=*
Ntx gt *Ay+Lm)
2.%( (Az+Lm 4+ Lmxconj (Az))*Ntx(conj(Az) + gtxAzxg) + (Azxg + gxconj(
Az))*(1./D)* (Mt  dD%Nt)=*(conj(Az) + gtxAzxg) + (Azxgtg*conj(Az))x*
Ntx gt *Az+Lm)
A2+«Lm + Lmxconj (A2);

Jt_A = 2.%iix(gt*AxxIm*Ntxdgt_x + (conj(Ax) + gtxAxxg)=*(1./D)*(Mt  dD=xNt)=*
dgt-x + dgt_x*(1./D)*(M  dD«#N)*(Ax + g*conj(Ax)*gt) + dgt_x*N«Lm*conj (Ax
)*gt)

+2.%ii*(gt*xAy+xLm«Ntxdgt_y + (conj(Ay) + gtxAyxg)=*(1./D)*(Mt  dD*Nt)=*
dgt.y + dgt_y*(1./D)*(M  dD*N)*(Ay + g+conj(Ay)*gt) + dgt_y*N+Lmx
conj (Ay)*gt)

+2.x i1 x(gtxAz+Lm«Ntxdgt_z + (conj(Az) + gtxAzxg)=*(1./D)*(Mt  dD=*Nt)=
dgt-z + dgt-z=(1./D)«(M  dD«N)*(Az + g+conj (Az)xgt) + dgt_z*N«Lmsx
conj (Az)xgt)

2.x(conj(Ax)*gt + gt*Ax)*((1./D)«x(M  dDxN)*(Ax + g*conj(Ax)xgt) + Nx
Lmxconj (Ax)*gt)

2.x(conj(Ay)*gt + gtxAy)*((1./D)«x(M  dDxN)*(Ay + g*conj(Ay)xgt) + Nx
Lmxconj (Ay)*gt)

2.%(conj(Az)*gt + gt+xAz)*((1./D)x(M  dD*N)=x(Az + gxconj(Az)*gt) + Nx
Lm*conj (Az)*gt);

//Contribution from magnetization
J.H = ii*(H[0]*(sx*Lm  Lm#sx) + H[1]*(sy+«Lm Lmxconj(sy)) + H[2]*(sz*Lm
Lmxsz) ) /Eth;
} else {

// Differentiation wrt gamma_tilde //
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}

}

//Main contribution

J_main = 2.xdg_xx*( (1./D)
2.%(Lx/Ly)*(Lx/Ly)*dg.-y*( (1./D)
2.x(Lx/Lz)*(Lx/Lz)xdg_z*( (1./D)

)

Mt_t dD#Nt)*gt + Nt+xLm )=*dg_x
Mt_t dDNt)*gt + Nt+«Lm )xdg_y
Mt_t dD#Nt)*gt 4+ Nt«Lm )xdg_z

++ 1
* ¥ ¥
———

Jt_main 2.xdgt-x*(1./D)* (M-t  dD*N)*gxdgt_x

+ 2.x(Lx/Ly)*(Lx/Ly)*dgt_-y «(1./D)*(M_t  dD*N)s*gxdgt_y
+ 2.%(Lx/Lz)*(Lx/Lz)*dgt-z*(1./D)*(M_t dD*N)*gxdgt_z;
//Contribution from external fluz and SOC
J.A = 2.xiix(gxconj(Ax)+«LmsNxdg_-x + (Ax + gxconj(Ax)*gt)*(1./D)*(M_t  dD*N
)xdg-x + dg-xx*(1./D)=*(Mt_t dD*Nt) x(conj (Ax) + gt*Axxg) + dg_x+xNtxLm+Ax*
g)

2.x iix(gxconj (Ay)*Lm«N+xdg_y + (Ay + g#conj (Ay)xgt)*(1./D)*(M_t dD*N
)xdg-y + dg-y=*(1./D)=*(Mt_t dD*Nt) *(conj (Ay) + gt+xAy*g) + dg-y*Nt
*«Lm*Ay*g)

2.xiix(g*conj(Az)+«Lm«N+xdg_z + (Az 4+ gxconj(Az)*gt)*(1./D)=*(M-t dD*N
yxdg-z + dg-z=+(1./D)*(Mt_t dDNt) *(conj(Az) + gtxAzxg) + dg-z+Nt
*«Lm*x Azxg)

2. % (Axxgtgxconj (Ax))*( (1./D)*(Mt_t dD*Nt) x(conj (Ax) + gt+*Axxg) +Nt
*«Lmk Axxg)

2.5 (Ayrgrgsconj (Ay))«( (1./D)«(Me-t  dDwNt)+(conj(Ay) + gtrAysg) +Nt
*Lm*xAyxg)

2.x (Azxgt+g*conj(Az))*( (1./D)=*(Mt_t dD#Nt) x(conj (Az) + gtxAzxg) +Nt
*LmxAzxg) ;

Jt-A = 2.% i1 % (LmxAxxgxNtxdgt-x + (conj(Ax) + gt+xAxxg)*(1./D)*(Mt_t dD*Nt ) *
dgt_x + dgt_x*(1./D)*(M_t dD*N)x(Ax + gxconj(Ax)*gt) + dgt_x*xNxgxconj (
Ax) «Lm)

+2.% i1 % (LmxAy*gxNtxdgt_y + (conj(Ay) + gtxAy*g)*(1./D)x(Mt_t dD*Nt ) *
dgt_y + dgt_y*(1./D)*(M-t  dD=«N)*(Ay + g*conj(Ay)*gt) + dgt_y*Nxgx
conj (Ay) +Lm)

+2.%ii%(LmxAzxg*Ntxdgt_z + (conj(Az) + gtxAzxg)=*(1./D)*(Mt_t  dDxNt)=x*
dgt-z + dgt-zx(1./D)*«(M_t  dD«*N)x*(Az + g*conj(Az)*gt) + dgt_z*Nxgsx
conj (Az)+Lm)

2.%( (conj(Ax)*Lm 4+ Lm*Ax)*N#*(Ax + g+conj (Ax)*gt) + (conj(Ax)xgt + gtx
Ax)*(1./D)*(M_t  dDxN)=*(Ax + gxconj(Ax)*gt) + (conj(Ax)xgt + gt*xAx
) *«Nxg*conj (Ax)+Lm)

2.%( (conj(Ay)*Lm + Lm*Ay)*«Nx*(Ay + g+conj(Ay)*gt) + (conj(Ay)=*gt + gtx
Ay)=(1./D)=(M-_t dD#N) % (Ay + gxconj(Ay)*gt) + (conj(Ay)*gt + gt*Ay
)*Nxg*conj (Ay)+Lm)

2.%x( (conj(Az)*Lm + LmxAz)*Nx(Az + gxconj(Az)*gt) + (conj(Az)xgt + gt=
Az)%(1./D)*(M_t  dD*N)*(Az + gxconj(Az)*gt) + (conj(Az)*xgt + gt+xAz
)*Nkg*conj (Az)«Lm)

conj (A2)+Lm + LmxA2;

//Contribution from magnetization
Jt.H = ii*x(H[0]*(sx*Lm Lm*sx) + H[1]*(conj(sy)*Lm  Lmxsy) + H[2]*(szxLm
Lmxsz) ) /Eth;

//Addition of contribution to jacobian

J

= J_main + J.A + J_H;

Jt = Jt_main + Jt_A + Jt_H;

//Reshape into column wrt
cx_vec Jwrt = m_to_v(J);
cx-vec Jtwrt = m_to_v(Jt);

Jac(span(0,3) ,wrt)
Jac(span(4,7) ,wrt)

Jwrt ;
Jtwrt ;

return Jac;
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void MatrixCompute (cx_mat* M, cx_mat* Mt,cx_mat* M_t,cx_mat*x Mt_t, mat+* Lm, cx_mat g,
cx-mat gt, int index){

if ((index = 0) || (index == 4)){

Lm > at(0,0) = 1; Lm > at(0,1) = 0;
Lm > at(1,0) = 0; Lm > at(1,1) = 0;
} else if ((index = 1) || (index = 5)){
Lm > at(0,0) = 0; Lm > at(0,1) = 1;
Lm > at(1,0) = 0; Lm > at(1,1) = 0;
} else if ((index = 2) || (index = 6)){
Lm > at(0,0) = 0; Lm > at(0,1) = 0;
Lm > at(1,0) = 1; Lm > at(1,1) = 0;
} else if ((index = 3) || (index = 7)){
Lm > at(0,0) = 0; Lm > at(0,1) = 0;
Lm > at(1,0) = 0; Lm > at(1,1) = 1;
}
if (index = 0){
Mt > at(0,0) = O0; Mt > at(0,1) = O;
Mt > at(1,0) = gt(1,0); Mt > at(l,1) = gt(0,0);

M > at(0,0) = 0; M > at(0,1) = gt(0,1
=0; M > at(1,1) = gt(

=
V
<
-+
—
-
o
~
|

} else if (index = 1){

Mt > at(0,0) = gt (1,0); Mt > at(0,1) = gt(0,0);
Mt > at(1,0) = O0; Mt > at(1,1) = 0;

M > at(0,0) 0; M > at(0,1) = gt(1,1);

M > at(1,0) 0; M > at(1,1) gt (1,0);

} else if (index = 2){

Mt > at(0,0) = O0; Mt > at(0,1) = O;

Mt > at(1,0) = gt(1,1); Mt > at(1,1) = gt(0,1);
M > at(0,0) = gt(0,1); M > at(0,1) = 0;

M > at(1,0) = gt(0,0); M > at(1,1) = 0;
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} else if (index = 3){
Mt > at(0,0) = gt(1,1); Mt > at(0,1) = gt(0,1);
Mt > at(1,0) = O0; Mt > at(1l,1) = 0;
M > at(0,0) = gt(1,1); M > at(0,1) = 0;
M > at(1,0) = gt(1,0); M > at(1,1) = 0;

} else if (index = 4){
Mt_t > at(0,0) = 0; Mt_t > at(0,1) = g(0,1);
Mtt > at(1,0) = 0; Mttt > at(1,1) = g(0,0);
Mt > at(0,0) = 0; Mt > at(0,1) = 0;
Mt > at(1,0) = g(1,0); Mt > at(1,1) = g(0,0);

} else if (index = 5){
Mt_t > at(0,0) = 0; Mt_t > at(0,1) = g(1,1);
Mt_t > at(1,0) = 0; Mt_t > at(1,1) = g(1,0);
Mt > at(0,0) = g(1,0); Mt > at(0,1) = g(0,0);
Mt > at(1,0) = 0; Mt > at(l,1) = 0;

} else if (index = 6){
Mt_t > at(0,0) = g(0,1); Mt_t > at(0,1) = 0;
Mt_t > at(1,0) = g(0,0); Mttt > at(l,1) = 0;
M.t > at(0,0) = 0; Mt > at(0,1) = 0;
Mt > at(1,0) = g(1,1); Mt > at(1,1) = g(0,1);

} else if (index = 7){
Mt_t > at(0,0) = g(1,1); Mtt > at(0,1) = 0;
Mttt > at(1,0) = g(1,0); Mt_t > at(l,1) = 0;
Mt > at(0,0) = g(1,1); Mt > at(0,1) = g(0,1);
Mt > at(1,0) = 0; M.t > at(1,1) = 0;

}

}
complex<double> dDCompute(cx_-mat g, cx_mat gt, int index){

complex<double> dD;

0){

dD = g(1,1)*gt(0,0)*gt(1,1)

if (index

} else if (index = 1){
dD = g(1,0)*gt(0,1)*gt(1,0)
} else if (index = 2){

dD = g(0,1)*gt (0,1)*gt(1,0)

} else if (index = 3){

gt (0,0) g(1,1)*xgt(0,1)*gt(1,0);

gt (1,0)

g(1,0)*gt (0,0)*gt(1,1);

g(0,1)*gt(0,0)*gt (1,1) gt (0,1);
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dD = g(0,0)*gt (0,0)*gt(1,1) gt(1,1) g(0,0)*gt (0,1)*gt(1,0);

} else if (index = 4){

dD = g(0,0)*g(1,1)*gt(1,1) g(0,0) g(0,1)xg(1,0)*gt(1,1);

} else if (index = 5){

dD = g(1,0) g(0,0)*g(1,1)*gt(1,0) + g(0,1)*g(1,0)*gt(0,1);

} else if (index = 6){

dD = g(0,1) g(0,0)*g(1,1)*xgt(0,1) + g(0,1)*g(1,0)*gt(0,1);

} else if (index == 7){
dD = g(0,0)*g(1,1)xgt(0,0) g(1,1) g(0,1)*xg(1,0)xgt(0,0);

}

return dD;
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B.4 residual.cpp

#include <armadillo>
#include ”residual.h”
#include "MVConverter.h”
#include ”externalflux.h”
#include "magnetization.h”

using namespace arma;

using namespace std;

cx_-vec RC(cx_vec gvec, cx_vec dgvec_x, cx_vec dgvec.y, cx_vec dgvec_z, complex<double> E,
double Lx, double Ly, double Lz, vector<double> flux, vector<double> h, double x,
double y){

//Compute Thouless energy
double Eth = 1./Lx/Lx;

//Create gamma matrices and their derivatives

cx_mat g = v_to_m(gvec);
cx_-mat gt = v_to_mt (gvec);
cx-mat dg.x = v_to.m(dgvec.x);
cx-mat dg.y = v_to.m(dgvec.y);
cx-mat dg-z = v_-to.m(dgvec_-z);
cx-mat dgt-x = v_to.mt(dgvec_x);
cx-mat dgt-y = v_to_mt(dgvec_y);
cx-mat dgt-z = v_to_mt(dgvec.z);

//Create sigma matrices
mat sx, sz; cx_-mat Sy;
complex<double> ii (0,1);

sx << 0 << 1 << endr
<< 1 << 0 << endr;

sy << 0 << 1ii << endr
<< i1 << 0 << endr;

sz << 1 << 0 << endr
<< 0 << 1 << endr;

//Create N and Nt
mat 1(2,2); I.eye();

cx_-mat Ninv = 1 gxgt;
cx-mat N = inv(Ninv);

cx_mat Ntinv = 1 gt*xg;
cx-mat Nt = inv (Ntinv);

//Compute external fluz
cx_mat Ax, Ay, Az, A2;
SOC A = externalflux (flux, x, y);

Ax = A.x;
Ay = A.y;
Az = A.z;

A2 = AxxAx + AyxAy + AzxAz;

//Compute magnetization
vector<double> H = magnetization (h,x,y);

//Compute main contribution from the Usadel equation

cx-mat K.main = 2.xdg_x*Nt*gtxdg_-x + 2.%(Lx/Ly)=(Lx/Ly)«dg_y«Ntxgt+*dg_-y + 2.%(Lx/Lz)
*(Lx/Lz)xdg_zxNtxgt+dg_z;

cx-mat Kt-main = 2.xdgt_x*N+gxdgt_-x + 2.%(Lx/Ly)=(Lx/Ly)*dgt_y+«Nxgxdgt_-y + 2.%(Lx/Lz)
*(Lx/Lz)xdgt_z+«Nxgxdgt_z;

//Compute contribution from ezternal fluz and SOC

cx-mat KA = 2.xii*((Ax + g+conj(Ax)*gt)*Nxdg_x + dg_x*Ntx(conj(Ax) + gt*xAx*xg))
2.x ii*x((Ay + gxconj(Ay)*gt)*Nxdg_y + dg_y*Nt*(conj(Ay) + gtxAyx*g))
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cx-mat Kt A =

.k iix((Az + g*conj(Az)x*gt
ok (Axkg + gxconj (Ax))*Ntx*

2 *Nxdg_z + dg_zxNtx(conj(Az) + gt*xAzxg))
2

2.%(Ay+g + g+conj (Ay))*Nt=x
2

(

(
conj (Ax) + gtxAxkg)
conj(Ay) + gtxAyx*g)
conj(Az) + gtxAzxg)

.k (Azxg + gxconj(Az))*Ntx*
A2xg gxconj(A2));

+2.xii*((conj(Ax) + gt+Axxg)*Ntxdgt_-x + dgt_x*N*x(Ax + g*conj(Ax)x*gt))
+2.xii%x((conj(Ay) + gt+xAy*xg)*Ntxdgt_-y + dgt_y*N*(Ay + g*conj(Ay)=*gt))
+2.xii*x((conj(Az) + gt+Azxg)*Ntxdgt_z + dgt_z*N*x(Az + gxconj(Az)x*gt))
2.%(conj (Ax)*gt+gt*xAx)*N*(Ax + g*conj (Ax)=*gt)
2.x(conj(Ay)*gt+gt*Ay)«Nx(Ay + g*conj(Ay)xgt)
2.%(conj(Az)*gt+gt*Az)*N*(Az + g*conj (Az)xgt)

(conj(A2)*gt gt*xA2);

——

//Compute contribution from magnetization

cx-mat K_H

xsz))/Eth;
cx_mat Kt.H =
gt+sz))/Eth;

ii*(H[O]*(sx*g g*kSX ) + H[1]*(syxg gxconj(sy)) + H[2]*(szx*g

ii*(H[O0]*(sx*gt gtxsx) + H[1]*(conj(sy)xgt gt*sy) + H[2]*(szx*gt

//Add contributions

cx_mat Kmat
cx-mat Ktmat

//Reshape to
cx_vec Kvec
cx_-vec Ktvec

v

K_main + KA 4+ KH;
Kt_main + Kt.A + Kt_H;

ector
m_to_v (Kmat) ;
mt_to_v (Ktmat) ;

cx_.vec K = join_vert (Kvec, Ktvec);

return K;
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B.5 BChandler.cpp

#include <armadillo>
#include "MVConverter.h”
#include ”customstructs.h”
#include ”"BCS.h”

#include ”jacobian.h”
#include ”BChandler.h”
#include ”libmesh/libmesh.h”
#include ”libmesh/point.h”
#include "externalflux.h”

using namespace std;
using namespace arma;

cx_vec BChandler (BCinputS BC, cx_mat g, cx-mat gt, complex<double> E, vector<double> flux
, double xpts, double ypts, libMesh:: Point n, cx_-mat gout, cx-mat gtout){

//BCtype

//

//The first element contains information about which BCs to wuse. Possibilities:

//KL_.BCS = Kupriyanov Lukichev with infinite BCS

//Trans.BCS = Transparent with infinite BCS

// Vacuum

//The second element states whether the outward normal of the boundary is positve or
negative

//

//
//R
//

//Contains the strength of the Kupriyanov Lukichev BC, it is otherwise ignored.

int Nvars = §;

complex<double> ii (0,1);

cx_vec value(Nvars), y(4), yt(4);
cx-mat vmat, vtmat, Nout, Ntout;

double R = BC. strength;
double Phi = BC. phase;

mat I1(2,2); I.eye();

double sx = flux [0];
if (gout.is_empty ()){

BCout (BC, gout, gtout, Nout, Ntout, E, Phi);

} else {

cx-mat Noutinv, Ntoutinv;
Noutinv = 1 goutxgtout ;
Ntoutinv = 1 gtout*xgout;
Nout = inv (Noutinv);

Ntout = inv (Ntoutinv);

cx_-mat Ax, Ay, Az, An;
SOC A = externalflux (flux, xpts, ypts);

Ax = A.x;
Ay = A.y;
Az = A.z;
An = n(0)*Ax + n(1)*Ay + n(2)*Az;
if ((BC.type =— ”KL_BCS_Right”) || (BC.type =— "KL_Con”)){
// vmat = (1./R)x(I gxgtout )k Noutx (g gout) 2.%x 1ixSTRYPLS*kg;
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// vtmat = (1./R)*(I gtk gout )x Ntout* (gt gtout) + 2.%x iixszxypts*gt;
vmat = (1./R)=(I gxgtout ) xNout*(gout g) + ii*(Anxg + gxconj(An));
vtmat = (1./R)=*(I gtxgout)*Ntout=(gtout gt) ii*(conj(An)xgt + gt*An);

} else if (BC.type = ”"KL_BCS_Left”){
vmat = (1./R)x*(I gxgtout ) *Nout*(g gout) + 2.%xii*sx*ypts*g;
vtmat = (1./R)x*(I gtxgout ) *Ntoutx(gt gtout) 2.% ii*xsx*yptsxgt;
} else if (BC.type =— ”KL.N”){

// vmat = (1./R)x*(I gxgtout )x Noutx(gout g);

// vtmat = (1./R)* (1 gtxgout )x Ntout*(gtout gt);
vmat = (1./R)*g + ii*(Anxg + gxconj(An));
vtmat = (1./R)xgt ii*(conj(An)*gt + gt*An);

} else if (BC.type = "Trans_.BCS”){

//Note this is a Dirichlet BC.

vmat = g gout ;
vtmat = gt gtout;

} else if (BC.type = ”Vacuum_Right”){
vmat = iix*(Anxg + g*conj(An));
vtmat = iix(conj(An)*gt + gt*An);

} else if (BC.type = ”Vacuum_Left”){
vmat = 2.% ii*sx*ypts*g;
vtmat = 2.x iixsxxyptsxgt;

}

y = m_to_v(vmat) ;
yt = mt_to_v(vtmat);

value = join_vert (y,yt);

return value;

}

cx-vec JBC(int index, BCinputS BC, cx_mat g, cx_-mat gt, complex<double> E,

vector <double>

flux , double xpts, double ypts, libMesh::Point n, cx_mat gout, cx_mat gtout){

cx-mat M(2,2), Mt(2,2), M_t(2,2), Mt-t(2,2), vmat(2,2), vtmat(2,2);
cx_mat Nout, Ntout;

mat Lm(2,2);

mat 1(2,2); I.eye();
cx-mat J;

cx_vec y, yt, BCvalue;
complex<double> ii (0,1);
double R = BC. strength;
double Phi = BC. phase;
double sx = flux [0];
vmat . zeros () ;

vtmat . zeros () ;

cx_mat Ax, Ay, Az, An;
SOC A = externalflux (flux, xpts, ypts);

Ax = A
Ay = A.
Az = A

n

An = )*xAx + n(1)*Ay + n(2)xAz;
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//

//

//

//

MatrixCompute(&M, &Mt, &M_t, &Mt t, &@m, g, gt, index);

if (gout.is_empty ()){
BCout (BC, gout, gtout, Nout, Ntout, E, Phi);
} else {

cx-mat Noutinv, Ntoutinv;
Noutinv = 1 goutxgtout ;
Ntoutinv = 1 gtout*xgout;
Nout = inv (Noutinv);

Ntout = inv (Ntoutinv);

}
if ((BC.type = "KL_BCS_Right”) || (BC.type = ”"KL_Con”)){
if (index < 4){
vmat = (1./R)x( LmxgtoutxNout*(g gout) + (I gx gtout )x NoutxLm) 2.% 11%
sxxypts«Lm;
vmat = (1./R)*( Lmxgtout*Nout*(gout g) (I gkgtout ) *Nout+«Lm) +ii *(An*Lm

+ Lms*conj (An));
} else {
vitmat = (1./R)*( Lmxgoutx Ntout* (gt gtout) + (I gtxgout )x NtoutxLm) + 2.x
il sTxyptsxLm;
vtmat = (1./R) *( Lmxgout+*Ntout(gtout gt) (I gtxgout ) *Ntout*Lm)  ii *(
conj (An)+*Lm + Lm*An) ;
}
} else if (BC.type =— ”"KL_BCS_Left”){

if (index < 4){

vmat = (1./R)x*( LmxgtoutxNout*(gout g) (I gx gtout )* Nout*Lm) 2.% i1
* STk yptsxLm;
vmat = (1./R)x*( Lmxgtout*Noutx(g gout) + (I gkgtout ) *xNout+Lm) + 2.%iix
sx*ypts*Lm;
} else {

vtmat = (1./R)x( Lmxgoutx Ntout*(gtout gt) (I gtkgout )x NtoutxLm) +
2.x {ixsxxypts«Llm;
vtmat = (1./R)*( Lmxgout*Ntout=*(gt gtout) + (I gtxgout ) *Ntout+Lm) 2. %
ii*sx*xypts*Lm;
}
} else if (BC.type = "Trans_.BCS”){
if (index < 4){
vmat = Lm*ii/ii;
} else {
vtmat = Lmxii/ii;
}
} else if (BC.type = ”Vacuum_Right”){
if (index < 4){
vmat = ii*(An*Lm + Lmxconj(An));
} else {

vtmat = ii*(conj(An)*Lm + LmxAn);
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} else if (BC.type = ”Vacuum_Left”){

if (index < 4){

vmat = 2.% ii*sx*xypts*Lm;
} else {
vtmat = 2.% iixsx*ypts*Lm;
}
} else if (BC.type =— ”KL.N”){

if (index < 4){

vmat = (1./R)*Lm + ii*(AnsxLm + Lm*conj (An));

} else {

vtmat = (1./R)*Lm ii*(conj(An)=+Lm + Lm*An) ;

}
}

y = m_to_v(vmat) ;
yt = mt_to_v(vtmat);

BCvalue = join_vert(y,yt);

return BCvalue;

}

void BCout(BCinputS BC, cx-mat &gout,
<double> E, double Phi){

mat 1(2,2); I.eye();
cx_mat Noutinv;
cx-mat Ntoutinv;

if ((BC.type "KL_BCS_Right”) ||
Trans_-BCS”)){

cx-vec yBCS = BCS(E, Phi);
gout = v_to_m (yBCS);

gtout = v_to_mt (yBCS);
Noutinv = 1 goutxgtout ;
Ntoutinv =1 gtout*gout;
Nout = inv (Noutinv);

Ntout = inv (Ntoutinv);

cx-mat &gtout
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B.6 externalflux.cpp

#include <armadillo>
#include ”customstructs.h”

using namespace std;
using namespace arma;

SOC externalflux (vector<double> ext_flux , double x, double y){

SOC A;

double z 0;

complex<double> ii (0,1);
vector<double> sx(3), sy (3), sz(3);
double a, chi;

for (int j = 0; j < 3; j++){

sx[j] = ext_flux[j];
sy [j] = ext_flux[j+3];
sz[j] = ext_flux[j+6];

}

a = ext_flux [9];

chi = ext_flux [10];

cx-mat soc_x, soc.y;

soc_x << 0 << axexp ( iixchi) << endr
<< akexp(iixchi) << 0 << endr;

soc.y << 0 << axiixexp(ii*chi) << endr

<< iixaxexp ( iixchi) << 0 << endr;
Ax << sx[0]*x + sx[1]*xy + sx[2]*z << 0 << endr
<< 0 << sx[0]*x + sx[1]*y + sx[2]*z << endr;
Ay << sy [0]*x 4 sy[l]xy + sy[2]*xz << 0 << endr
<< 0 << sy [0]*x 4+ sy[l]xy + sy[2]*xz << endr;
Az << sz[0]xx + sz[l]*xy + sz[2]xz << 0 << endr
<< 0 << sz[0]*xx + sz[l]xy + sz[2]xz << endr;
/* Ay << sy*xz << 0 << endr
<< 0 << syxz << endr;
Az << sz << 0 << endr
<< 0 << sz << endr;
*/
A.x += soc_x;
A.y += soc_y;
A.x_large = zeros<cx-mat >(8,8);
A.y_large = zeros<cx_mat >(8,8);
A.z_large = zeros<cx-mat >(8,8);
A.x_large.submat(0,0,1,1) = A.x;
A.x_large.submat(2,2,3,3) = conj(A.x);
A.x_large.submat(4,4,5,5) = A.x;
A.x_large .submat (6,6,7,7) = conj(A.x);
A.y_large.submat(0,0,1,1) = A.y;
A.y_large.submat(2,2,3,3) = conj(A.y);
A.y_large.submat(4,4,5,5) = A.y;
A.y_large.submat(6,6,7,7) = conj(A.y);
A.z_large .submat(0,0,1,1) = A.z;
A.z_large .submat(2,2,3,3) = conj(A.z);
A.z_large .submat(4,4,5,5) = A.z;
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A.z_large .submat(6,6,7,7) = conj(A.z);

return A;
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B.7 magnetization.cpp

#include <vector>
#include <cmath>
#include <complex>
#include <iostream>
using namespace std;

vector<double> magnetization (vector<double> h, double x, double y){

vector <double> H(3) ;
complex<double> u;
complex<double> ii (0,1);
double lambda, xc, yc, hval;

if (h.back() = 1.0){

u = iixlambda/(x xc ii*(y yc));

H = hval/(1. + abs(u)*abs(u))*2.xreal(u);
H[1] = hval/(1. + abs(u)*abs(u))=*2.ximag(u);
hval /(1. 4+ abs(u)=xabs(u))=*(1. abs(u)xabs(u));

2] =

} else if (h.back() = 3.0){
H[0] = 0;
H[1] = 0

H[2] = h[0]=tanh (h[1]*y):

} else if (h.back() = 4.0){

H[0] h{0]*cos(h[1]*x);
H[1] h[0]*sin(h[1]*y);
H[2] = 0;

} else if (h.back() = 5.0){

double r = sqrt (x*x + y*y);
double alpha;

if (r <=h[3]){
alpha = 1.0;
} else {

alpha = pow(1.0/(1.0 + (r  h[3])),h[4]);

H[0] = h[O]*alpha;
H[1] = h[l]*alpha;
H[2] = h[2]*alpha;
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return H;
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B.8 Connection.cpp

#include ”libmesh/libmesh.h”
#include ”libmesh/mesh.h”
#include ”libmesh/dof_map.h”
#include <utility >

#include ”Connection.h”
#include ”customstructs.h”

using namespace std;
using namespace libMesh;
Connection :: Connection (const MeshBase& mesh_in, BCinputV BC)

mesh (mesh_in) {

filter_.BC (BC) ;
create_connection_map () ;

//map<dof_id_type , dof-id_-type> Connection::create_connection_map (){
void Connection :: create_connection_map (){

//map<dof_id_type , dof_id_type> connection_map;

for (unsigned int ¢ = 0; ¢ < conIDs.size(); c++){
map<pair<dof_id_type , unsigned char>, Point> in_centroids, out_centroids;

MeshBase :: const_element_iterator el = mesh.active_elements_begin () ;
const MeshBase:: const_element_iterator end_-el = mesh.active_elements_end () ;

int currentID
int connectID

conIDs[c]. first;
conlDs[c].second;

for ( ; el != end_el; ++el){
const Elemx elem = xel;

for (unsigned int side=0; side < elem > n_sides(); side++)
if (elem > neighbor(side) == NULL){
if (mesh.get_boundary_info ().has_boundary_id (elem, side, connectID)){

UniquePtr<Elem> side_elem = elem > build_side (side);
out_centroids [make_pair(elem > id(), side)] = side_elem >
centroid () ;

} else if(mesh.get_boundary_info().has_boundary_id(elem, side,
currentID)){
UniquePtr<Elem> side_elem = elem > build_side(side);

in_centroids [make_pair(elem > id(), side)] = side_elem >
centroid () ;

map<pair<dof_id_type , unsigned char>, Point >::iterator it = in_centroids.begin();
map<pair<dof_id_type , unsigned char>, Point >::iterator it_end = in_centroids.end

0

for ( ; it != it_end; 4++it){

158



Point in_centroid = it > second;

map<pair<dof_id_type , unsigned char>, Point >::iterator

out_centroids.begin () ;

map<pair<dof_id_type , unsigned char>, Point >::iterator

out_centroids.end();

Real min_distance = numeric_limits<Real >::max() ;

for ( ; inner_it != inner_it_end; ++inner_it){
Point out_centroid = inner_it > second;
Real distance = (out_centroid in_centroid).

if (distance < min_distance){

min_distance = distance;

connection_map [it > first.first] = inner_it

}

dof_id_type Connection:: get_neighbor_element_ID (dof_id_type elem){

return connection_map [elem ];

}
vector<int> Connection:: get_connection_IDs () {

return connection_ID;

void Connection :: filter .BC (BCinputV BC){

int NBC = BC. type.size ();
for (unsigned int i = 0; i < NBC; i++){
if (BC.type[i] = "KL_Con”){

int ID1 = BC.ID[i];
int ID2 = BC.neighborID [i];

conIDs . push_back (make_pair (ID1, ID2));

connection_ID . push_back (ID1);
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B.9

compute output.cpp

#include <armadillo>
#include ”customstructs.h”
#include "MVConverter.h”
#include ”compute_output.h”

using namespace std ;

using namespace arma;

Gmat compute_g_matrices(cx_vec sol,
, double T){

cx_vec dsol_x, cx_vec dsol.y, cx_vec dsol_.z, double E

//Compute gamma matrices
cx-mat gamma = v_to_m(sol);
cx-mat gamma.t = v_to_mt(sol);

//Compute derivatives of gamma_matrices

cx_mat
cx_mat
cx-mat
cx-mat
cx_-mat
cx_-mat

dgamma_x =

dgamma_y
dgamma_z
dgamma_t_x
dgamma_t_y
dgamma_t_z

v_to.m (dsol_x);
= v_to_m (dsol_y);
= v_to.m(dsol_z);
= v_to_mt (dsol_x);
= v_to_mt(dsol_y);
= v_to_mt (dsol_z)

)

//Compute N and Nt

mat 1(2,2);

cx_-mat
cx_-mat
cx_-mat
cx_mat

I.eye

Ninv = 1

()

gammax gamma._t ;

N = inv(Ninv);
Ntinv = 1
Nt = inv (Ntinv);

gamma._t*gamma;

//Compute g, gt, f, ft and their derivatives
cx_-mat f = 2.xNxgamma;
cx_mat ft = 2.xNtxgamma_t;

cx-mat df_x = 2.xNx(dgamma x*gamma_t + gammaxdgamma_t_x)*Nxgamma + 2.xNxdgamma_x;
cx-mat df-y = 2.#%Nx(dgamma_y*gamma_t + gammakdgamma_t_y)*Nsgamma + 2.xNxdgamma_y ;
cx-mat df_z = 2.#Nx(dgamma zxgamma_t + gammakxdgamma_t_z)*N+gamma + 2.xNxdgamma z;
cx-mat dft_-x = 2.%xNt*x(dgamma_t_x*gamma + gamma_tkdgamma_x)*Ntxgamma_t + 2.xNtx

dgamma_t_x;

cx-mat dft_y = 2.%Nt*(dgamma_t_y+gamma
dgamma_t_y;

cx-mat dft_z = 2.xNtx(dgamma_t_z*gamma
dgamma_t_z;

+ gamma_txdgamma_y)*Ntxgamma_t + 2.xNtx*

+ gamma_txdgamma_z)«*Ntxgamma_t + 2.xNtx

cx-mat g = Nx(I + gammakxgamma_t) ;

cx-mat gt = Ntx(I + gamma_t+gamma) ;

cx-mat dg_x = 2.#Nx(dgamma_x*gamma_t + gammakxdgamma_t_x)*N;
cx-mat dg.y = 2.%Nx(dgamma_y*gamma_t + gammaxdgamma_t_y)*N;
cx-mat dg-z = 2.#Nx(dgamma_zxgamma_t + gammakxdgamma_t_z)*N;
cx-mat dgt-x = 2.xNt*x(dgamma_t_x*gamma + gamma_txdgamma_x)*Nt;
cx-mat dgt-y = 2.%«Nt*x(dgamma_t_y*gamma + gamma_txdgamma.y)*Nt;
cx-mat dgt-z = 2.xNt*x(dgamma_t_z+gamma + gamma_t*dgamma_z)*Nt;
cx-mat gR = zeros<cx._mat >(4,4);

cx-mat gA = zeros<cx-mat >(4,4);

cx-mat gK = zeros<cx._mat >(4,4);

cx-mat gtot = zeros<cx_mat >(8,8);

cx-mat dgtot_x = zeros<cx_mat>(8,8);

cx-mat dgtot_y = zeros<cx-mat>(8,8);

cx_mat dgtot_z = zeros<cx_mat >(8,8);

cx-mat dgR_x = zeros<cx_mat >(4,4);

cx-mat dgR_.y = zeros<cx_mat >(4,4);

cx-mat dgR_z = zeros<cx_mat >(4,4);

cx-mat dgA_x = zeros<cx-mat >(4,4);

cx-mat dgA_.y = zeros<cx_mat >(4,4);
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cx-mat dgA_z = zeros<cx_mat >(4,4);

cx-mat dgK_x = zeros<cx_mat >(4,4);
cx-mat dgK_y = zeros<cx_mat >(4,4);
cx-mat dgK_z = zeros<cx_mat >(4,4);

mat rho3 = zeros<mat>(4,4);

rho3.submat (0,0,1,1) = I;

rho3.submat (2,2,3,3) = 1I;
gR.submat (0,0,1,1) = g;
gR.submat (0,2,1,3) = f;
gR.submat (2,0,3,1) = ft;
gR.submat (2,2,3,3) = gt;
dgR_x.submat (0,0,1,1) = dg_x;
dgR_x.submat (0,2,1,3) = df_x;
dgR-x.submat (2,0,3,1) = dft_x;
dgR_x.submat(2,2,3,3) = dgt_x;
dgR_y .submat (0,0,1,1) = dg_y;
dgR_y .submat (0,2,1,3) = df_y;
dgR_y.submat (2,0,3,1) = dft_y;
dgR_y.submat (2,2,3,3) = dgt_y;
dgR_z.submat (0,0,1,1) = dg-z;
dgR_z.submat (0,2,1,3) = df_z;
dgR_z.submat (2,0,3,1) = dft_z;
dgR_z.submat (2,2,3,3) = dgt-z;

gA = rho3xtrans(gR)=*rho3;

dgA_x = rho3xtrans(dgR_-x)*rho3;
dgA_y = rho3xtrans(dgR-y)=*rho3;
dgA_z = rho3xtrans(dgR-z)*rho3;

gK = (gR  gA)xtanh (1.76xE/(2.xT));
dgK_x = (dgR.x dgA_x)*tanh (1.76+«E/(2.%T));

dgK.y = (dgR-y dgA_y)*tanh (1.76+E/(2.%T));
dgK.z = (dgR-z dgA_z)*tanh (1.76+E/(2.%T));

gtot .submat (0,0,3,3) = gR;

gtot .submat (0,4,3,7) = gK;

gtot .submat (4,4,7,7) = gA;
dgtot_-x .submat (0,0,3,3) = dgR_x;
dgtot_x .submat (0,4,3,7) = dgK_x;
dgtot_x.submat(4,4,7,7) = dgA_x;
dgtot_y .submat(0,0,3,3) = dgR.y;
dgtot_y .submat (0,4,3,7) = dgK.y;
dgtot_y .submat (4,4,7,7) = dgA_y;
dgtot_z.submat (0,0,3,3) = dgR_z;
dgtot_z .submat (0,4,3,7) = dgK_z;
dgtot_z.submat (4,4,7,7) = dgA_z;
Gmat G;

G.g = g;

G.f = f;

G.gt = gt;

G.ft = ft;

G.gR = gR;

G.dgR_x = dgR_x;
G.dgR.y = dgR.y;
G.dgR_z = dgR_z;
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.dgA_x = dgA_x;
.dgA.y = dgA.y;
.dgA_z = dgA_z;

-gK = gK;

.dgK_x = dgK_x;
.dgK_y = dgK_.y;
.dgK_z = dgK_z;

.gtot = gtot;

.dgtot_x = dgtot_x;
.dgtot_y = dgtot_y;
.dgtot_z = dgtot_z;

QAR Qa0 Qa00Q

return G;
}
cx-mat keldysh_gdg(cx-mat g, cx-mat dg, cx-mat A){

cx_mat Atot, gdg(8,8), gdg-k(4,4);
Atot = zeros<cx.mat >(8,8);

Atot.submat (0,0,1,1) = A;
Atot.submat (2,2,3,3) = A;
Atot.submat (4,4,5,5) = conj(A);
Atot.submat (6,6,7,7) = conj(A);

complex<double> ii (0,1);
gdg = gxdg iixgx(Axg g*A) ;
gdg-k = gdg(span(0,3) ,span(4,7));
return gdg_k;

}

Gmat compute_g_negE (Gmat G){
Gmat Gn;

mat 1(2,2); I.eye();
mat rhol = zeros<mat>(4,4);

cx_mat gtot = zeros<cx.mat >(8,8);
cx-mat dgtot_x = zeros<cx-mat>(8,8);
cx_mat dgtot_y = zeros<cx_mat >(8,8);
cx-mat dgtot_-z = zeros<cx_mat>(8,8);

rhol.submat(0,2,1,3) =

I
rhol .submat (2,0,3,1) I;

Gn.g = conj(G.gt);
Gn.f = conj(G.ft);
Gn.gt = conj(G.g);
Gn. ft = conj(G.f);

Gn.gR rhol*xconj(G.gR)*rhol;
Gn.gA = rhol*conj(G.gA)=rhol;
Gn.gK = rholxconj(G.gK)xrhol;

Gn.dgR-x = rhol*conj(G.dgR_x)=rhol;
Gn.dgR.y = rhol#*conj(G.dgR_y)=rhol;
Gn.dgR_z = rhol*conj(G.dgR-z)=rhol;

Gn.dgA_x = rholxconj(G.dgA_x)x*rhol;
Gn.dgA_y = rhol*conj(G.dgA_y)=rhol;
Gn.dgA_z = rhol*conj(G.dgA_z)=*rhol;

Gn.dgK_x = rholxconj(G.dgK_x)*rhol;
Gn.dgK_y = rholx*conj(G.dgK_y)*rhol;
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Gn.

Gn.
Gn.
Gn.
Gn.

Gn.
Gn.
Gn.

Gn.
Gn.

Gn

Gn.
Gn.
Gn.

Gn.
Gn.
Gn.

dgK_z = rhol*conj(G.dgK_z)+*rhol;

gtot = gtot;

dgtot_x = dgtot_x;
dgtot_y = dgtot_y;
dgtot_z = dgtot_z;

return Gn;

gtot .submat (0,0,3,3) = Gn.gR;

gtot .submat (0,4,3,7) = Gn.gK;

gtot .submat (4,4,7,7) = Gn.gA;

dgtot_x .submat (0,0,3,3) = Gn.dgR_x;
dgtot_x.submat (0,4,3,7) = Gn.dgK_x;
.dgtot_x.submat (4,4,7,7) = Gn.dgA_x;
dgtot_y .submat (0,0,3,3) = Gn.dgR_-y;
dgtot_y .submat (0,4,3,7) = Gn.dgK_y;
dgtot_y .submat (4,4,7,7) = Gn.dgA_y;
dgtot_z.submat(0,0,3,3) = Gn.dgR-z;
dgtot-z.submat(0,4,3,7) = Gn.dgK_z;
dgtot_z.submat(4,4,7,7) = Gn.dgA_z;
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