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1 Introduction

1.1 Ellipsis and fragmentary language in spontaneous speech

When confronted with transcriptions of spontaneous speech, people tend to be surprised by its
incoherent and chaotic appearance. Many linguists have pointed out that this register
represents a challenge to conventional syntactic analysis (Teleman 1983, Cheshire 2005).
Spontaneous speech exhibits several features which are distinct from the characteristics of the
more well-behaved written language. For instance, because spoken dialogues take place in
real time, there is no time lag between production and reception, and the speakers may
rephrase their utterances while speaking. As a consequence, sentence boundaries are often
unclear, and we typically find overlapping speech, interruptions and grammatically
incomplete utterances.

Speech is a primary form of linguistic behaviour: it is through speech that children
learn their mother tongue, and being currently spoken is a criterion for defining a living
language (Lindstrém 2008):

Det talade spréket, kanske just i form av samtal, manifesterar emellertid en mycket grundlaggande
form av manniskans sprakliga verksamhet och kompetens. Det talade spraket ar en biologisk formaga
hos manniskan, ett medel for bekraftande och férnyande av sociala kontakter i omedelbara méten
mellan individer. Ett studium av samtalssprak kan darfor avsloja nagot grundlaggande om

sprakanvandningen och dérigenom ocksa om sprakstrukturen, eftersom sprékanvandning forutsatter
bemastrande av strukturer (Lindstrém 2008: 26).

The spoken language, maybe precisely in form of dialogue, still manifests a very fundamental form of
human linguistic activity and competence. Spoken language is a biological capability in humans, a
means of confirming and renewing social contexts in spontaneous encounters between individuals. A
study of the language in spoken dialogues can therefore reveal fundamental insights about language
use and bylthis also about linguistic structure, since linguistic performance presupposes a mastery of
structures.

Thus, it has often been stated that spoken data should constitute the empirical base for
linguistic theories. However, the practice has been radically different. Traditional grammars
have generally been based on idealized written language. In Antiquity, grammar was directly
connected to the art of writing, and in most theories of grammar, this written bias has been

upheld.

! My translation.



However, since spontaneous speech is the primary linguistic medium, the specific
features of this register need to be described and explained, both empirically and theoretically.
The present dissertation is an attempt to do just that. Still, I do not aim to grasp all features of
spoken language, neither to propose a complete grammar for the spoken register. This would
be an impossible task within the frames of a dissertation.

A distinction which needs to be made at this point is the one between spoken language
per se, i.e., as contrasted to written language, and on the other hand spoken dialogues, i.e., as
contrasted to monologues and recitations. Whereas the term spoken language points to the
medium of the linguistic expression, the term spoken dialogue focusses on the contextual
setting. This dissertation is concerned with characteristics of spoken dialogues.? A typical trait
of spoken dialogues is that many things are implicitly understood, and this often leads to a
fragmentary appearance. This will constitute the empirical focus of this dissertation. Hence,
rather than primarily describing the differences between spoken and written language, this
dissertation investigates the properties of fragmentary as opposed to non-fragmentary
language.

More specifically, the focus is confined to the investigation of one specific feature
which is frequently attested in spoken dialogues, namely so-called situational ellipses (Leech
2000) or discourse ellipses.® The examples below are typical occurrences with (1) displaying
a case of an omitted referential subject, (2) an omitted expletive subject, (3) an omitted object,

and (4) a case of an omitted subject and an auxiliary verb:*

(1)  Jeghusker litt fra jeg var atte. NoTa’
+ remember some from | was eight
‘I remember a little bit from the time | was eight.’

(2)  Betvar én som hadde kjort forb... over en rev. NoTa
# was one that had driven past... over a fox

“There was one who had hit a fox.”

2 Although formal, generative linguistics has been working with spoken data, e.g., eliciting acceptability
judgments from informants, it is fair to claim that very little formal linguistic work has been done on spoken
dialogues.

® These two terms are equivalent. For the sake of consistency, | will use the term “discourse ellipsis’ throughout
this thesis.

“ In these examples and throughout the rest of the dissertation, the strikethrough indicates that the element in
question is elided. Obviously, it is not possible to specify exactly which elements that have been elided. Rather,
the elements that are assumed to be silent are the most probable candidates from contextual information.

% NoTa stands for Norwegian Speech Corpus — the Oslo part. See section 1.7.1 for more information.
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(3)  DBetskal jeg 0g. NoTa
that shall I too
‘I am going to do that, too.’

(4)  Jeg-har vokst oppi et stort stort hus. NoTa
+—have grown up in a big big house

‘I grew up in a big, big house.’

The investigation in this thesis is restricted to data from spoken Norwegian. Obviously, it
would be interesting to look at other languages as well, and to compare the restrictions on the
ellipses to see whether they coincide or differ. However, within the frames of this dissertation,
it has been necessary to restrict the empirical focus to Norwegian data. An additional reason
for restricting the empirical scope is that there has not been any previous work on discourse
ellipsis in Norwegian. Consequently, before turning to other languages, it is necessary to
provide a fairly comprehensive overview of the Norwegian situation.

The overall purpose of this work is thus to develop a grammar of discourse ellipses in
spoken Norwegian. A question which then arises is the following: is it necessary to establish a
separate grammar for this register, or is the existing grammar developed for idealized/written
language suitable? | propose that, despite the fragmentary impression given by spoken
language, the underlying syntax is basically the same as for written or non-fragmentary
language. Of course, the licensing conditions for fragmentary as opposed to non-fragmentary
data are not necessarily the same. However, | believe that it is a mistake to explain these
differences by pointing to different grammars. Rather, it is necessary to single out at what
point in the linguistic process these constraints come to differ. This is an overarching goal for
this dissertation.

Two major types of questions need to be addressed. First, the object of study must be
described. Given that discourse ellipses exist, what are their characteristics? Are the ellipses
truncated structures, or are they best analysed as underlyingly full-fledged sentence
structures? Second, why are discourse ellipses possible in the first place? What are their
licensing conditions?

Another fact which bears investigation is that, despite the fact that meaning-bearing
constituents may be absent, discourse ellipses are easily parsed and most often do not lead to
misunderstandings. Hence, the ellipses do not create ambiguity. Why is this so? To answer

this, we need to investigate both structural and semantic/pragmatic conditions.



In this introductory chapter, | establish the empirical focus of the dissertation. | briefly
present different types of fragments, e.g., structural ellipsis types and what | refer to as
freestanding constituents, and | show how these constructions differ from discourse ellipses
and thus why they are not included in this thesis. Moreover, | discuss whether the grammar of
spontaneous speech is equal to the grammar of idealized written language, or whether these
registers are governed by different systems. | outline some basic theoretical, i.e., generative,
assumptions which are fundamental to the analysis proposed in this thesis. Thereafter, |
discuss the value of performance data and the distinction between I-language and E-language,
as well as the one between grammaticality and acceptability. This leads me to a comparison of
different methods for collecting data, discussing their advantages and disadvantages with
respect to this study. Finally, | show examples of related elliptical data from selected written

registers.

1.2 The empirical base
A first distinction that must be established is the one between dialectal variation among
spoken varieties and general characteristics of spontaneous speech. This difference is
discussed in Sandgy (1994), who defines spoken language as contrasted with written
language. The relevant distinction is then the one between the oral medium and the written
medium. Dialects, on the other hand, are defined as geographical or social varieties,® and this
will not be investigated in this thesis.

| have established that the empirical focus of this dissertation will lie not on spoken
language per se, but rather on spoken dialogues. Yet, as emphasized by Teleman (1983), it is
naive to assume that written texts are characterized by monologue, whereas spoken texts are
dialogues. There are several hybrid categories, and we therefore need to determine which of
these are relevant for our purposes. The characteristics of prepared spoken material such as
lectures, sermons and recitations may have more in common with written than with spoken
language, and they will therefore not be of any interest to this study. On the other hand, the
language in certain written media, e.g., text messaging, Facebook comments and interviews,

share several characteristics with the language of spoken dialogues, and will therefore

® Syntactic properties of diverse Scandinavian dialects are currently being broadly studied through the
projects/networks Scandiasyn, NorDiaSyn, NORMS and N’CLAV.
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occasionally be included for purposes of illustration.” I will briefly describe some of these
fragmentary written registers in section 1.7.

In principle, relevant data could therefore be found also in the written registers
mentioned above. However, for my purposes, spoken dialogues probably provide the most
suitable source of data. Spoken data surround us continuously. Moreover, thanks to tagged
spoken corpora, these data are easily accessible. In these corpora, the context is easily
observed, both the linguistic context, since the corpus provides earlier utterances in the
dialogue, and in some cases also the non-linguistic context.® This is fortunate, since the
licensing of discourse ellipses is very often context dependent. Finally, elliptical data in
spoken dialogues are not influenced by written standards, contrary to the data found in
fragmentary written registers. Hence, by primarily using spoken data, a possible source of

bias is avoided.®

1.3 Narrowing down the object of inquiry

As mentioned, | will investigate so-called discourse ellipses. Ellipsis can generally be defined

as the non-expression of sentence elements, as witnessed by the quotations given below:
ellipsis Any construction in which some material which is required for semantic interpretation and

which could have been overtly present is absent but immediately recoverable from the linguistic
context, particularly when that material is overtly present elsewhere in the sentence (Trask 1993: 89).

Elliptical processes capitalize on the redundancy of certain kinds of information in certain contexts,
and permit an economy of expression by omitting the linguistic structures that would otherwise be
required to express this information (Merchant 2001: 1).

ellipsis  The omission of one or more words that are obviously understood but that must be supplied
to make a construction grammatically complete (Merriam-Webster Online Dictionary®).
This phenomenon has triggered the interest of many linguists, among other things because the

usual form/meaning mappings appear to break down in ellipsis: there is meaning without form

(Merchant forthcoming). In order to develop a correct model for the analysis of ellipsis,

" The increased use of digital social media makes this aspect relevant, since the language in these registers have
very similar characteristics to the spoken language. Thus, the generalizations reached in this work may be
applicable to the structural description of these registers too.

® Some modern corpora (e.g. the NoTa corpus and the Big Brother corpus) include video recordings of the
spoken dialogues.

® Note that the examples provided in this thesis do in general follow the orthography of the Norwegian Bokmal
(‘Book Language’), which is one of the two standard forms of written Norwegian. When an example is given in
the other written standard, Nynorsk (‘New Norwegian’), this is indicated in the surrounding text. The corpus
examples cited follow the same pattern, as the corpora that | have used are orthographically and not phonetically
transcribed.

10 http://www.merriam-webster.com/dictionary/ellipsis [Accessed September 2012]



accounting for the form-meaning correspondence is therefore very important. Two distinct
approaches to this issue, global and selective theories of semantics, will be compared in
chapter 2.

Ellipses and fragments come in various kinds, and most of them will not be discussed
in any depth in this dissertation. The goal of this section is to restrict the empirical focus and
to pin down the data types which will constitute the main object of inquiry. Three types of

fragments will be presented and then left out of further consideration:

1 Structural non-discourse triggered ellipses
2 Performance governed apocopes

3 Freestanding constituents

1.3.1 Structural ellipses

There are many types of ellipses, and some of the subtypes have been vividly debated in
generative work. Yet, this debate has focussed mainly on ellipses that are not particularly
discourse triggered, but which occur also in the written standard. Merchant (forthcoming)
gives the following overview of different ellipsis types. The examples given are also from his

article. For purposes of presentation, | will label this group structural ellipsis:™*

Sluicing
(5)  John can play something, but | don’t know what John-canplay.

VP-ellipsis
(6)  John can play the guitar; Mary can play-the-guitar, too.

NP-ellipsis (or N’-ellipsis)
(7)  John can play five instruments, and Mary can play six instraments.

1 The examples in (5-11) are taken from Merchant (forthcoming). In addition, Merchant includes what he labels
fragment answers:
Q: Who can play the guitar?
A: (Not) John
As opposed to the remaining categories in the list, it is unclear whether this ellipsis type has clausal structure. |
will come back to fragments of this form shortly.
6



Gapping
(8)  John can play the guitar, and Mary ean-play the violin.
9 John can play the guitar better than Mary ean-play the violin.

Stripping/bare argument ellipsis
(10)  John can play the guitar, {and Mary, too/and Mary as well/but not Mary}.
(11)  John can play the guitar better than Mary.

These structural ellipsis types differ from discourse ellipses in at least three ways:

A. The ellipsis belongs to the core grammar.
B. The omission is not necessarily optional, and the ellipsis is not necessarily
semantically parallel to the non-elliptical counterpart.

C. The elided constituent is recoverable sentence-internally.

Firstly, structural ellipses are typically analysed as belonging to core grammar (see Merchant
2001, Fox & Lasnik 2003, Lasnik 2005, 2010, among others). As opposed to discourse
ellipses, the occurrence of structural ellipses is not register-specific. Rather, these ellipses are
found in both spoken and written texts.

Secondly, in discourse ellipses, omission is optional. A corresponding non-elliptical
version would be acceptable, and it would in most cases yield the same reading as the
elliptical version.*? In structural ellipses on the other hand, the meaning of the elliptical and
the non-elliptical variants are not necessarily the same. Hendriks & Spenader (2005) give the
following examples for this (12)-(13). Example (14) illustrates the opposite situation in

discourse ellipsis:

(12) A fish walked and a fish talked. (2 different fish)
(13) A fish walked and __talked. (The same fish)

12 vet, note that discourse ellipses may give rise to several different interpretations which are not available for
the corresponding non-elliptical variants, in which one overt specified subject must be chosen. This is seen in the
following example: Jegthanthunivi var pa kino i gar. ‘I/He/She was at the cinema yesterday.’
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(14) Jegldegdriver og praver & komme pa nar jeg sist var péa kino. NoTa
1/ keepon and try to comeonwhen| last wason cinema
‘I am trying to figure out when was the last time | went to the cinema.’
(’Jeg’ refers to the same person in both cases)

In structural ellipses, a non-elliptical variant would sometimes be ungrammatical, contrary to
what is the case for discourse ellipses: “Surprisingly, even if ellipsis is the non-expression of
sentence elements, these do not necessary have to be elements that are normally expressible”
(Hendriks & Spenader 2005: 4). Hence, ellipsis can in these cases be the only way to express
a certain meaning, as the corresponding non-elliptical form would violate syntactic or
semantic constraints. Merchant (2001) gives the following example of so-called repair by

ellipsis:

(15) They want to hire someone who speaks a Balkan language but I don’t remember

which (*Balkan language they want to hire someone who speaks).

Finally, in structural ellipses, the semantic content of the elided constituents is recoverable
sentence-internally, whereas in the discourse ellipses, a sentence-internal antecedent is often
not found. The sluicing example in (5) above and repeated as (16) illustrates this, and it

displays a striking contrast to the discourse ellipsis in (17):

(16)  John can play something, but | don’t know what (John can play).
(17)  (pointing to a poster of a movie):

Har—duy sett den, eller?

have—you seen it or

‘Have you seen it, or what?’

To sum up, there are some fundamental differences between structural ellipsis and discourse
ellipses. The licensing conditions of structural ellipses will not be treated here, as this is in
itself a vast area of research (see e.g. Johnson 2001, Merchant 2001, among many others).
Note, however, that certain overarching theoretical questions may still be relevant for both
groups. Merchant (forthcoming) proposes that the following basic questions arise when

analysing ellipses:



e The structure question: Is there unpronounced syntactic structure in ellipsis sites?

e The identity question: What is the relationship between the understood material in
an ellipsis and its antecedent?

e The licensing question: Which heads, positions and structures allow for ellipsis,
and what are the locality conditions on the relation between these structures and

ellipsis?

All these questions will be relevant in my investigation of discourse ellipses, but as will

become clear, the answers will not be the same as the ones proposed for structural ellipses.

1.3.2 Irregular ‘error types’ in spoken language

Having dismissed the various types of structural ellipsis, my focus is now narrowed down to
ellipses triggered by discourse. In this section | will briefly discuss certain types of fragments
which are typical in spoken discourse and comparatively rare in written or idealized registers.
However, these strings cannot be categorized as discourse ellipses proper, and therefore they
will be excluded from my study.

The linguistic properties of spontaneous speech were investigated in the TAUS project
(the spoken language investigation in Oslo) (Hanssen et al. 1978), which is the largest project
investigating spoken Norwegian to date. TAUS primarily had a sociolinguistic focus;
syntactic properties were not investigated in depth. A parallel project, Talsyntax, was carried
out for Swedish in the 1960s and “70s. Other accounts of the grammar of spoken language are
found in Miller (2006), Miller & Weinert (1998), Blanche-Benveniste (1997) for French,
Nygard (2004) and Johannessen and Jgrgensen (2006) for Norwegian.

In the TAUS project, the construction types specific to spoken language were labelled
‘error-types’. The intention was to target constructions which deviated from traditional
grammatical requirements for idealized Norwegian. Although it was emphasized that the term
‘error-type’ was intended as descriptive, and not pejorative, it does unavoidably insinuate that

spoken language is a variety with imperfections, compared to the flawless written register.



The construction types presented below are based on the categorization in Hanssen et
al. (1978) and in Johannessen & Jgrgensen (2006). The examples are taken from Johannesen
& Jargensen (2006), who collected them from the NoTa corpus.*® Note that the construction
of interest is in each case marked with underscore in the example.

Lexical Epanorthosis or lexical corrections are corrections of one or more words

without breaking the structure of the sentence:

(18) det kommer fra jeq kjgpte det i Devil’s Lake North Dakota.

it comes from | bought itin Devil’s Lake North Dakota

‘It comes from, or rather | bought it in, Devil’s Lake North Dakota.’

Syntactic Epanorthosis or syntactic corrections are also corrections, but in this case, the
structure of the sentence is not completed. More precisely, the speaker starts out with one

syntactic construction, but this construction is changed during the utterance:

(19) jahvis jeg flyt- la oss si at vi fl- jeg f- bodde der fra jeg gikk i attende.
yes if I mov- let us say that we m- | m lived there from | went in the 8"

“Yes, let us say that we moved — | lived — there from | was in the 8" grade.’

Syntactic Apocope occurs when an utterance lacks one or more obligatory parts that, if
present, would occur sentence-finally. According to Hanssen (1983), this is the most
widespread irregularity within the spoken register. Several subtypes of syntactic apocope can
be distinguished. A speaker may be interrupted by another speaker, who in turn may either
bring in a new construction, or may complete the construction that was initiated by the first
speaker. Finally, a speaker can interrupt himself with a new construction before finishing the

previous one. The last scenario is illustrated in (20):

(20) folte du at du matte forandre deg sjal da eller eller h- holdt du pa ...
felt you that you must change yourself then or or d- did you ...

‘Did you feel that you had to change or were you ...’

13 The English terms are taken from Johannessen & Jargensen (2006), who translated them from the ‘error-types’
in TAUS, and labelled them rhetoric types instead, since they were recognized already in antiquity. Johannessen
& Jgrgensen claim that many of them were used to give a sense of dialogue into otherwise monotonous
monologues.

10



Johannessen & Jargensen (2006) also mention the category Ellipsis, which is parallel to the
discourse ellipses discussed in this thesis.* The missing constituents in ellipses are elided
either sentence-initially or sentence-medially. Johannessen & Jgrgensen (2006) give the

following example, displaying an omitted subject:

(21) em har bodd ganske mange steder.
ehm have lived quite many places

‘Well, (1) have lived in quite many places.’

Both syntactic apocope and discourse ellipses involve the omission of constituents. However,
in apocope, elements are omitted sentence-finally, whereas discourse ellipses display sentence
initial or sentence medial omissions (Hanssen et al. 1978, Johannesen & Jargensen 2006).
Moreover, in apocope the omission of elements is more random. It appears to be governed
purely by performance-related factors. In the discourse ellipses on the other hand, the
omission does not occur randomly, but rather obeys certain structural patterns.

Anacoluthons can be described as telescopic constructions in which two sentences
melt into one, such that one constituent is common to both. Thus, these constructions are
syntactic blends. The common element is a constituent in both sentences, yet it can fill

different syntactic functions in the two sentences:

(22) Bogstadveien Hegdehaugsveien er det egentlig ganske forferdelig bortsett fra et par
steder sa er det kun gutter i bla skjorte og marke bukser.
The Bogstad Road The Hegdehaug Road is it actually quite horrible except from at a
few places are there only blokes in blue shirt and dark trousers.
‘In Bogstadveien or Hegdehaugsveien it is actually quite horrible apart from at a few

places there are only blokes with blue shirts and dark trousers.’

¥ The category of Ellipsis in the TAUS project is also discussed in Wiggen (1986).
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False starts are a subtype of apocope, characterized by a “lack of continuation of an

utterance” (Johannesen and Jgrgensen 2006: 6). Very often, this occurs after only one word:

(23) nei da vi har det bra vi s3...
oh no we have it good we so

‘Oh no, we have a very good time, so...’

Epizeuxis is defined as the repetition of elements. Structurally, this could be characterized as a

parallel case to the Lexical Epanorthosis, since both types involve a lexical doubling:

(24)  folte du at du matte forandre deg sjal da eller eller h-holdt du pa...
felt you that you must change yourself then or or w were you at

‘Did you feel that you had to change yourself or or w- were you...’

As noted, an important difference between the discourse ellipses and the remaining “error-
types’ in spoken discourse is that whereas the ellipses obey systematic restrictions, the
remaining constructions are governed solely by performance factors. Therefore, none of these

construction types will be discussed any further in this thesis.

1.3.3 Freestanding constituents

The last type of fragment that will not be discussed further is what 1 will label a freestanding
constituent. With this term, | refer to constituents which do not seem to have a clausal
structure, but which still express full-fledged propositions and function as independent

utterances:

(25) New shoes?
(26)  (Rude dinner guest): ’Salt!”’

This type of fragment is often mentioned when the issue of ellipsis is brought up. The
question is: Are these ellipses in a technical sense? And if they are, what are they ellipses of?
Wittgenstein (1953: 82) discusses this issue in his Philosophical Investigations, and he gives

the following illustrative example of a conversation between a builder A and an assistant B:
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A is building with building-stones: there are blocks, pillars, slabs and beams. B has to pass the stones,
and that in the order in which A needs them. For this purpose they use a language consisting of the
words “block”, “pillar”, “slab”, “beam”. A calls them out; — B brings the stone which he has learnt to
bring at such-and-such a call.

The relevant issue here is whether the call Slab! — intended as an order to bring the slab,
should be defined as a sentence or a word. Wittgenstein leaves the question open, and says
that one could call Slab! a word and also a sentence. He points out that if it is a word, then it
does not have the same meaning as the like-sounding word slab in the ordinary language. In
other words, Slab! used as an order conveys an extra meaning compared to cases when the
word is used as a constituent in a sentence. On the other hand, if Slab! were to be considered a
sentence, it would probably be a degenerate one, a shortened form of the sentence Bring me a
slab! (Wittgenstein 1953).

The fact that Slab! functions as a call, and thus represents a full-fledged semantic
proposition, is in my opinion not debatable. The problem is whether to assume that the word
is technically an underlying sentence with a full syntactic structure at some linguistic level, or
whether an enrichment process towards a full proposition happens at a purely conceptual or
pragmatic level of the linguistic derivation. | read the following passage from Wittgenstein
(1953: §2) as cutting straight to the heart of the matter:

Because if you shout “Slab!” you really mean: “Bring me a slab”. — But how do you do this: how do
you mean that while you say “Slab!”? Do you say the unshortened sentence to yourself? And why
should | translate the call “Slab!” into a different expression in order to say what someone means by
it? (...) But when | call “Slab!”, then what | want is, that he should bring me a slab! — Certainly, but

does ‘wanting this’ consist in thinking in some form or other a different sentence from the one you
utter?

A crucial difference between these freestanding constituents and discourse ellipses is that the
freestanding constituents do not appear to relate to the sentence structurally.™ Contrary to
discourse ellipses, they generally do not display any connectivity effects, defined as
grammatical dependencies similar to the dependencies manifested in non-elliptical sentences
(Merchant 2004). Such effects could give information about the structural content of the
ellipsis site and would consequently motivate a sentence analysis of the fragments. Hence,
freestanding constituents demonstrate the necessity of distinguishing between different levels
of language processing. Structurally, these are probably non-clausal phrases (XPs), and hence

they are not ellipses of sentences, linguistically speaking. Still, they may be described as

%5 In this respect, the freestanding constituents also stand in contrast to most of the “error types’ of spontaneous
speech discussed in section 1.3.2, and also the structural ellipsis types discussed in 1.3.1.
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ellipses at a conceptual level, since the pragmatically enriched meaning of the XP must be
interpreted as a full proposition.

Fragments of this type are currently the issue of much discussion in the literature. See
for instance Merchant (2010), who distinguishes between syntactic, semantic and pragmatic
ellipses, and Stainton (2006), who argues that such utterances should be ascribed a full
sentential structure, because, according to him, some of them actually do display certain
connectivity effects. These constructions are also discussed in Eluguardo & Stainton (2005),
Progovac et al. (2006) and Stanley (2000). The theoretical problems related to this data type
are huge. As noted, the opinions diverge, and | will therefore leave the question of whether
freestanding phrases are underlying sentences or not open in this work, noting however the
fundamental theoretical importance of the issue.

1.3.4 Discourse ellipses and connectivity effects
Having excluded structural ellipses, irregular error types and freestanding constituents from
my study, | am left with discourse ellipses proper, as exemplified in 1-4, repeated below in

(27)-(30). Note however that this is not an exhaustive list:

Omitted referential subject
(27) Jeghusker litt fra jeg var atte. NoTa
+  remember some from | was eight

‘I remember a little bit from the time | was eight.’

Omitted expletive subject
(28) Detvar én som hadde kjart forb... over en rev. NoTa
it was one that had driven past... over a fox

‘There was someone who had hit a fox.”

Omitted initial object
(29) Detskal jeg 0g. NoTa
that shall I too

‘I am going to do that, too.’

14



Omitted subject and auxiliary

(30) Jeg-har vokst opp i et stort stort hus. NoTa
+—have grown up in a big big house.
‘I grew up in a big, big house.’

As already noted, in discourse ellipses, elements are missing sentence-initially or occasionally
also sentence-medially. The meaning of the missing elements is most often fully recoverable,
and the ellipses can thus easily be paraphrased as full-fledged sentences.

Many of the discourse ellipses display connectivity effects. As will become clear, this
is an indication that the elided item is syntactically active, and that these fragments should be
analysed as full sentences. Illustrative examples of such effects are ellipses containing
anaphors pointing back to a non-realized subject and ellipses with main verbs requiring a
specific auxiliary, but where this auxiliary is null. In (31), the anaphor meg requires the
presence of a silent 1% person singular subject. The ungrammaticality of (32) underlines the
same point, since in this case there is a mismatch between the silent subject (1% person
singular) and the anaphor (2" person singular). In (33), the perfective participle sett requires

the presence of a silent perfective auxiliary:*®

(31) Jeg kan tenke meg det. NoTa
+ can think megrgr that
‘I can imagine that.’
(32) *Jegkantenke deg  det.
+ can think youggr that
(33) Hardu kjort mye skuter i paska? NDC
have—yeu driven much scooter in Easter

‘Have you been driving scooter a lot during Easter?’

Connectivity effects are not witnessed in all instances of discourse ellipsis. One reason for this
is that Norwegian has neither visible subject-verb agreement nor many other forms of visible
agreement. Still, the connectivity effects seen in examples like the ones above strengthen the
assumption of full sentence structures even for the cases where these effects are not visibly

manifest. Hence, connectivity effects are important diagnostics for recognizing discourse

18 The elements displaying connectivity effects are underlined in the examples.
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ellipses. In fact, the attempt to analyse ellipses in general often boils down to looking for
signs of the elided elements in the instantiated part of the utterance:
Detecting and arguing for such ‘missing’ structures is analogous to searching for a black hole: one can

tell it’s there only by its effects on surrounding material. The logic of the hunt for elided structure is
similar (Merchant forthcoming: 8).

To sum up, connectivity effects suggest that the discourse ellipses have full-fledged syntactic
structures. This idea will be further explored in the following chapters. For now, it is
sufficient to establish this as a hypothesis. Yet, this issue points to a question which has been
the subject of extensive debate, namely whether or not spoken language is governed by a
separate grammar. In the following section, | will briefly present some views in this debate,

and | will also argue for my own point of view.

1.4 A distinct grammar for spontaneous speech?

As noted, spontaneous speech may give an unstructured impression, due to a high frequency
of incoherent and/or incomplete sentences. Crystal (1976: 166) claimed that the linguistic
organization of the spoken register until then had been “fundamentally misconceived”. In this
section | discuss what kind of grammar could be appropriate for this variety. Is the sentence a
fruitful theoretical unit for this register? And moreover, is the grammar of written language
suited to account also for spontaneous speech, or should two different grammars be postulated

for the two registers? Different theorists have taken different stands on these issues.

1.4.1 The status of the sentence in spoken language
According to Linell (1988), the language of spoken conversation consists of loosely related
phrases and clauses, combined into structures which are less clear and hierarchical than the
ones found in traditional grammars. Such observations have made several theorists recognise
the problematic nature of the sentence in spoken conversation.
It is not easy to establish what units can be recognized in spoken language and are useful for its
analysis. Some analysts maintain that sentences are not recognizable in spoken language, others — that
ey are.The central problem is that it is far from evident that the language system of spoken English

has sentences, for the simple reason that text-sentences are hard to locate in spoken texts (Miller and
Weinert 1998: 30).
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Quirk et al. (1985: 47) point out that sentence boundaries may be difficult to locate in spoken
data, and Crystal (1987: 94) states that it is not easy to decide whether pauses in spoken
language function as sentence boundaries, or whether the whole text is one loosely
constructed sentence. Many linguists working with spoken language have in fact abandoned
the sentence as an analytical unit (Halliday 1989, Miller 1995, Brazil 1995, Carter &
McCarthy 1995, Miller & Weinert 1998 and Biber et al. 1999).

However, both Leech (2000) and Miller (1995) highlight the distinction between the
terms sentence and clause, arguing that even if sentence is problematic, the term clause
should be maintained for the spoken register. A traditional understanding of a sentence
includes the words and phrases found between large punctuation marks (Linell 2005). Clearly,
this definition is tied to the written medium. A parallel definition for the oral medium could
be based on pauses and intonation contours, as proposed in Chafe and Danielewicz (1987).
Yet, these indications are not as definite as the ones assumed for written language.*’

Clause, on the other hand, is defined by Trask (1993: 44) as “any constituent
dominated by the initial symbol S”, and by Radford (2004: 440) as “an expression which
contains (at least) a subject and a predicate, and which may contain other types of expression
as well”. Hence, clause is more unambiguously a grammatical term, and it seems safe to state
that it is relevant for spoken as well as written language. This view is supported by both
Miller (1995) and Linell (2005):

Satsen, daremot, forblir da ett huvudbegrepp i grammatiken, och har en uppenbar roll i samtalssprak

(...). 1 den man satser finns overallt, kan detta bli till ett argument fér en gemensam underliggande
grammatik (som i exempelvis neochomskyansk lingvistik) (Linell 2005: 312).

The clause, on the other hand, remains a basic term in grammar, and has an obvious role in the
language of spoken dialogues. To the extent that clauses exist everywhere, this can be taken as an
argument for a common underlying grammar.*®

The important point for my purposes is to pin down what is intended when theorists claim that
the term sentence is irrelevant in accounts of spoken language. According to Leech (2000),
the reason for rejecting this term is that spoken language data should not be forced into the
analytical frames constructed for written language. We can conclude that the term sentence
belongs to written text, whereas clause belongs to the system underlying our capacity for

7 Both Linell (2005) and Leech (2000) argue that on an analytic level, the definition of the term sentence is not
crystal clear. It is occasionally used as a syntactic category, but it is also used more descriptively, defining
whatever is placed between two punctuation marks, or as any sequence of words which are capable of standing
alone to express a coherent thought. Consequently, use of the term can give rise to misunderstandings.
18 My translation.
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language (Miller 1995, Leech 2000). A rejection of the notion of sentence in spoken language
should therefore not be confounded with a rejection of the clause.

Hence, despite a widespread denial of the existence of sentences in spoken language,
several theorists accept the existence of structural clauses. This entails that the idea of
constituent structure grammar is not automatically rejected (Leech 2000). Even though
spoken language is characterized by fragmentary utterances, the assumption of an abstract

clause obeying syntactic restrictions should be maintained.

1.4.2 Same grammar or different grammars?

Implicit in the view that the sentence is an irrelevant unit for spoken language is the
suggestion that this register exhibits a grammar which is distinct from the grammar of written
or idealized language: “If sentences are to be admitted as units of written but not spoken
language, the next step is to analyse written and spoken language as having different language
systems” (Miller 1995: 118). The issue at stake is whether there is one kind of grammar
governing both spoken and written language, or whether these registers are characterized by
separate grammatical systems.

As mentioned, non-linguists who are presented with written records of spontaneous
speech are often surprised by how messy it appears. Interestingly, Teleman (1983) reports that
even grammatically trained linguists tend to get the impression that spoken texts are restricted
by a completely different grammar than written texts are. Teleman explicitly argues against
this view, and he also rejects the view that spoken language doesn’t follow any grammatical
restrictions:

Den naiva uppfattningen att talet inte har ndgon grammatik &r naturligtvis felaktig. Talet organiseras
grammatiskt, annars vore vara yttranden ju bara hopar av enstaka lexiconord. Vi sager inte “gatan pé
bilen igar forstds” utan véra talade ord sammanbinds meningsfullt av grammatiska konventioner

precis som orden i skrift. Vad mera &r: dessa konventioner eller regler eller normer &r i stort sett
desamma som i skrift (Teleman 1983: 1).

The naive view that spoken language has no grammar is of course wrong. Spoken language is
grammatically organized, otherwise our utterances would simply be chunks of single lexical words.
We do not say “the street on the picture yesterday you see”, rather our spoken words are connected in
a meaningful way by grammatical conventions precisely like the words in written language are.
Moreover: these conventions or rules or norms are mostly the same as in written language.

19 My translation.
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Leech (2000) points out that in the study of English grammar, there has been a tendency to
assume that a completely fresh look at grammar is needed when the grammatical
characteristics of speech are being examined. Cheshire (2005: 83) underlines the same point:
However, several researchers who have analysed corpora of spoken language claim that the structures
of spoken language differ both from data obtained from intuitions and from the syntax of planned
written language.
Leech (2000) examines three different corpus studies with respect to two different
standpoints, the ‘same grammar view’ and the ‘different grammar view’. Biber et al. (1999)
are representative of the former view; Brazil (1995) is a proponent of the latter, whereas
Hughes, Carter & McCarthy (1998) represent an intermediate position.*

Brazil (1995) proposes that there is a fundamental structural distinction between
spoken and written language. He rejects the relevance of ‘sentence grammar’ as well as
mainstream constituent-structure analysis for accounts of spoken language, because these are
implicitly based on the study of written language. Instead, he opts for a linear, process-
oriented approach to the spoken register. A central goal for Brazil is to study grammar on its
own terms, and thus he represents the ‘different grammar view’. Contrary to Brazil, Biber et
al. (1999) propose that by and large, spoken and written grammar may be characterized by the
same descriptive apparatus of categories, structures and rules. Hence, they represent the ‘same
grammar view’. Finally, the Nottingham school, represented by Hughes, Carter & McCarthy
(1995) and McCarthy (1998), is positioned in between these two extremes. This group insists
that spoken grammar should be dealt with on its own terms, but they still recognise that the
same grammatical categories often apply to both media. Like Brazil (1995), they claim that
the apparatus of theoretical grammars has been too heavily influenced by the written-grammar
tradition, and they believe that the use of corpora can amend this by offering confrontation
with linguistic reality (Leech 2000). However, the theorists of the Nottingham school
recognize the dangers of taking an extreme position:

(a) that we may rush off and assume that everything is different in spoken grammar and that nothing
we say about written language has any validity for the description and the teaching of spoken

language, or (b), equally dangerously, that we should assume that descriptions of the written grammar
can simply be imported wholesale into spoken grammars (McCarthy 1998: 3).

0 According to Leech (2000), the distinction between the ‘same grammar approach’ and the “different grammar
approach’ can be traced back to earlier traditions in English grammar writing. The ‘same grammar approach’ of
Biber et al. finds its antecedent in Quirk et al. (1972, 1985), who represented a shift from a written language bias
towards the spoken language (Leech 2000). Still, they were convinced that a single integrated approach to
English grammar could account for both speech and writing. On the other hand, the ‘different grammar view’ of
Brazil can be traced back to Palmer (1924).
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Importantly, Leech (2000) points out that Brazil interprets grammar solely in terms of
language use, not taking into consideration the grammatical system behind that use. In
Chomskyan terms, Brazil only considers performance factors, and excludes the level of
competence:

To go back to the old analogy of language and a game of chess, | believe that by focusing exclusively

on the process of producing or interpreting grammatical sequences, Brazil is rather like a chess player

who denies that the rules of chess have an existence independent of this or that game, seen as a
sequence of moves (Leech 2000: 54).

Leech does not intend to say that the study of performance should be ignored, but rather that a
focus on performance should not lead to an ignorance of competence. It does not seem
plausible that spoken and written language originate from different cognitive structures. In
fact, the link between competence and performance is emphasized as an explanation of why
the same system of grammatical categories may apply to both registers: “It is obvious that the
abilities to speak English and to write English are not unconnected, and surely they must be
connected in the mind of the native speaker” (Leech 2000: 54). Consequently, Leech’s (2000)
claim is that the same analytical framework of grammatical categories can be applied to both

registers. This is an argument that | endorse.

1.4.3 Dialogism versus monologism
I close this section by recalling Linell’s (1998) claim that spoken conversation consists of
structures which are less clear and hierarchical than the structures in written language. In the
description of the Swedish project Grammar in conversation: A Study of Swedish, this view is
manifest:

Det finns goda skal att anta att samtalssprakets grammatik ar mindre systematisk och integrerad an

enligt strukturalistiska och generativa teorier, som ofta sokt efter de maximalt generella reglerna
(Hopper 1998).%*

There are good reasons to believe that the grammar of spoken dialogues is less systematic and

integrated than what is assumed in structural and generative theories, which have often sought
maximally general rules (Hopper 1998).%

I do not agree with this claim. Despite a high frequency of fragments and interrupted

utterances, | argue that spontaneous speech does indeed follow a clause-constructing

2 http://www.ofti.se/gris/beskrivning.html, accessed 20.07.2012. The reference to Hopper (1998) is a part of the
quote.
22 My translation.
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grammar. Of course, this does not necessarily imply that all spoken utterances are sentence
structures underlyingly. As discussed in 1.3.3, freestanding constituents are possible
exceptions. Still, I will not accept the claim that spoken language is chaotic and that regular
grammatical constraints do not apply. Consequently, my position stands in contrast to Linell’s
(2005: 309) claim that in spontaneous speech, syntax is less influential than in written
language:

Syntaxen spelar inte sé stor roll som i skrift, utan maste konkurrera (eller samverka) med prosodi och

pragmatik.

Syntax does not play an equally important role as in written language, rather syntax must compete
with (or interact) with prosody and pragmatics.?®

This seems to me to be a weird claim. How can syntax compete with pragmatics? In the
model of analysis that | will propose, syntax is present both in written and spoken language as
a structure building operation. Syntax cannot be replaced with pragmatics or intonation,
because then spoken utterances would not adhere to any grammatical constraints, e.g.,
restrictions on word order. Intuitively, this is true neither for spoken language nor for any
other linguistic variety.

Note that the theoretical fundamentals assumed in Linell’s study of grammar in
spontaneous speech are radically different from the formal generative theory that | will
assume. Linell establishes a sharp distinction between dialogism and monologism. A basic
idea in dialogism is that all individuals at all times are in dialogue with other individuals as
well as different contexts, and moreover that these dialogues affect the speaker. Monologism
is defined as an opposite view, where cognition and processing take place internally in each
individual (Linell 2005). Crucially, the dialogic perspective constitutes the basis of Linell’s
theory, and he claims that a monologic point of view is fundamental in generative theories.

| believe that this strict division needs to be questioned. In the model | am going to
develop, it will be of primary importance to isolate distinct levels of analysis, so that
contextual input does not affect all levels of the construction or processing of an utterance. It
is crucial to distinguish between the structural derivation of a sentence and the pragmatically-
influenced processing of an utterance. According to Linell (2005), structural and generative
grammar is devoted to an abstract grammar, as it investigates decontextualized utterances

from a monologist perspective. In opposition to this view, | believe that it is perfectly possible

2% My translation.
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to include contextual influence, but at the same time keep the assumption that narrow syntax

is decontextualized. Contextual information affects other levels of the derivation.

1.5 Fundamental theoretical assumptions

This dissertation is written within a generative framework. A central claim within this theory
is that the faculty of language is innate. This faculty of language or Universal Grammar is
understood as an organ of the body. All children are thus equipped with the ability to learn a
language by virtue of having the language organ with this function, and the acquisition
process is characterized by the setting of parameters in response to positive input alone, rather
than a conscious learning process. The knock-down argument given for this view is the
poverty of stimulus argument: the linguistic data available to the child are not sufficient to
establish the linguistic knowledge of an adult (Boeckx 2006: 204). The ease with which a
child acquires his mother-tongue thus cannot be explained without assuming innate language
potential, i.e., Universal Grammar, which is assumed to consist of fixed principles common to
all languages, and open parameters which are fixed during acquisition. Hence, the framework
has been labeled the Principles & Parameters (P&P) approach. In order to account for
language acquisition, and not only describe language structures per se, generative theory aims
at achieving explanatory, and not only descriptive, adequacy.

Since its birth in the 1950’s, generative grammar has gone through different
theoretical stages. The current framework, the Minimalist Program (MP), further develops
central insights from the preceding one, i.e., Government and Binding Theory (GB). The main
contribution of the MP is the exploration of the Strong Minimalist Thesis, namely that UG is
perfectly designed. In other words, the MP seeks to answer a particular research question: to
which degree is the language faculty an optimal realization of interface conditions (Hornstein
et al. 2005: 14)? Theoretical simplicity is thus a goal within the MP, leading to a rejection of
levels of representation (Deep Structure and Surface Structure), theoretical modules (e.g., X’-
theory) and operations (e.g., government) which are argued to be theoretically redundant.

Crucially, MP is a research program; it is a mode of investigation, and not a theory.
Thus, the questions asked are broad enough to be pursued in many different directions,
leading to a degree of flexibility in what can be counted as a minimalist analysis (Boeckx
2006: 5). This thesis can therefore be seen as a minimalist piece of work, even though it

explores and challenges some of the commonly accepted minimalist assumptions.

22



Some basic technical concepts of the framework need to be introduced, since these
will be applied without further explanation in the following chapters. The overall grammar
model assumed in the MP (the T-model), and which I will use as my point of departure, is the
following:

(34)  The minimalist model of grammar

Lexicon

|

Spell Out — PF — Articulatory-perceptual systems

|

LF — Conceptual-intentional systems

Elements are selected from the lexicon, in order to construct the syntactic structure. In this
thesis, the syntax-lexicon interface will be challenged and discussed in depth, and I will
therefore not elaborate on it at this point. Lexical elements are assumed to consist of three
types of features, namely formal, semantic and phonetic features. Some features are assumed
to enter the derivation with a value, while others are unvalued at the outset but must be valued
in course of the derivation.

The process of generating a sentence with a specific syntactic structure is
characterized as a derivation, meaning a syntactic computation with a starting point and an
endpoint involving various syntactic processes and rules (Chomsky 1957, Boeckx 2006: 199).
In earlier generative models (e.g., GB), a derivation was understood as a process which took
an underlying Deep Structure and made it undergo certain syntactic operations, in order to
yield the Surface Structure and the Logical Form. This understanding is revised in the MP,
since there is no level of Deep Structure. Rather, the structure is built incrementally, and the
term derivation is then better understood as the representation of stages in the process of
generating a syntactic string (Afarli & Eide 2003: 359). The relation between two different
stages of a derivation can be characterized as a transformation, i.e., the process of developing
the syntactic structure from one stage of the derivation to another. It is assumed that a

derivation is always as economical as possible.
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Assuming the minimalist model as outlined above, the lexical elements are brought
together by the operation Merge, which is responsible for building phrase structure. Merge
takes two elements and unifies them. The number of elements must be at least and at most
two, which guarantees that syntactic structures are binary. The operation Merge can be either
internal or external. External Merge picks elements from the lexicon and merges them into the
structure. Internal Merge, also called Move, on the other hand, picks elements from within the
syntactic tree or phrase-marker and re-Merges them. By assuming these two variants of
Merge, the displacement property of language is also accounted for. Moreover, it is assumed
that there is no upper limit to the number of applications of Merge. This yields recursion, i.e.,
that fact that sentences are potentially infinite (Boeckx 2006: 78).

Crucially, Merge can only apply to the root of a syntactic object. This is formalized in
the Extension Condition, later subsumed by the No Tampering Condition (Chomsky 2005).
The No Tampering Condition says that when X and Y are merged, neither of these syntactic
objects will change, and thus the outcome will simply be the set {X,Y} (Chomsky 2009: 26).

At a certain point, the derivation reaches Spell Out, which means that the sentence is
transferred to PF, and that it is subsequently pronounced in some medium (sound or sign).
This is what is captured by postulating that PF has an interface to the articulatory-perceptual
systems. The syntactic derivation, which continues after Spell Out, is covert, without
consequences for the articulated string. The MP makes a distinction between strong and weak
features, arguing that strong ones must be checked or valued before Spell Out, and that weak
ones may be valued after Spell Out. All the applications of Internal Merge and External
Merge which apply from the time of selection from the lexicon until the derivation reaches LF
are called Narrow Syntax. That is to say, Narrow Syntax is a mapping from the lexicon to LF
(Chomsky 2000b). Finally, the derivation reaches LF, which is an interface to the conceptual-
intentional systems, where the string is interpreted, including the interpretational nuances of
covert operations which apply after Narrow Syntax.

A more recent minimalist development is the assumption that derivations are not
spelled out all at once, but in smaller chunks. Uriagereka (1999) proposed a model of multiple
spell out, and inspired by this work, Chomsky (2001) introduced the notion of phases, arguing
that vP and CP are phases. The assumption is that after the completion of a phase, the
complement of the phase head is transferred to Spell Out.

Many of the terms that | have introduced above will be used throughout the thesis

without any further explanation or discussion. However, it is a goal of the present work not
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only to analyse discourse ellipses within an established theory, but also to discuss to what
extent the present state of the theory is suitable to provide a satisfactory account of the data,
and moreover to discuss which aspects of the theory which need to be rethought in order to
obtain the most adequate analytic model. For a more detailed exposition of the minimalist
framework, see, e.g., Chomsky (1995, 2000b, 2008), Adger (2003), Hornstein, Nunes &
Grohmann (2005) and Boeckx (2006, 2008, 2011).

1.6 The theoretical value of performance data

In linguistic analysis, it is always important to be clear about the status of the empirical data
that constitute the basis for the theoretical investigation, and that is especially so when dealing
with discourse ellipsis. In this section, | will therefore discuss some fundamental questions
related to the potential value that fragmentary linguistic performance data may have for the

study of narrow syntax.

1.6.1 E-language versus I-language, grammaticality versus acceptability
Within the generative tradition, a fundamental distinction is established between I-language
and E-language.? I-language is a language user’s mental capacity to use his own language,
whereas E-language is the concrete use of language in oral or written text (Chomsky 1986a).
The real object of study for a generativist is I-language, not E-language:

The goal of linguistic theory, under this view, is to describe the knowledge, independent of (and

logically prior to) any attempt to describe the role that this knowledge plays in the production,
understanding, or judgment of language (Schiitze 1996: 20).

Nevertheless, we only have direct access to E-language, and only through E-language can we
obtain any insight into I-language.

The distinction between I-language and E-language is relevant for the discussion of
grammaticality and acceptability. Within generative grammar, the most common method used
to collect data is probably still eliciting acceptability judgments of test sentences. However,
this turns out to be problematic for fragmentary speech, because many examples from this
register appear to violate standard norms. Such standard norms tend to influence acceptability
judgments, and hence discourse ellipses are at risk of being judged as unacceptable by

2 The distinction between I-language and E-language is reminiscent of the distinction between competence and
performance, and the terms are partly overlapping. For reasons of clarity of exposition, | will employ the terms I-
language and E-language in this thesis.
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informants. Still, discourse ellipses clearly show some degree of acceptability and
grammaticality. They must somehow be allowed by the internalized grammar. The I-language
does produce them. In order to account for this apparent paradox, we need to explore the
distinction between grammaticality and acceptability in more depth. This will also be relevant
for the discussion of methods for data collection in 1.7.

The classification of relevant versus irrelevant data depends on the research questions.
One goal of the present work is to give a descriptive overview of the main types of discourse
ellipsis in spoken Norwegian. However, a more important objective is to investigate the
syntax of these ellipses and to seek an explanation for how and why language users apply
them. What characterizes the I-language producing discourse ellipses?

It is often assumed that introspection and elicitation of acceptability judgments from
informants yield a more direct insight into I-language than corpora, which only provide E-
linguistic data (Cornips & Poletto 2005). However, this is only a qualified truth:

In practice, we tend to operate on the assumption, or pretense, that these informant judgments give us

“direct evidence” as to the structure of the I-language, but, of course, this is only a tentative and

inexact working hypothesis, and any skilled practioner has at his or her disposal an armory of
techniques to help compensate for the errors introduced (Chomsky 1986a: 36).

It is generally accepted that elicitation of acceptability judgments alone does not provide
direct insight into the I-language of an individual, since the judgments are possibly also
influenced by grammar-external factors (Cornips & Poletto 2005). The distinction between
grammaticality and acceptability addresses this issue. Acceptability is a pretheoretical notion,
concerning whether a language user, for any reason, will reject a sentence or not.
Grammaticality, on the other hand, is a theoretical term (Newmeyer 1983). A sentence is
grammatical quite simply if it is generated by the I-linguistic grammar, and ungrammatical if
not. Hence, a sentence’s grammaticality must be seen in relation to a formal representation of
the grammatical competence of an individual (Newmeyer 1983). If a linguistic string is
consistent with the I-language system, it is by definition grammatical.

This entails that it will in principle be possible to distinguish between grammatical and
ungrammatical discourse ellipses if we can devise a syntactic model which generates
grammatical ellipses, but excludes the ungrammatical ones. This is my working hypothesis.
Hence, the method for distinguishing between grammatical and ungrammatical ellipses is
inextricably linked to the development of the analytical model for this phenomenon.

Acceptability on the other hand, is part of performance, as it describes language users’

intuitions on whether concrete utterances are well-formed or not. A sentence can be judged as
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unacceptable for a variety of reasons, e.g., adequacy in a certain context, how easy it is to
process, and so on.?> Unacceptability may also be caused by ungrammaticality. In that case,
the language user is not able to assign to the string a grammatical structure which is consistent
with his internalized grammar. Yet, whether or not a sentence is grammatical is only one of
many factors determining the sentence’s acceptability (Newmeyer 1983, Chomsky 1965).%
Given that grammaticality is defined through I-linguistic competence, grammaticality
judgments about concrete sentences are strictly speaking not accessible to the intuition of
language users. Hence, while generative linguists sometimes call their data sources
‘acceptability judgments’ and ‘grammaticality judgments’ interchangeably, it is a mistake to
talk about grammaticality judgments in the first place. Native speakers cannot have intuitions
about grammaticality, only about acceptability:
While as linguists we might very well have an intuition (i.e., a hunch based on professional
experience) that a sentence is grammatical, just as a chemist, say, might have an intuition that an
unanalyzed compound contains zirconium, there is no such thing as a native speaker’s intuition
about grammaticality.

“Acceptability,” on the other hand, is the appropriate term for the feelings speakers have
about the well-formedness of sentences in their language (Newmeyer 1983: 51).

Schutze (1996) refers to Householder (1973: 365, fn. 1), who calls this the linguistic paradox:
“the only possible way of determining whether or not a grammar is correct is by consulting
the speaker’s intuitions, but they are inaccessible.”%’ The distinction between grammaticality
and acceptability shows that we cannot be certain of the nature of the data we obtain from
eliciting judgments of sentences from informants. The ultimate aim is knowledge about
grammaticality, yet the informants may give answers that are based on grammar-external

% As a matter of fact, certain unacceptable sentences can still be regarded as grammatical, i their unacceptability
depends on grammar-external factors. Recall Chomsky’s famous example: “Colorless green ideas sleep
furiously”, which is syntactically perfect, but which semantically gives no meaning (Chomsky 1957).
% According to Newmeyer (1983), the examples cited by people criticizing introspection as a method for data
collection are mostly of the same kind. They are sentences which are claimed to be ungrammatical, but which
can still be shown to be acceptable when placed in a certain context. Newmeyer explains this by pointing to
widespread assumptions among generative linguists in the 1960’s and ‘70s, namely that sentences were not
regarded as grammatical in an isolated way, but rather in a given context. However, excluding sentences which
are unacceptable for grammar-external reasons is no longer seen as a grammar-internal task: “Rather,
generativists see context as one of many factors that interact with grammaticality to determine a sentence’s
acceptability or appropriateness” (Newmeyer 1983: 56). A common claim is that if a sentence is acceptable in a
given context, this is in itself evidence for the sentence’s grammaticality, i.e., evidence that the sentence can be
generated by grammar.
2T This is reminiscent of the observer’s paradox discussed in the sociolinguistic literature.
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factors. A methodological challenge is then to peel off as many external factors as possible, in
order to come as close as possible to a judgment of grammaticality (Schiitze 1996).%
The issue of acceptability judgments is currently a topic which is vividly discussed in

the literature. | will comment on this debate in more detail in section 1.7.4.

1.6.2 Well-formedness in discourse ellipses
The concept of grammaticality is particularly interesting when it comes to discourse ellipses,
since these constructions appear to violate central restrictions in standard Norwegian. For
instance, normative grammars of Norwegian prescribe a strict subject requirement in finite
main clauses. Yet, in spontaneous speech, the subject is often omitted. Moreover, it is
commonly assumed that Norwegian is a verb second language and that all main clauses
obligatorily contain a finite verb. Both of these requirements are frequently violated in
discourse ellipses.

Based on these observations, we might ask whether the notion of grammaticality is
relevant for cases of discourse ellipsis. I will argue that it is. This is obvious from the

following comparison of a sample of well-formed and not well-formed discourse ellipses:*®

(35) Det gikk ikke sa veldig bra Versus * Det gikk ikkesa veldig bra
# wentnot so very well it went net-se very well
‘It didn’t go very well.’

(36) Mima vel ha Katter. Versus * Vi mavel ha Katter.
we must well have cats we must-wel have cats

“You probably need to have cats.’

(37) De-har dratt pa hyttetur igjen. versus *De har dratt pa hyttetur igjen.
they-have gone on cabin-tour again they have gene on eabin-tour again
‘He has gone to the cabin again.’

(38) Gikk ikke sa veldig bra Versus * Veldig ikke bra sa gikk.
went not so very well very not well so went

‘It didn’t go very well.”

% This issue is discussed by Schiitze (1996: 26), who points out that based on Chomsky’s definition it is not
possible to give judgments on grammaticality, since grammaticality is not accessible for intuitions. As a
consequence, Schiitze chooses for practical reasons to regard acceptability and grammaticality as synonymous
terms.

% The well-formed variants of the examples in (35-40) are all retrieved from the NoTa corpus. The ill-formed
variants are constructed for the purposes of exposition and are not attested in the corpus.
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(39) MA vel ha Katter. Versus * Katter ha  vel ma.
must well have cats cats have well must
“You probably need to have cats.’

(40) Dratt pa hyttetur igjen. Versus * Igjen pa dratt hyttetur.
gone on cabin-tour again again on gone cabin-tour

‘He has gone to the cabin again.’

These examples display two different ways in which a discourse ellipsis may be ill-formed.
Firstly, in (35)-(37) it is the omission of elements that is illicit, demonstrating that ellipsis
cannot occur in any random position within a clause. In (38)-(40), the word order is distorted,
illustrating the obvious fact that word order is significant also in cases of ellipsis. If the word
order changes, the result is not well-formed.* This insight may seem naive, but it is
important, because it demonstrates that spoken language does not allow for syntactic anarchy.
Neither does it necessitate the postulation of a different syntax. From these two groups of
examples, we may conclude that, even though discourse ellipses violate restrictions of
standard Norwegian, there are well-formedness criteria specific to these constructions.

These examples also trigger the question of what constitutes relevant linguistic data.
How can discourse ellipses, which violate the standard norms for Norwegian, be of any
theoretical interest? Within the generative framework, the object of study has traditionally
been defined as follows: “Linguistic theory is concerned primarily with an ideal speaker-
listener, in a completely homogenous speech community” (Chomsky 1965: 3). The grammar
defined on the basis of such data is called a core grammar. It is defined by the setting of UG
parameters (Chomsky 1981a). Yet, in addition to core data, language contains peripheral
constructions, e.g., imported constructions, historical residues, innovations and so on
(Chomsky 1981b). Haegeman (1994: 17) gives this definition of the periphery:

For instance, we go on learning new words throughout our lives. In addition we also learn certain less

usual constructions of the language. These exceptional or marked patterns of the language are not

taken to be part of the core grammar of the language, they belong to the marked periphery of the
grammar and may be acquired later.

% For the sake of the argument in this section, it is primarily the word order type that is relevant. Licensing
requirements will be thoroughly investigated in chapter 4.
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Following these definitions, it seems logical to define discourse ellipses and fragmentary
language in general as peripheral phenomena.®* Compared to regular, idealized language,
discourse ellipses represent exceptions. Ordinarily, a declarative sentence of the core grammar
of Norwegian would have a phonologically realized subject, and it would be V2. Still,
discourse ellipses may not obey any of these requirements if they belong to the periphery.
However, it is no doubt paradoxical to define the spoken register as peripheral. One should
think that of all registers, this should be the very core one.*” Nevertheless, | will not pursue
the issue of whether discourse ellipses belong to the core or the periphery, since | believe that
this question really overshoots the mark. What is important is not whether these data are
peripheral or not, but rather whether they display clear restrictions which can be accounted
for. Clearly, they do.*

Register variation in Norwegian is discussed in Eide and Afarli (2007), who argue that
the varieties listed below display regularity, i.e., that grammatical and ungrammatical strings

can be distinguished within one register:**

(41)  The syntax of diaries and headlines frequent subject omission

(42) The syntax of spoken language frequent sentence initial omissions
SOV word order

(44) Poetry - unusual word order due to “poetic liberty’

(43)  Psalms™ and Festive syntax

Following Roeper (1999), Eide & Afarli (2007) argue that such variation can be understood as
a kind of multilingualism. One individual has access to several parallel I-grammars which are
activated by ‘contextual triggers’ deciding which grammar will be relevant in different
contexts. This theory can thus explain register variation without characterising all data
violating standard norms as mistakes or performance errors. When a string from one register

violates standard requirements, this may quite simply be the result of a different syntax.

%1 However, to my knowledge, the core/periphery issue with respect to discourse ellipses has not been explicitly
discussed in the literature.
% According to Chomsky (1981a, 1981b), both core and periphery are parts of the internalized linguistic
competence, and peripheral data should therefore not be discounted. The periphery does not contain pure chaos,
but may contain regular structures.
* Note also that according to Chomsky (1981b), peripheral data can shed light on grammar, and he therefore
argues that such data should not be discounted. According to him, both core and periphery are parts of the
internalized linguistic competence. We cannot anticipate that the periphery contains only chaos. Rather, regular
structures are found also in these varieties (Chomsky 1981b).
% See Eide & Afarli (2007) for illustrative examples for each variety.
% See Barstad (2000).
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Consequently, peripheral varieties of Norwegian can be assessed as grammatical relative to
their specified register. The claim that discourse ellipses are grammatical can thus be upheld.
Nevertheless, the types of non-standard parallel grammars listed in Eide & Afarli
(2007) display one crucial difference. On the one hand, psalms, poetry and festive language
display true syntactic differences, since the word order in these varieties differs radically from
standard Norwegian. On the other hand, data from spoken language, as well as diaries and
headlines, do not display any word order differences. In these registers, the variation is first
and foremost due to differences in phonological instantiation. For illustration, compare the

following elliptical sentences (all from the NoTa corpus) with their non-elliptical

counterparts:
(45) Tok med seg sann albinopytonslange. - Han tok med seg sann albinopytonslange.
took with self such albino pyton snake he took with self such albino pyton snake

‘(He) brought such an albino pyton snake.” ‘He brought such an albino pyton snake.’

(46) Hadde veert gay. — Det hadde veert gay.
had  been fun it had beenfun
‘(It) would have been fun.’ ‘It would have been fun.’

(47)  Klarer jeg ikke altsa. - Det klarer jeg ikke altsa.
handle I not therefore That handle I  not therefore
‘(That), I just cannot handle.’ “That, | just cannot handle.’

The word order in the elliptical versions is identical to the one found in the corresponding
full-fledged sentences, which strongly suggests that the underlying syntax is the same. From
this 1 conclude that it is a mistake to classify discourse ellipsis as an instance of a parallel
grammar, as the difference between an elliptical and a corresponding non-elliptical expression
is not syntactic, but phonological.

This entails that there are two main well-formedness criteria on discourse ellipses.
Firstly, the syntactic structure must be correct, and secondly, the ellipses must obey certain
restrictions on realization, i.e., which elements it is possible to elide, and from which
positions. Importantly, the word order restrictions in ellipses are equal to the requirements set
for full-fledged clauses. It is just the restrictions on phonological realization that are different
in the ellipses. For illustration, recall the ill-formed examples in (35)-(40), which were

divided into two subclasses. The ellipses in (38)-(40) were illicit due to an incorrect word

31



order, i.e., they were not well-formed for structural reasons. On the other hand, (35)-(37) are
ill-formed because the restrictions on realization of elements are not obeyed. The dividing line
between underlying, abstract syntactic structure and phonological instantiation will be an

important focal point for the model of analysis that | will develop.

1.7 Method

To be able to provide robust answers to my research questions, | need a reliable method for
data collection. Within grammar research, data are most often collected through corpus
studies, introspection and elicitation of acceptability judgments from informants. 1 will
discuss advantages and disadvantages of these methods, and | will specify how and why they
will or will not be adequate for the present study. Note that each method may be more or less
suitable for different purposes or at different stages of the study. My conclusion is therefore
that a combination of all three methods is the best strategy. This approach makes it more
likely that certain pitfalls are avoided, and moreover it allows the different methods to
complement each other (Johannessen 2003, Schiitze 2010). Since the drawback of one method

is the advantage of another, a combination of methods is advantageous.

1.7.1 Corpus studies

Corpora provide the opportunity to access large amounts of data in a quick and simple way.
Also, when using corpora, it is easy to go back and check the data, since the corpus provides a
static sample of linguistic data. Moreover, tagged corpora make it possible to search for
specific words, something which increases the efficiency of the hunt for relevant data. Yet, for
the purposes of this thesis, this is not as straightforward. Tagged corpora do not allow us to
search for silent linguistic items.

Since the empirical focus in this study is fragmentary spoken language, both the NoTa
corpus® and the Big Brother corpus®’ provide good sources of data. Both corpora contain
recordings of people entertaining free and spontaneous dialogues, as well as interviews.
Another advantage is that both these corpora contain video recordings of the dialogues.
Additionally, it is possible to see preceding and subsequent utterances. Hence, both the

linguistic and the non-linguistic context are easily accessed.

* NoTa-Oslo: Norwegian Speech Corpus — the Oslo part (Tekstlaboratoriet, ILN, Universitetet i Oslo.
http://www.tekstlab.uio.no/nota/oslo/index.html).

% The BigBrother Corpus is a speech corpus with recordings from the first season of the BigBrother show,
broadcast on Norwegian television by TVNorge in the first half of 2001.
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Yet another advantage using corpora is that the transcriptions have already been made
by a person who is not familiar with my research project. The contents of a corpus do not run
the risk of being biased by the researcher (Schiitze 2010). The risk of being influenced by my
own hypotheses during the data elicitation is therefore reduced, since | do not have the
possibility to annotate non-realized elements in cases where they may actually be realized.

However, many theorists are critical of the kind of data that can be obtained from
corpus studies:

Any attempt to restrict oneself to data gleaned from direct observation of performance seems
particularly hopeless: “The complexity and resulting rarity of most of the interesting examples, the
difficulty of reliably distinguishing slips from normal productions, and the problem of proving

nonexistence combine to require a larger corpus than can reasonably be collected.” (Carden 1976:
101, quoted in Newmeyer 1983: 61).

In general, a corpus will not be able to give any additional information about the data it
contains; for example, we cannot go back and ask the speakers questions about the
acceptability of a construction.*®

Given that corpora cannot provide negative data or assessments of data, this method
may be less suitable for the investigation of marginal linguistic phenomena (Cornips &
Poletto 2005). Even if a construction is not found in a corpus, we cannot conclude that the
construction is unacceptable. It might quite simply be that it is very infrequent. A corpus
represents a restricted set of data, quite different from the language itself, which by definition
is infinite. The corpus is limited, but still the goal of the researcher is to construct a grammar
which can predict an unlimited amount of sentences. This problem will naturally diminish as
the corpus grows bigger, but in principle it will always be a problem, given that a corpus will
always be finite.*

A common critique is that corpora display only E-linguistic data, which may
influenced by sloppiness, fatigue and inattentiveness. Hence, it is claimed that these data
cannot really tell us anything about I-linguistic competence, which is what we are really

interested in (cf. section 1.5.1). Johannessen (2003: 148) acknowledges this paradox:

* One fact which can give us some information is of course the frequency of a construction type. However, note
that frequency can sometimes be an illusory way of measuring the acceptability of a given construction. Some
linguistic constructions are very rare, but still without a doubt are highly regular.

* A similar methodological problem is found in research on Old Norse, and in research on all dead languages,
for that matter. In these cases, the extant written texts constitute some kind of a corpus, which in turn forms the
basis for postulating a general grammar of the language. Just as for spoken corpora, this amount of accessible
texts is limited, despite the fact that one actually seeks to define a grammar which can generate an unlimited
amount of sentences of the language in question. See Faarlund (2003) for a discussion of this issue.
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For at korpusbruk skal forsvares av en i-spraksforsker, er det ngdvendig med en god porsjon Kritisk
sans og helst tilleggsundersgkelser med bruk av informanter og introspeksjon.

In order for a researcher of I-language to be able to defend the use of corpora, it is necessary to have
a large degree of critical sense and preferably additional surveys using informants and
introspection.*

This problem immediately revives the larger theoretical issue that even though the final goal
is to establish a realistic model for an I-language, we can only have direct access to E-
linguistic data. The conclusion is unavoidably that performance is our only access path to
competence:

Chomsky (personal communication) views the competence/performance distinction as a simple

truism: what we know and what we do are different things. The trick is how to learn about the former
on the basis of evidence from the latter (Schiitze 1996: 21).

Afarli (2000) and Giere (1997) discuss such explanations where the explanans, i.e. the real
system, in our case the I-language, is hidden. They argue that in these cases, the model of the
explanans must be constructed by using indirect evidence. Such models are called hypothetic.
In order to investigate whether the model is correct compared to the real underlying system,
one must deduce controllable predictions from the model. If these predictions are correct
when compared to new, relevant data, the model is strengthened. In the opposite case, the
model is weakened. If new predictions are continuously deduced, and these predictions are
parallel to new empirical data, the model is corroborated (Afarli 2000). Then it is often treated
as true, and we usually reckon that the model can actually explain the observed data. Hence,
hypothetic modelling makes it possible to construct explanations for systems which are
originally hidden from our senses. This line of thought is fruitful for researchers aiming to

give explanations of I-linguistic phenomena on the basis of corpus data.

1.7.2 Introspection

Chomsky (1957) claimed that introspection is the best source for obtaining knowledge about
language, and it has been a widely used method within generative grammar: ”Indeed, personal
introspection more often than not represents the sole source of data for a linguist doing
syntactic work in his or her native language” (Newmeyer 1983: 48). In contrast to corpus
studies, introspection makes it possible to assess non-frequent, marginal data. Moreover, one

can assess acceptable as well as unacceptable sentences.

“0 My translation of the quote.
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Yet, this method has received massive criticism (Schiitze 1996). The critics claim that
intuition cannot be trusted: “intuitive data has been found increasingly faulty as a support for
our theoretical constructions” (Labov 1975: 6). Most of the criticism has come from
sociolinguistically-oriented researchers, focussing on the danger that the researcher will be
influenced by his own theoretical presumptions (Newmeyer 1983). Introspection can in
principle only check the I-language of one person. Hidden behind this method is thus the
assumption that it is possible to generalize from a given idiolect to other language users
within the same linguistic community. A solid response to the criticism of intuitive data which
is put forth by Labov (1975) and others is provided by Sprouse, Schitze & Almeida
(forthcoming), who show that the criticism is quite simply on the wrong track.

Using introspection as the only method for data collection will obviously lead to
potential methodological challenges. The researcher risks getting on the wrong track and
ultimately ignoring relevant data. Furthermore, introspective data are not accessible to
control. Still, one obvious advantage is of course the accessibility of the data. Introspection is
an excellent starting point for making first hypotheses. Moreover, since the researcher is
aware of what kind of assessment he is looking for, he will, compared to an informant, be
more capable of providing relevant answers, e.g., distinguishing between grammaticality and
acceptability (Schitze 1996).

1.7.3 Informants - experimental data

In order to access more than one person’s I-language, data can be collected by eliciting
acceptability judgments from informants (Newmeyer 1983). Using informants is of course
also a kind of introspection, using the I-language of the informants rather than the researcher.
One advantage of this method is the possibility for two-way communication. The researcher
may ask questions of clarification if something is unclear or particularly interesting. Also, he
can confront the informants with sentences which are assumed to be unacceptable
(Johannessen 2003).

However, Newmeyer (1983: 61) points out that a major challenge in using this method
is that while the researcher is aiming for the specific answers that the questions are designed
to measure, he must still try to avoid influencing the answers. It is a balancing act to trigger
the right kind of response without influencing the informants.

Moreover, the researcher is interested in judgments on acceptability, but the
informants often tend to give judgments based on other factors (cf. the discussion in 1.5.2).
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How can we ensure that the informants’ answers are not based on whether the sentence is
suitable in a given context, whether it is probable that he would say something like that, or
whether it is regarded as a correct way of speaking?
Finally, the informants’ opinions on their linguistic behaviour are not always coherent
with the way they actually speak (Labov 1996):
The fact that a native speaker judges a certain form to be completely unacceptable, but can,

nevertheless, be recorded using it freely in every-day conversation, is a striking result of elicited
introspective judgments (Cornips & Poletto 2005: 942-943) .

The informants may have normative opinions which they do not uphold in everyday
conversation. Many people tend to report normative rules taken from written language syntax
when they provide acceptability judgments (Cornips 2006, Johannessen 2003). If this is the
case, the questions will not address what they are meant to. When dealing with discourse
ellipses, this problem is highly relevant. If an informant judges the spoken language data by

applying written language norms, the result will most likely be useless for the purpose.

1.7.4 Are traditional methods invalid?

Elicitation of acceptability judgments has been the common method of collecting data within
generative grammar. There has not been a tradition of conducting large-scale quantitative
judgment studies. Rather, in many cases, research has been based on elicitation from a few
informants, among them the linguist himself (introspection), as well as his/her colleagues.
Recently, the reliability of this method has been the subject of vivid discussion in the
literature. It has been claimed that the scientific results of such data collection are not
generalizable because of the small number of informants, the small number of experimental
stimuli, and also the potential biases that the researcher brings into the situation (see e.g.
Edelman & Christiansen 2003, Featherston 2007, Gibson & Fedorenko 2010a, 2010b and
Schitze 2010).

Gibson & Fedorenko (2010a) have argued that the traditional methods of data
collection in syntax are invalid, and that in order to obtain valid results, researchers need to
conduct large scale quantitative studies. More specifically, considering generative grammar to
be a branch of psychology, they believe that syntax research should also adopt the methods
from experimental psychology. The claim is that traditional acceptability judgment collection
methods, which are relatively informal, have two main negative consequences, making the

research less reliable. Firstly, such research entails a high number of false positive results,
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which occur when there is no difference between conditions, but the experiment falsely
indicates that there is. Secondly, it leads to a high number of false negatives, which occur
when there really is a difference between conditions, but the experiment falsely indicates that
there is none. Last, the critics point to the danger of potential cognitive bias that arises from
using other linguists as informants.

In response to this criticism, Jon Sprouse and his collegues conducted the following
concrete empirical experiments. Sprouse, Schitze & Almeida (forthcoming) carried out a
formal acceptability judgment experiment where they tested a random sample of 292 sentence
types taken from articles in Linguistic Inquiry in the period 2001-2010. Sprouse & Almeida
(forthcoming a) conducted a similar experiment, using a linguistic textbook (Adger 2003) as
the empirical base. Crucially, they obtained replication rates of 95 % and 98 %, respectively.
From these results they concluded that “there is no evidence of a reliability problem for
acceptability judgment data in syntax” (Sprouse, Schitze & Almeida forthcoming: 22).

Thus, the results show that for the detection of phenomena of interest to syntacticians,
traditional methods are not less powerful than formal experiments.** Even though Gibson and
Fedorenko (2010a) correctly point out potential problems, it turns out that these are not de
facto problems (Sprouse & Almeida forthcoming b). This entails that a universal adoption of
formal experiments for all syntactic research is not necessary. Traditional methods are not
invalid.** In defence of the traditional method, note that acceptability judgments are cheap
and easy to reduplicate systematically. Also, note that every presentation of syntactic data,
e.g., in conference presentations and written papers, can trigger replies from the audiences and
readers who test the judgments themselves. This process provides additional quality control.

As for the issue of whether one should worry about cognitive biases when using other
linguists as informants, Sprouse & Almeida (forthcoming b) note that if a set of data were
affected by cognitive biases, two patterns would be expected to arise. Firstly, linguists would
likely report differences between theoretically convenient conditions, but naive participants
would not perceive these differences. Secondly, linguists would most likely report differences
between conditions that went in the opposite direction from the differences reported by naive
participants. Yet, importantly, Sprouse & Almeida (forthcoming b) emphasize that that

1 See also Phillips (2009) for a defense of traditional methods.
“2 Moreover, by testing three case studies, Sprouse & Almeida (forthcoming b) show that blind faith in the
reliability or superiority of formal methods can potentially lead to a large number of false negatives, which is
precisely what Gibson & Fedorenko (2010a) pointed out as a negative outcome for the traditional methods.
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neither of these predictions are borne out, so cognitive bias is not a real problem with the use
of linguist-participants.

The conclusion is thus that traditional methods are safe, and that formal experiments
are not inherently superior to informal acceptability judgments. However, note that Sprouse
and his colleagues do acknowledge that it would also be a mistake to adopt traditional
methods universally and forsake formal experiments. Formal experiments are indeed useful
for certain studies. They claim that, crucially, we should abandon the idea that there is a single
method for every research question: “Science is not a recipe. Syntacticians need to evaluate
each methodology based on its costs and benefits to decide which method is most appropriate
for their specific research question” (Sprouse, Schiitze & Almeida forthcoming: 22).
Obviously, there are costs and benefits to every methodology. Therefore, each researcher
should consider which methodology that would be best suited for the investigation of the

theoretical question he/she is interested in.

1.7.5 Choice of methods

Having compared and considered the respective advantages and drawbacks of these different
methods, the choice of method for collecting reliable data for my purposes will be better
motivated. The general advantages and disadvantages of each of these methods are for the
most part highly relevant for the investigation of discourse ellipses. A corpus provides
authentic spoken data, and for this purpose | have therefore used corpus data. Yet, in some
cases, the need arises to test types of discourse ellipses which | (by introspection) may suspect
to be acceptable or not acceptable, and where such a test would provide important theoretical
input. After the first phase of data collection, additional, more fine-grained theoretical
questions arise. For instance, if the corpus shows that topicalized subjects can be dropped, it is
relevant to find out whether subjects can be dropped from other positions, too, and moreover
if other types of constituents can be dropped from [spec,CP]. Also, can several constituents be
omitted at once? Which ones, and under which structural circumstances? The corpus may
provide some answers to such questions, but not in all cases. In order to investigate such
specific questions, it has been necessary to construct possible discourse ellipses and then test
them by eliciting judgments from informants. Hence, | have chosen to make use of all the

three methods discussed in the previous sections in combination.
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The first step in my investigation was to look at spoken data both from corpora and
from conversations that | have observed personally. In addition, fragmentary data from other
registers have been considered. From this basis emerged a picture of the general patterns of
which kinds of elements were most frequently omitted, from which positions in the sentence
and so on. | have of course, along the way, considered whether the ellipses in question were
acceptable to my ears. Then, | have more systematically looked for data in tagged spoken
corpora.* Yet, since these corpora are not tagged for ellipsis or for missing constituents, it
has not been possible to define the frequency of the different ellipsis types precisely. Neither
has it been possible to make a complete account of all types of discourse ellipsis in
Norwegian, since | cannot guarantee that there are not more types in the corpus than the ones

I have included in my analysis.

1.7.6 Collection of data

My primary source of empirical data has been Norwegian spoken language corpora. More
specifically, | have searched for authentic examples in the NoTa-corpus (Norwegian speech
corpus — the Oslo part), and in the Nordic Dialect corpus. The NoTa corpus was built during
the period 2004-2006, and consists of interviews and conversations from 166 informants who
were born and raised in the Oslo area. The Nordic Dialect corpus, on the other hand, contains
spoken data from all parts of Norway. Actually, the corpus covers all the Nordic countries,**
but my investigation has been limited to the Norwegian subpart. Both these corpora consist of
recorded dialogues between two persons. In addition to interviews conducted by a research
assistant, there are recordings of spontaneous dialogues between two informants.

I have also looked at the Big Brother corpus, which consists of transcriptions of the
first Norwegian season of the television show Big Brother in 2001; this corpus also consists
of recordings of spontaneous conversations. Additionally, | have searched for data in the
TAUS corpora, which consists of spoken data from interviews conducted in 1971-73, but
which were digitized, transcribed and tagged in 2006-7.

All these corpora have been orthographically transcribed and grammatically tagged by
the Text Laboratory at the University of Oslo.* The corpora thus provide both transcriptions

of the dialogues, as well as video recordings or in some cases just sound files. Hence, both the

| have utilized spoken corpora developed by Tekstlaboratoriet at the University of Oslo: The NoTa corpus, the

Big Brother Corpus and the Nordic Dialect Corpus.

“ It contains Norwegian, Swedish, Danish, Faroese, Icelandic and Ovdalian spoken language.

“® For additional information about each corpus, see the webpages of the Text Laboratory: www.tekstlab.uio.no.
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linguistic and the non-linguistic context are easily accessible. This is a clear advantage for the
investigation of discourse ellipses, given that these constructions are highly context-
dependent.

When working with the corpora, it has not been my goal to look at variables such as
age, gender, dialects, etc. Neither have | conducted any frequency statistics to investigate
which types of ellipses are most or less frequent. Hence, except for the first impression one
gets from looking through the corpus data, which of course provides some information about
which ellipses types are the most frequent, my investigation will not give any specific results
with respect to frequency. Rather, my interest has been to pin down different types of
discourse ellipses, and to propose a grammatical analysis which can account for them.

In order to find the relevant examples in the corpora, one of the tags provided in the
search has been particularly useful, namely the tag segment initial. This tag allowed me to
search for elements which are the initial ones in an utterance, which has been very useful
given that discourse ellipses primarily display omissions sentence-initially. The segment
initial tag has allowed me to search for utterances in which the initial element was a finite
verb — this led me to examples of topic drop. It also permitted me to search for verb-initial
cases containing an anaphor, which led to cases of ellipsis displaying connectivity effects
between an elided subject and an anaphor. Moreover, searching for cases in which a verbal
participle was segment initial, led to cases where both a subject and a finite auxiliary were
omitted.

It has to be mentioned that, in searching the corpus this way, | have obviously been
limited by my own creativity, given that | have only been able to search for empirical cases
which | have been able to think of myself. My search has thus been hypothesis-driven in this
way, since | first established certain issues that | wished to investigate, and then | aimed to
find the relevant data. Yet, of course, | have also conducted a less specific search of the
relevant corpora, i.e., | have scrolled through large amounts of transcribed speech, in order to
assure that | did not overlook important ellipsis types.

Even despite these efforts, it was not possible to find all relevant data types in the
corpora. In particular, | encountered this issue after having begun to analyse the data, to test
the theoretical predictions of previous analyses as well as my own preliminary hypotheses
empirically. The spoken corpora could not provide the necessary data in all these cases.
However, as noted in the previous section, not finding a sentence type in a corpus crucially

does not imply that this sentence type does not exist in the language. This may be the case, but
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it may also be an accident that the corpus just does not contain the relevant construction type.
That is to say, a corpus can never provide negative data, so it is not possible through corpus
investigations to conclude that a certain construction type is ungrammatical.

For this reason, | have run informant tests on a selected set of discourse ellipses, both
for cases which | suspected to be to be acceptable, and cases which | suspected to be
ungrammatical. For each tested sentence, | collected judgments from at least three informants,
who were all at least 16 years old, and who all had Norwegian as their mother tongue.

In order to attempt to prevent informants from providing judgments of how
normatively correct the string is, rather than evaluating to what extent it actually occurs, |
have tried to ask them: ‘How natural does this sound?’ rather than ‘Do you judge this
sentence to be correct?” or “Would you use this sentence?’ (see Featherston 2007: 292 for a
discussion of this issue).

Notice that testing discourse ellipses with informants is a quite challenging task.
Firstly, such ellipses in general are apparent violations of the standard norm for Norwegian,
which will put certain constraints on the informants. Secondly, the discourse ellipses most
often require a very specific context in order to be licensed. | have therefore aimed to provide
a context for each example that | tested. In most cases, this context is also provided in the
running text when the relevant example is cited.

Throughout the dissertation, the example cases that are displayed are marked in the
following way: Data found in spoken corpora are marked with a reference to the corpus in
which it is found. The Norwegian Speech Corpus (the Oslo part) has been abbreviated to
NoTa, and the Nordic Dialect Corpus has been abbreviated to NDC. Authentic data from
other sources are also given a reference. Constructed examples are not followed by such a
specific marking. For these cases, it can be assumed that they have been checked and
approved by at least three informants.

Many of the elliptical examples require a specific context, yet due to space restrictions,
I have not included a rich context for the corpus examples in the running text. In the appendix
to this dissertation, a richer context is provided for these examples. As for the constructed
examples, the context is included in the running text. This is the same context that was given

to the informants.
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1.8 Fragmentary data from written registers

Discourse ellipsis is a distinct characteristic of spontaneous speech. Yet, similar data are
attested also in certain written registers. There are several parallel features characterizing
these registers, but there are also some differences. Data from these registers will be included
at certain points in the dissertation, when they are theoretically relevant. However, they will
not be treated systematically. | therefore give a brief overview of the different types in this
section.

Firstly, the omission of topicalized subjects is very frequent in several registers, e.g.,
in diaries as discussed by Haegeman (1990, 1997), and also in letters, post cards and in
written interviews. In all these registers, the linguistic subject is contextually salient and can
easily be omitted, probably for this reason. For purposes of illustration, I include an extract
from the Bridget Jones Diary (Fielding 1996):

(48) Innser at det er overfladisk og tapelig av meg a fale at leiligheten er for liten til nitten
personer og veere forbannet over a kaste bort fgdselsdagen min pa a lage mat og heller
ville pynte seg og bli bedt ut p& snobbete restaurant av sexgud med gullkantet
kredittkort. Vil i stedet betrakte vennene mine som stor, hjertevarm afrikansk eller

muligens tyrkisk familie.
‘Realize it is shallow and wrong to feel that flat is too small to entertain nineteen, and that
cannot be arsed to spend birthday cooking and would rather dress up and be taken to posh
restaurant by sex-god with enormous gold credit card. Instead am going to think of my friends

as a huge, warm, African, or possibly Turkish, family.’

Har besluttet & servere paien med grillet belgisk sikorisalat, baconrull med roquefort

og sprastekt spansk paprikasalami for & gi den en litt fasjonabel touch (har ikke gjort
det far, men det gar sikkert greit), fulgt av porsjon med Grand Marnier-suffié til hver.
Har sv. positive tanker om fadselsdag. Regner med & fa rykte som stralende kokk og

vertinne.
‘Have decided to serve the shepherds pie with Chargrilled Belgian Endive Salad, Roquefort
Lardons and Frizzled Chorizo, to add a fashionable touch (have not tried before but sure it will
be easy), followed by individual Grand Marnier soufflés. V. much looking forward to the

birthday. Expect to become known as brilliant cook and hostess.’

“% In the Norwegian edition of the book, the translation was provided by Torleif Sjagren-Erichsen (Fielding
2001). I here cite his translation.
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Also, discourse ellipses are often attested in spoken dialogues in novels. These ellipses are
mainly of the same types as in real spontaneous speech, probably since this register seeks to
imitate the spoken one. This emphasizes that discourse ellipsis is actually an important
hallmark of spoken dialogues. (49) and (50) are taken from a novel (Neshg 2008), and (51) is

from an easy-to-read book for children learning to read (Bross & Ilves 2009).*

(49) A:  Jegsov. Hva gjorde du?
‘I was sleeping. What were you doing?’
B: Jeg leste i Dyr Du Skulle @nske Ikke Fantes til batteriet pa lommelykta gikk
ut.”
} read in Animals You Should Wish Not Existed till battery-the on flashlight-
the went out.
‘Reading Animals You Should Wish Didn’t Exist until the battery on the
flashlight went out.’
(50) A: Hold opp, sanne elefanter finnes ikke!”
‘Stop it, such elephants don’t exist!”
B: Det gjor de vel!
that do they well
‘Sure they do!’
(51) A: Vil du sitte pa?
‘Do you need a ride?’
B: Det kan jeg godt!
that can | well

‘Yes, | can drive with you.’

Furthermore, discourse ellipses occur frequently in SMS, e-mails, online chatting and
Facebook conversations. These media are often said to be semi-oral, which can explain the
oral quality of the data:*®

“T It is particularly interesting that such an elliptical construction is chosen in a book that has a clear educational
objective, and where the target group is small children.
“8 The example in (53) is an authentic sms, received 20.09.2010.
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(52)  Jeger ferdig na. Jeg Kkjarer straks. Jeg-er hjemme om 10.
+am done now  } drive immediately +am home in 10

‘I’m done now. I’m getting in the car very soon. | will be home in 10.

The registers mentioned so far all display very similar characteristics to discourse ellipses in
spontaneous speech. | will now present two registers which also exhibit fragments, but in
which the fragment types are slightly different. Firstly, headlines are discussed in Straumann
(1935) for English, in Fjeldstad (2000), Dyrland (1973) and Gynnild (1988) for Norwegian,
and in Sullet-Nylander (1998) and Vinet (1993) for French. Particularly interesting about this
register are the concrete economy restrictions imposed by the limited space, which forces the
headlines to be short.

Norwegian headline fragments typically fall into one of three groups (Fjeldstad 2000).
Firstly, in a large group of headlines we find subjects omitted from active sentences (53).
These are parallel to discourse ellipses in spontaneous speech. (53) is posted in an online
newspaper next to a photo of the Norwegian minister for foreign affairs, and it thus illustrates
how a photo of the intended subject in certain cases can replace the linguistic subject.
Secondly, omitted subjects and auxiliaries from passive sentences are also very frequent (54).
Finally, the third type of headlines attested are cases where a copula verb is omitted (55). This

last case is not often displayed in spoken language discourse ellipses:

(53)  Mener Tyskland har en helt spesiell egenskap.*®
think Germany has a very special quality
‘Believes that Germany has a very special quality.’

(54) Intervjuet av Eia.>
interviewed by Eia
‘Interviewed by Eia.’

(55)  Norsk skuespiller etterlyst i Bolovia.>
Norwegian actor wanted in Bolivia

‘Norwegian actor wanted in Bolivia.’

9 V/G online 23.06.2012: http://www.vg.no/sport/fotball/em/2012/artikkel.php?artid=10066174
50 Aftenposten, 27.09.2009: http://www.aftenposten.no/meninger/debatt/article3290112.ece#. T-bVUSEWJIXg
51 \/G online 28.05.2008: http://www.vg.no/nyheter/utenriks/artikkel.php?artid=511071
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Note that occasionally, fragmentary headlines are ambiguous due to uncertainty as to what the

underlying sentence would be:

(56)  Stoppet med falske skilt.
stopped with false plates
‘Stopped with false plates.’

In this example we depend on contextual information to decide whether this is an underlying
active clause with an omitted subject (a), or whether it is an underlying passive where both the
subject and the auxiliary are unrealized (b). In other words, without any contextual input, we
don’t know if the verb “stoppet” is a preterite or a participle form syncretism. Of course, the

headline is much more newsworthy in the b-version:

a. (Han) stoppet med falske bilskilt.
(he) stopped with false license plates
b. (Han) (ble) stoppet med falske bilskilt.

(he  was) stopped with false license plates

Another register displaying ellipsis of a different character is that of recipes. This is discussed
in Haegeman (1987). What is specific about this register is that the complements of the verbs,

i.e., the direct objects, are often omitted:

(57) Framgangsmate:*®
Skyll og skjeer av endene av rabarbrastilkene. Skjer (...) i biter.
Ha (...) i kasserolle (ikke aluminium) med snittet vaniljestang, vann og sukker.
Kok opp (...), og la (...) koke i femten minutter, til rabarbraen “klapper sammen”.
La(...) std i kasserollen til (...) lunt.
Sil av (...), bruk gjerne en gse eller lignende for & presse ut den siste smakfulle saften
gjennom silen.
La(...) sta i kjoleskap til (...) kaldt.

(...) Kan serveres som den er.

%2 rh.no, 18.02.2011: http://www.rb.no/lokale_nyheter/article5496214.ece
53 This example extract was found online (http://www.dinmat.no/Drikke/Drinker/Rabarbrasaft), accessed
20.03.2010.
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“‘Procedure:

Wash and cut off the ends of the rhubarb stems. Cut (...) in pieces.

Put (...) in pan (not aluminum) with sliced vanilla pod, water and sugar.

Make (...) boil, and let (...) boil for fifteen minutes, till the rhubarb “folds down”.

Leave (...) in the pan until (...) tepid.

Filter (...), use preferably a scoop or the like to squeeze the last savory juice through the
strainer.

Leave (...) in fridge until (...) sold.

(...) may be served as it is.’

Finally, Janda (1985) discusses ‘Note-Taking English’>* and Barton (1998) gives an account
of so called telegraphese, i.e., the language used in telegrams. The economy restrictions are
obviously very concrete in this register, since one must pay for each symbol. Typical for
telegraphese is the deletion of first person subjects, as well as deletion of functional categories
of different kinds.>®

1.9 Structure of the dissertation

The overall goal of this dissertation is to propose a grammar model which is capable of
explaining fragmentary language, and in which discourse ellipses of different kinds can be
analysed. As will become clear, this raises some very fundamental theoretical questions
concerning the relations between syntactic, semantic and pragmatic content.

This dissertation contains the following parts. Chapter 2 is devoted to previous
research on constructions involving discourse-triggered dropping of constituents. | show how
earlier analyses have been centred on dropping from one specific position, namely the
specifier of CP. A collective term for this family of related analyses is topic drop-analyses.
Several of these proposals are technically advanced, yet I argue that the empirical base upon
which they are built is too narrow, as discourse ellipses may also include omission of
elements from other positions than [spec,CP]. | therefore conclude that an empirically more

adequate model is needed.

% Major characteristics of this register are shortening of words by abbreviations and symbols, omission of finite
copula verbs, omission of articles (definite and indefinite ones), omission of (unstressed) pronouns, in particular
personal pronouns, omission of finite ‘do’, omission of whole phrases, nominalization of verbs and combinations
of reduced sentences into topic + comment form.

% Tesak & Dittmann (1991) also discuss this register and argue that it should not be treated on a par with the
language of aphasics, contrary to what until then often had been suggested in the literature. Tesak & Dittmann
(1991) reject the claim that aphasics speak the way they do for reasons of ‘economy’.
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In chapter 3 | establish the basis for the model of analysis that | will propose. This
chapter addresses two main questions. Firstly, I discuss where to draw the line between the
syntactic, semantic and pragmatic portions of a derivation. Since this will constitute the basis
for the remaining analysis, it is highly important that these lines are drawn correctly. |
approach this issue through a comparison of two opposing views, namely a global versus a
selective theory of semantics. In the second part of this chapter, | argue in favour of an
exoskeletal, separationist theory of syntax, thus rejecting the endoskeletal, lexicalist take
which is assumed within most branches of generative grammar. Having reached this
conclusion, | propose a clausal skeleton in which each main projection (CP, TP, PrP and VP)
is motivated from a non-lexical base.

This clausal skeleton is adopted in the analysis of Norwegian discourse ellipses that |
propose in chapter 4. | take as a point of departure that any object of study can be approached
with at least two different aims. On the one hand, one could try to characterize the objects as
such (what-questions). On the other hand, one can aim to discover why the objects exist in the
first place. This division obviously also concerns an account of discourse ellipses.

Following this line of thought, the analysis in chapter 4 is divided into two main parts.
In the first part, | discuss the structural properties of the discourse ellipses. I argue in favour of
a full-fledged syntactic structure, and against a truncated structure account. Word order and
connectivity effects provide empirical support for this viewpoint. More specifically, | discuss
agreement and phi-feature valuation, and | propose an analysis in which feature matrices are
not linked to lexical items but rather to syntactic positions. The second part of this chapter
focusses on the why-questions. More precisely, | address the issue of licensing conditions on
the discourse ellipses, i.e., which elements can be omitted from which position, and under
which restrictions. 1 conclude that an adequate account of the licensing restrictions must
comprise both structural and semantic conditions. Hence, an overall conclusion of this chapter
is that the deletion in the ellipses is phonological (the syntactic structure is intact), yet this
phonological deletion obeys both structural and semantic/pragmatic restrictions.

Mornsjd (2002: 127) raises the issue that even though omissions from [spec,CP] are
frequent, they are still less frequent than their instantiated variants. She argues that if
economy was the main explanation, either in the guise of pragmatic economy (don’t be more
informative than necessary) or grammatical economy (e.g., ‘avoid pronoun’), we should
expect dropping of elements in far more cases. To such a question, one could reply that the

speaker has a certain need to explicate, and that ellipsis finds itself on the boundary between
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two types of economy — one trying to reduce redundancy and the other trying to be
informative. One could also argue that realizing an element such as the subject pronoun is
maybe not very uneconomical after all. It seems clear that discourse ellipsis requires other
kinds of explanations than economy alone.

I will not in this dissertation aim to explain why ellipsis is used in some cases and not
in others. Rather, | will seek to explain what happens structurally in cases of discourse
ellipses, and moreover in which situations we may find ellipsis. What are the structural and
semantic restrictions governing the possible ellipsis types?

Finally, in chapter 5, I sum up the main empirical and theoretical contributions of this
dissertation. | provide some concluding discussion, and | also point out some possible areas of
future research within this field.
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2 Previous research

2.1 Null arguments in generative theory
Discourse elliptical data clearly demonstrate that there is a strong preference for omitting
elements sentence-initially, cf. (1). The phenomenon where a sentence initial argument is
omitted has been labelled topic drop, referring to sentences in which a discourse-salient topic
stays unrealized:

As noticed already by Ross (1968) and further developed in Huang (1984), it is possible in many

languages to leave out a contextually prominent subject or object in sentence-initial position, but not
in other positions (Platzack 2000: 51).

It is generally assumed that topic drop sentences are subject to the restriction that [spec,CP] is
not realized. This prevents topic drop in the following contexts. Firstly, it is not possible in
subordinate clauses (2). Also, since [spec,CP] can only host one constituent, topic drop is
ruled out when another element is fronted (3)-(4).! Finally, it is only possible for a single
constituent to be dropped, namely the one constituent that occupies [spec,CP] of the matrix

clause (5):2

(1) Wi fikk ny leieboer med hund. NoTa
we got new tenant with dog
‘We got a new tenant with a dog.’

2 *Jeg vet at wi fikk ny leieboer med hund.
I know that we got new tenant with dog

‘I know that we got a new tenant with a dog.’

! Example 1 is taken from the NoTa corpus. The unacceptable examples in (2-5) are constructed.

2 Example 5 is unacceptable. Yet, as will be discussed in section 4.4, it sometimes seems to be the case that if an
element is sufficiently discourse prominent, it can be elided even if the deletion would apparently violate
structural restrictions. For example, one could envision the following context which would make the example
much more acceptable:

A: Nér var det dere skulle fa ny leieboer med hund?
‘When was it that you were getting the new tenant with a dog?’
B: ?? Vi fikk ny-leieboer-med-hund forrige helg.
we got new-terant—with-deg  last weekend
‘We got a new tenant with a dog last weekend.’
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(3)  *Ny leieboer med hund fikk w.
new tenant with dog got we
‘A new tenant with a dog, we got.’
(4)  *Hva vardetwi fikk?
what was it we got
‘What was it that we got?’
(5) *VMi fikk ny—leiebeer-med-hund forrige helg.
we got new-tenant—with-dog last weekend

‘We got a new tenant with a dog last weekend.’

The last condition is also illustrated in the infelicitous example in (6) (from Md&rnsjé 2002),
where both the subject and the object, both possible topic constituents, are dropped (B1).’
Yet, leaving out only a topicalized subject (B2) or a topicalized object (B3) is perfectly

acceptable:*

6) A Har du sett mina nycklar?
have you seen my keys
Bl: * @ La®@ pa bordet.
@ put @ on table-the

B2: @ Ladem pa bordet. (D = jag)
@ put them on table-the @=1

B3: @ Lajag pa bordet. (D = dem)
@ put | on table-the (@ =them)

The [spec,CP] can host only one constituent, and thus B1 is ill-formed because only one of
the null elements is licensed. The well-formed topic drop examples in B2 and B3, displaying
subject and object topic drop respectively, support this argument, since in these cases, only
one constituent is omitted.

The specifier of CP has been the main focus in the literature on topic drop. More

specifically, an important goal has been to demonstrate that topic drop requires [spec,CP] to

® Note that my example (5) is structurally parallel to Mdrnsjo’s example B1. In chapter 5 I will discuss this issue
more in depth, but for now, | wish to point out that, at least in Norwegian, there is a clear difference in
acceptability between the examples in (1-4) and the one in (5). It is my claim that although this example is not
fully acceptable, it is not completely illicit either, as it would be quite acceptable in a very specific context.
* The examples in (3) are taken from Moms;jo (2002).
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be empty. The description of topic drop is often made in comparison with silent arguments in
pro-drop languages. Ever since Huang’s (1984) influential work on null arguments, the
discussion of these phenomena has mostly been concerned with the categorization,
identification and structural licensing of different null-elements cross-linguistically. Either the
empty category is analysed as pro,® which is a phonologically null pronoun identified through
agreement, or it is analysed as a discourse-identified operator that binds a variable in the
argument position (see Huang 1984, Cardinaletti 1990, Haegeman 1990, Sigurdsson 1989,
Rizzi 1994, Huang 1995, Rosenkvist 1995, Platzack 1996, 1998a, Mdrnsj6 2002).

As will become clear, generative research in this field has generally focused on two
main aspects of the phenomenon, namely the non-realization of referential arguments on one
hand, and the position [spec,CP] on the other. In what follows, | will present the most
important theoretical contributions to this field. 1 will consider which empirical and
theoretical aspects of these analyses will be fruitful for my purposes and which of them will
not be. Based on his review | will then, towards the end of this chapter, conclude by
specifying which parts of these previous analyses will be included in the model that I will
present.

Most generative accounts of null arguments, i.e., pro drop and topic drop, analyse
these constructions as containing specific null elements, and the analyses to a large extent
seek to define the properties of these null elements. As will become clear towards the end of
this chapter, | will instead argue for an approach where there are no such specific null
elements in the lexicon. Rather, | will claim that ellipses only differ from their non-elliptical
counterparts in that the phonological real