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Abstract—Network Function Virtualization (NFV) promises
to transform the way telecom providers design and operate
networks and network services. Virtualized Evolved Packet Core
vEPC is one of the Network Function Virtualization NFV use
cases that has got most of attention, where dependability is a
major concern. In the traditional EPC, functions are deployed
in proprietary network elements with proven characteristics,
e.g., a defined availability, and corresponding guarantees. Hence,
network operators have a firm basis for the design of a robust
mobile core network. On the other hand, in the vEPC, network
operators face a more challenging environment, where functions,
subsystems and requirements are interrelated in a more complex
manner. Hence, the assessment of the robustness of the network,
and the design to meet dependability requirements becomes
hard. In order to address this challenge, we provide initial
guidelines and modeling tools to assess system availability in
vEPC scenarios, and identify the most relevant factors to be
considered in this process.

Index Terms—NFV; virtual EPC; fault tolerance; mobile core
reliability;availability modeling.

I. INTRODUCTION

The mobile networks have evolved significantly, moving
from 1G to the current 4G networks. Common to all genera-
tions is the proprietary, mission specific and topologically fixed
nodes that provide the network functions. This has resulted,
amongst other issues, in high CAPEX and OPEX for the
operators and long lead times for changes in the service
delivery. One solution to address this challenge is to virtualize
the network functions and provide them on Commercial-Off-
The-Shelf (COTS) hardware, i.e. to introduce network function
visualization (NFV), where the aim is to run mobile network
functions as software instances on commodity servers. An
immediate advantage of such an approach is the ability to scale
the resources up and down according to the traffic demand.
This approach is highly relevant for network functions that
do not require specific hardware (ASICs). The evolved packet
core (EPC) in 4G networks consists of many such network
functions and the potential benefits of a virtualized EPC
(vEPC) are huge [2].

One of the main concern for the Telecom operators, and
the focus of this paper, is the system availability in the
vEPC. A firm control of this aspect is mandatory in order
to consider an production scale implementation. To establish
availability guarantees, responsibility domains and modeling

tools in a vEPC environment is much more complex than in
the traditional network design. The main questions addressed
in this paper are: How to assess the availability of a vEPC?
and What are the main availability concerns to be considered?
For this, we study the potential failure sources in a vEPC
environment, discuss the advantages and disadvantages of the
vEPC from the dependability point of view, and finally, we
propose a model based in stochastic activity networks, to
assess the availability of a vEPC.

There has been a considerable effort in dealing reliability
and availability aspects in NFV, a significant part of it within
the ETSI Industry Specification Group NFV REL WG [5].
They have established a set of requirements and specifications
for developing robust NFV based services and have defined a
number of techniques and mechanisms to ensure reliability and
availability in an operational virtual environment. The work
presented in this paper complements the defined specifications
and requirements, by providing a Stochastic Activity Network
(SAN) system availability model, and a study of the main
parameters to be considered in such assessment.

Virtualization is a technology that started in the 1970’s
[10]. It has acquired significant importance for computational
applications with the development of cloud computing, and
now, it is extending its scope to the network domain. One
of the arguments motivating the implementation of virtualized
environments is the independence from the physical hardware,
since any affected virtual application may be executed on
any working server [15]. Fault tolerance is a key aspect in a
virtualized environment wherein two most relevant techniques
are active-replication and standby-replication [3], [4].

The availability of the datacenter network is fundamental
for the vEPC robustness. There are several studies that have
dealt with this. For e.g [9] presents a large-scale analysis of
network failures [9]. They distinguish between two types of
failures, link and device failures and observe that low-cost,
commodity switches (such as ToRs and AggS) are highly
reliable, but middleboxes (such as load balancers) experience
a high number of software faults. Datacenter networks can be
highly reliable, although issues as network control, redundancy
and topology design should be carefully planned. Internal
network failures in data centers, and network failures between
data centers, have a significant impact on the virtualized



applications. In [17] insights on the impact on cloud services
are provided.

This paper is organized as follows. Section II describes the
NFV framework and illustrates the main features of the vEPC.
In Section III, we define the main failure sources in a vEPC
scenario, and analyze its pros and cons in comparison with
the conventional EPC. Section IV provides SAN model to
assess the system availability of the vEPC. Finally, Section V
concludes the paper.

II. NFV AND THE VIRTUALISED EVOLVED PACKET CORE

A. Network Function Virtualisation (NFV)

NFV is about transforming the way network operators
design and operate networks and network services by applying
standard IT virtualization technology to consolidate many
specialized network equipment types onto industry standard
high volume servers, switches and storage units [7]. The NFV
architecture depicted in Figure 1 defines the main architectural
constituents, the functional building blocks and interfaces
between these.

The NFVI (Network Functions Virtualisation Infrastruc-
ture) provides the virtual resources required to support the
execution of the Virtual Network Functions (VNFs). It in-
cludes Commercial-Off-The-Shelf (COTS) hardware, acceler-
ator components where necessary, and a software layer which
virtualizes and abstracts the underlying hardware.

The VNF is the software implementation of a network func-
tion which is capable of running over the NFVI. It is the entity
corresponding to a main function of today’s network nodes,
which are now expected to be delivered as pure software
free from hardware dependency. VNF can be accompanied
by an Element Management System (EMS), as long as it is
applicable to the particular function, which understands and
manages an individual VNF and its peculiarities.

The NFV Management and Orchestration (MANO or M&O
in Figure 1) covers the orchestration and lifecycle management
of physical and/or software resources. The NFV orchestrator
in MANO is responsible for the global resource management
and on-boarding and lifecycle management of the network
services. The VNF manager on the other hand is responsible
for the lifecycle management of the VNF instances. Finally the
Virtual Infrastructure Manager (VIM) in MANO controls and
manages the NFVI resources. The NFV MANO also interacts
with the OSS/BSS, which allows NFV to be integrated into an
already existing network-wide management context containing
physical network functions.

The entire NFV system is driven by a set of metadata
describing the Service, VNFs and Infrastructure requirements,
so that the NFV MANO systems can act accordingly. These
descriptors along with the Services, VNFs, Infrastructure and
MANO components can be provided by different industry
players.

B. Virtualisation of the Evolved Packet Core (vEPC)

The EPC is the all-IP current mobile core network ar-
chitecture, for providing converged voice and data on a 4G
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Fig. 1. ETSI NFV ISG architectural framework [7]

Long-Term Evolution (LTE) network. It is responsible for
handling the traffic flows from millions of subscribers while
providing high availability guarantees. The EPC consists of a
set of functions that usually run on propriety and specialized
hardware boxes. When traffic or signalling exceeds a certain
threshold a new specialized hardware box must be installed.

The three main logical components of the EPC, which
mostly are implemented as physical components, are:

-Mobility Management Entity (MME): Is the control node
which processes the signalling between the User Equipment
(UE) and the core network, selects the Service Gateway for a
UE, and it is fundamental in the bearer activation/deactivation
process. The functions supported by the MME are related
to bearer management, connection management, and to inter-
working with other networks.

-Service Gateway (S-GW): All user’s IP packets are trans-
ferred through the S-GW. It serves as the local mobility anchor
for the data bearers when the UE moves between eNodeBs. It
also retains the information about the bearers when the UE is
in idle state and temporarily buffers downlink data while the
MME initiates paging of the UE to re-establish the bearers.

-Packet Data Network Gateway (P-GW): Is responsible
for IP address allocation of UE, as well as QoS enforcement
and flow-based charging. It can be defined as the interface
between the LTE network and other packet data networks.

The fact that the main functionalities of the EPC are
implemented on expensive proprietary hardware that in some
cases may present scalability and flexibility challenges, has
motivated the study of vEPC as a potential solution. It is
however interesting that software costs usually dominate con-
siderably over hardware costs for EPC. But, when considering
the flexibility in implementing new vEPC solutions due to
the hardware abstraction and independence brought by with
NFV, it is believed that more rapid innovation for and a lower
barrier to implement vEPC solutions will lead to significant
lower software costs in the near future. Another important
point is the potential to increase operational efficiency when
using a single NFV platform for all vEPC components and
other VNFs in the mobile core network. The automation will
enable automatic scaling in and out of hardware capacity
for the vEPC, which will lower the operational costs and
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Fig. 2. Generic NFV-vEPC scenario and potential failure sources.

power consumption since idle hardware can be powered down
automatically. Finally, it will also be beneficial to spin up new
vEPC nodes for specific use cases such as machine-to-machine
or for specific customers such as large enterprises. Finally,
network resources can be saved by exploiting the flexibility
in placement of the vEPC functions in intelligent ways, which
according to the scenario in [19] could lead up to 25% network
resource savings.

The vEPC is one of the most popular use cases specified by
the ETSI-NFV Industry Specification Group [6]. It proposes
to implement the MME, S-GW and P-GW as VNFs on
COTS servers, running on top a virtualization layer within
the ETSI NFV framework. This implies the need of a MANO
infrastructure that can administrate the tasks needed for the
appropriate performance and management of the VNFs. An
abstraction of a potential NFV-vEPC scenario is presented in
Figure 2, illustrating the main concepts described here.

III. SERVICE AVAILABILITY ISSUES IN THE VEPC

In order to guide the providers design and implementation
of the vEPC, we analyze different sources of failure, and their
dependability implications. This section gives more details on
how the potential failures can affect the vEPC availability.

A. Failure Sources in the vEPC

Figure 2 illustrates a generic NFV-vEPC scenario and its
potential failure sources (yellow circles), numbered as follows:

1) Hardware failure in the COTS servers: As every hard-
ware component, COTS servers will fail. It is recognized that
COTS hardware has a higher failure intensity than legacy
telecom hardware serving network functions, see for instance
[16]. To deal with hardware failures, legacy servers have
fault tolerant mechanisms tailored to meet the fault handling
requirement of the telecommunication domain, e.g. the avail-
ability requirement of five nines, and a mature technology that
has been improved over generations of systems. However, to
deal with failures of COTS hardware and deliver comparable
availability levels, other fault tolerant techniques can be used,
e.g. active replication, load-sharing, etc. based on mechanisms
implemented in a generic platform, e.g., [1], [14].

2) Software Failures in the Hypervisor: A virtualization
environment needs a hypervisor in order to map virtual
functions with the respective hardware resources required.
The hypervisor is managed from a centralized architecture
known as VIM, but it needs to be separately installed on each
hardware component used. The hypervisor may be prone to
software failures which may affect individual processors or,
since the hypervisors on the individual processors are tightly
logically coupled, they may affect larger parts of the system
wide virtualization layer.

3) Software Failures of the VNF themselves: The VNF is
the software with all the logic that allows the implementation
of the different parts of the EPC. Like in all type of software,
the VNF may also contain logical faults which may cause
failures. In principle the code used for implementing those
functions is similar for the EPC and the vEPC. Some vendors
have hardware independent implementations of this function-
ality already, and hence it is considered to be a reasonable
assumption that the failure rate will not change much by
moving these functions from EPC to vEPC. However, the
impact of the failures may be different in terms of down times,
error propagation and the set of functionality affected.

4) Failures of the MANO: The proper operation of the
MANO depends on the hardware, software and even the
connectivity between MANO servers, since the Orchestrator,
VIM and VNF Manager may be deployed on different phys-
ical servers. There are two views concerning failures of the
MANO. The first, and pretty optimistic, is that they won’t
affect the running operations, but inhibit any new operation.
Once the vEPC is set, in principle the MANO does not need to
be consulted. However, in case it is needed, the absence of the
MANO could be catastrophic. The other, and in the authors
opinion more realistic view, is that since the MANO may
change/influence huge parts of the EPC through misoperation
and error propagation, the consequences of MANO failures
may become catastrophic.

5) Logic Connection between different EPC functions:
Since vEPC functions will most likely be distributed among
different physical servers, there is the need of a physical and
logical connectivity among each parts as illustrated in failure
source number 5 in Figure 2. This connectivity is prone to
physical network failures and logical virtual connectivity, and
since the topology in a datacenter may be more complex, this
part should be carefully planned.

6) Logic Connection between the MANO and the
VNF/NFVI: From the connectivity point of view the failure
nature is similar to the one presented in the previous case (5).
However, the consequences are the same as when a system
failure in the MANO has occurred..

7) Failures in the Distribution and Core Networks: This
will influence the system availability significantly and must
be carefully taken into account. In [11], [13], it is observed
high levels of path fluctuation, and considerable number of
failures that involve a single link. However, the faults and the
effect of the corresponding failures are the same for both EPC
and vEPC, and will therefor not be discussed further in this



paper.

B. System Availability Pros and Cons of the vEPC

As listed in the previous section, the virtualization of the
EPC involved several challenges with respect to the system
availability. It has two important failures sources that did
not exist in the EPC. The first one is with regard to the
hypervisor while the second source of failure is the MANO.
This is compounded by the fact that COTS hardware is likely
to have a higher failure intensity than the legacy telecom
hardware [16]. This, combined with potential challenging
issues related to coordination of the separated software and
hardware solutions, strongly motivates the need for a study of
the system availability of the vEPC.

New tests and fault tolerance techniques need to be designed
and implemented for the vEPCs. It is still an open question
how these should be designed in order to meet the strict
system availably requirements of NFV. However, it is clear
that it poses a more challenging ecosystem that demands the
cooperation of multiple stakeholders, where a clear definition
of the roles are essential.

It is important to highlight that the MANO is conceived
as a very powerful entity that may influence huge parts of
the vEPC. So although the probability of having catastrophic
failures in the MANO might be small, it would have a
tremendous impact that should be addressed.

One the other hand, vEPC could be a potential solution to
the scalability and flexibility issues that appear because of the
EPC implemented on proprietary hardware. One of the main
advantages of virtualizing the EPC is the ability to restore
affected VNF on any available hardware device.

In contrast to conventional EPC solutions, where a very
high availability is guaranteed by providing highly reliable
(and expensive) devices, the virtualized EPC may realize high
availability by design smart techniques for fault tolerance and
load sharing on the virtualized platform. In conventional EPCs,
it is difficult and time-consuming to change and improve the
dependability once designed and implemented. In the vEPC,
changes and improvement are much easier and quicker to
realize, for example for fault tolerance. This give the providers
the necessary instruments to constantly improve and adapt
their design to the current requirements and needs.

A concrete example of the mentioned vEPC advantage is the
handling recovery after a disaster. In conventional EPCs, the
operators prepare by proactive measures. However, it is hard
to predict disasters and their consequences. Implementing a
mobile core solution from zero is a challenging task that can
be more manageable by taking advantage of the flexibility and
scalability properties of NFV.

IV. SERVICE AVAILABILITY MODELING AND ASSESSMENT

In this section we provide an illustrative alternative of how
to model the system availability in vEPC by use of Stochas-
tic Activity Networks(SAN) [18], a particular extension of
stochastic Petri nets, composed of places, activities, input

Fig. 3. Composed model for the vEPC availability

Fig. 4. SAN model of the VNF (MME, SG-W or PG-W)

gates and output gates. The simulations and models presented
here, were developed in the Möbius software tool [8].

The SAN model for the system availability of the vEPC is
divided in five atomic models: MME, SG-W, PG-W, MANO and
Multi-Failure as presented in Figure 3. In the model, we
have concentrated upon the delivery of the network functions
to get an insight into the dependability issues related to the
delivery of these. To predict the availability of end user
services, it is of course necessary to complement the model
to included availability provided by the datacenter network
topology, which is a complementary research such as the one
presented in [12].

Figure 4 presents the SAN model for the VNF, which ap-
plies for the MME, SG-W and PG-W, since their dependability
behavior is similar (vulnerable to hardware, software and
hypervisor failures). Although the software failure intensity
may differ due to the difference in the number of lines needed
to deploy each VNF function.

The place VNF has an initial Marking (number of tokens)
that represents the number of COTS servers (processing units)
in charge of running the VNF. This model assumes a cluster
based implementation that allows the modeling of high avail-
ability fault tolerance techniques, where after the failure of one
processing unit, the remaining units can take responsibility of
continuing the VNF operations. The VNF will be considered
unavailable when the number of tokens on place VNF won’t
be able to cover the load demands of the system.

Firing of activity Hw_F represents a hardware failure in a
COTS server. We assume that it follows a negative exponential
distribution with failure rate λH . After firing, one token is
taken from the VNF and put in place Fail_Hw. A token in
Fail_Hw demands actions, since it represents a reduction in
the VNF capacity, and hence a potential system unavailability.



Fig. 5. SAN model of the MANO

The activity Hw_Rcv (Hardware recovery) is in charge of
making the respective corrective actions, by taking a spare
server to restore the affected VNF. We assume that Hw_Rcv
follows a negative exponential distribution with intensity µH ,
and its firing depends on three factors. i) There are tokens in
Fail_Hw (hardware units to be repaired). ii) There are spare
servers available. iii) The MANO is available, and hence the
recovery is possible. The last condition is modeled by using
the shared place MANO and the input gate NoRcv. The Firing
of Hw_Rcv takes one token from Fail_Hw and put it on
the Under_Repair place, and at the same time, it takes
one token from Spare_Hw and put it on the VNF place.
Finally, the Hw_Rep activity represents the off-line repair of
the affected hardware, in order to guarantee enough Spare
servers in Spare_Hw.

Software (Sw) and hypervisor (Hv) events are modeled as
follows. Activities Sw_F and Hv_F represent software and
hypervisor failures. We assume that they follow a negative ex-
ponential distribution with failure rate λS and λY respectively.
After the firing of Sw_F/Hv_F, one token is taken from VNF
and it is moved to place Fail_Sw/Fail_Hv. The recovery
from software or hypervisor failures is modeled using the ac-
tivity Sw_Rcv (Software recovery) and Hv_Rcv (Hypervisor
recovery) respectively. The firing of Sw_Rcv/Hv_Rcv will
follow a negative exponential distribution with intensity µS /
µH , and it depends on two factors. i) There are tokens on the
respective failure places Fail_Hv/Fail_Sw. ii) The MANO
is available, and hence recovery actions can be executed. This
is also controlled by using the input gate NoRcv and the
shared place MANO. The Firing of Sw_Rcv/Hv_Rcv takes
one token from Fail_Sw/Fail_Hv and put it on the VNF
place.

Figure 5 illustrates the SAN model of the MANO. As
explained before, failures in the MANO in principle won’t
affect the running operations. However, they put the system in
a vulnerable state, which from the modeling point of view is
challenging to capture. When the MANO is not operational,
the failure recovery activities rcv previously mentioned can
not be executed. In order to model this scenario, we use the
input gate NoRcv and the shared place MANO presented in the

Fig. 6. SAN model for multiple and catastrophic failures (Multi Failure)

SAN models of the VNF (Figure 4) and the MANO (Figure 5).
The initial number of tokens in the MANO place also

considers a redundant cluster based implementation that allows
the modeling of high availability fault tolerance techniques.
The MANO will be considered unavailable when its number
of tokens won’t be able to cover the current Management and
Orchestration Demands.

Hardware failures are in principle the same than in the
VNF (same COTS servers assumed), represented by the firing
of activity MHw_F. We assume that it follows a negative
exponential distribution with failure rate λH . After firing,
one token is taken from the MANO place and it is moved
to place Fail_MHw. The importance here, lies in the shared
place MANO that verifies if the tokens at MANO are enough to
consider it available. In case of not being enough, the input
gate NoRcv will inhibit the recovery processes in the VNF
SAN model. The activity MHw_Rcv is in charge of taking the
hardware recovery actions in a similar way like in the VNF
model. After firing, it puts one token in the MANO place.

Finally, software failures work in the same way, by having
the respective failure and a recovery activities MSw_F and
MSw_Rcv, keeping track of the MANO place as for MANO
hardware failures.

The last SAN atomic model to be described is the one
in charge of modeling multiple and catastrophic failures.
As described in the previous section, there are events that
may generate failures in multiple VNF instances. In addition,
catastrophic events that may bring the entire vEPC down may
happen (e.g. natural disasters or severe erroneous operations
at the MANO). To model those situations, we use the atomic
model Multi-Failure presented in Figure 6. In the center
of the figure, the three VNF places (MME, SG-W and PG-
W) can be appreciated, which are the same shared places
presented for each VNF SAN model.

On the left side of Figure 6 is the activity Multi_F,
which is an activity that considers the event of failures with
consequences on multiple VNF instances, by taking multiple
tokens from the MME, SG-W and PG-W, using the input
and output gate IG1 and OG1, depending on the specific
vEPC architecture to be modeled. The places MULTI_MME,
MULTI_SGW and MULTI_PGW keep track of the VNFs af-
fected by failures with multiple consequences. The activity
Multi_Rcv is in charge of recovering these kind of failures,
and through the use of the input and output gate IG2 and OG2,



the respective number tokens are returned to the corresponding
affected VNFs.

Finally, the right side of Figure 6 considers catastrophic
failures, using the activity Catast_F. In this case, the
mechanism is very similar to the left side model, but here
it is assumed that after fairing of the Catast_F activity, all
tokens from the VNFs are taken. In the same way, activity
Catast_Rcv models the recovery process executed after a
catastrophic event. After the Catast_Rcv firing, all tokens
are taken back to the corresponding VNF places.

V. CONCLUSION

This paper illustrates the most relevant failure sources
in a vEPC scenario, presents an analysis of its advantages
and disadvantages from the dependability point of view, and
propose a model to assess system availability. One of the main
issues that this paper highlights is the need of new procedures
and mechanisms to assure highly dependable vEPC systems
that covers from type of test to be implemented to the business
language itself. An interesting paradox is the fact that most of
the observed features that may be considered as dependability
disadvantages in the vEPC, are the same properties that may
represent an advantage under certain conditions (e.g. hardware
agnostic property). Therefore, if proper effort is put on individ-
ual and joint testing, redundancy planning, and design of smart
fault tolerance techniques, the vEPC may deliver acceptable
levels of availability.
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Möbius. SIGMETRICS Perform. Eval. Rev. 36, 4 (Mar. 2009), 16–21.

[9] GILL, P., JAIN, N., AND NAGAPPAN, N. Understanding network
failures in data centers: measurement, analysis, and implications. In
Proceedings of the ACM SIGCOMM (2011), pp. 350–361.

[10] GOLDBERG, R. P. Survey of virtual machine research. IEEE Computer
Magazine (1974).

[11] LABOVITZ, C., AHUJA, A., AND JAHANIAN, F. Experimental study of
internet stability and backbone failures. In FTCS (1999), IEEE Computer
Society, pp. 278–285.

[12] LIU, V., HALPERIN, D., KRISHNAMURTHY, A., AND ANDERSON, T.
F10: A fault-tolerant engineered network. In Proceedings of the 10th
USENIX Conference on Networked Systems Design and Implementation
(Berkeley, CA, USA, 2013), nsdi’13, USENIX Association, pp. 399–
412.

[13] MARKOPOULOU, A., IANNACCONE, G., BHATTACHARYYA, S.,
CHUAH, C. N., GANJALI, Y., AND DIOT, C. Characterization of failures
in an operational IP backbone network. IEEE/ACM Transactions on
Networking 16, 4 (Aug. 2008), 749–762.

[14] MELING, H., MONTRESOR, A., HELVIK, B. E., AND BABAOGLU, O.
Jgroup/ARM: A distributed object group platform with autonomous
replication management. Software: Practice and Experience 38, 9 (25
July 2008), 885–923.

[15] MERGEN, M. F., UHLIG, V., KRIEGER, O., AND XENIDIS, J. Virtual-
ization for high-performance computing. SIGOPS Oper. Syst. Rev. 40,
2 (Apr. 2006), 8–11.

[16] MO, L. Reliability of NFV using COTS hardware. ZTE COMMUNI-
CATIONS 12, 3 (September 2014), 53–61.

[17] POTHARAJU, R., AND JAIN, N. When the network crumbles: An
empirical study of cloud network failures and their impact on services.
In Proceedings of the 4th Annual Symposium on Cloud Computing (New
York, NY, USA, 2013), SOCC ’13, ACM, pp. 15:1–15:17.

[18] SANDERS, W., AND OBAL, W. Dependability evaluation using Ultra-
SAN. In Fault-Tolerant Computing, 1993. FTCS-23. Digest of Papers.,
The Twenty-Third International Symposium on (June 1993), pp. 674–
679.

[19] YOUSAF, F., LESSMANN, J., LOUREIRO, P., AND SCHMID, S. Softepc;
dynamic instantiation of mobile core network entities for efficient
resource utilization. In Communications (ICC), 2013 IEEE International
Conference on (June 2013), pp. 3602–3606.


