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Summary

Fingerprint recognition has gained wide acceptance and great popularity after the finger-
print recognition based applications have been adopted in diverse scenarios, such as foren-
sics area (mainly by law enforcement agencies), access control products, financial transac-
tion systems and mobile devices, etc. However, new challenges also emerge along with
the extensive deployment of these systems. During the recognition process, a shorter re-
sponse time is always desirable when an individual needs to be identified in a system with
a database consisting of millions of fingerprints. In some systems, the database’s size is
continuously growing. Meanwhile, gathering these millions of fingerprints in the database
would be a high value target for the adversaries. With the hardware improvement in new
products (such as the smartphone), it is also possible to incorporate fingerprint recognition
into these new products in a user-friendly and low-cost manner, and further use for es-
tablishing the identity of an individual. These challenges and possibilities motivated us to
investigate innovative methods which would benefit large-scale fingerprint identification
systems in terms of accuracy, efficiency and security.

The performance of a large-scale fingerprint identification system can be affected in a
number of aspects involved in the whole recognition process whose components generally
consist of data acquisition, sample pre-processing, template creation, feature extraction,
comparison algorithm and data storage. It is difficult to investigate all the research aspects
involved in these components in one dissertation. We chose to work on several research
aspects that we consider are either rarely studied or crucial for a large-scale fingerprint
identification system.

The performance of the fingerprint identification system is sensitive to the sample qual-
ity, hence the first research aspect that we studied is to assess the quality of fingerprint sam-
ples taken from a smartphone’s camera. The smartphone has become as a part of our daily
lives. Most smartphones contain a high resolution camera, network connectivity, powerful
processor and large memory. These advanced hardware make a smartphone possible to
act as a fingerprint sensor without adding extra resources. However, the quality of sam-
ples captured by such general-purposed cameras under an uncontrolled environment is
unstable due to defocusing, poor illumination, or camera motion during the data acqui-
sition process. In this dissertation, a quality assessment approach is designed to qualify
the fingerprint samples taken from the smartphones’ cameras. In a practical scenario, a
re-capturing action will be activated in order to obtain a good quality sample when the
quality of a captured sample is considered poor by the proposed approach. In the end, a
higher quality sample can contribute to the system recognition accuracy.

In order to accurately and efficiently establish the identity of an individual in large-
scale fingerprint identification systems, fingerprint indexing algorithm plays a crucial role
in these systems. The second research aspect that we worked on is fingerprint indexing
whose purpose is to output a short list of candidate identities which will be further used
by a verification algorithm or even a human expert for manual verification. There are two
research topics involved in a fingerprint indexing algorithm: (1) extract features which are
suitable for building index space; (2) build the index space and retrieve candidate identi-
ties. In this work, three feature extraction methods are developed based on the fingerprint
template, and different index space creation methods are explored to build the index space
and to retrieve candidates.



According to a law ‘EU General Data Protection Regulation” published in 2016, bio-
metric data is recognized as sensitive data which requires protection. Thus the security is
important for the biometric system. The third research aspect in this dissertation is how to
protect the user’s fingerprint data. We studied this aspect by developing two approaches.
The first one is a fingerprint template protection approach based on Bloom filters. We inves-
tigated applying Bloom filters on fingerprint data, while Bloom filters have been success-
fully used to protect face data and iris data. The experimental results proofed the feasibility
of this attempt. The second one is that we designed a fingerprint indexing algorithm in the
encrypted domain. The proposed approach extracts the binary features and builds index
space by using encrypted minutia information, thus no plain fingerprint data needs to be
stored in the database. The security of the proposed approach is enhanced by a standard
encryption algorithm.
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Part1

Introduction






This part gives an overview of this dissertation. In Chapter 1, we introduce the con-
cept of a fingerprint identification system, and then we discuss our motivations and
research questions which have been addressed in this dissertation. In Chapter 2, we
investigate the state-of-the-art algorithms from three research aspects that were also
selected as our studying topics. In Chapter 3, we describe our contributions corre-
sponding to each research question.






Chapter 1

Fingerprint Identification System

1.1 Introduction

Some of humans’ characteristics (such as face, voice and handwritten signature) have been
used to recognize individuals in our daily lives. However, we have difficulty to recognize
the individuals who are not close or familiar persons by using these characteristics. A
solution to assist human with the purpose of identification is the biometric system which is
an automated pattern recognition system to verify or recognize the identity of individuals
based on their behavioural characteristics (such as gait, signature, keystroke dynamic, etc.)
and biological characteristics (such as fingerprint, face, iris, finger vein, etc.) [143, 102, 108].
A variety of biometric systems have been deployed and even used for a long history for
law enforcement and commercial uses.

With the rapid improvement of the processing capability, memory and sensors in mod-
ern devices, more and more large-scale biometric systems have became operational or been
developing around the world. In the U.S., the Federal Bureau of Investigation (FBI) IAFIS
(Integrated Automated Fingerprint Identification System) major components became op-
erational early in 1999 [26, 7], and it is hosting more than 70 million subjects with criminal
background and 34 million civil prints according to the FBI's IAFIS website [7]. US-VISIT
(United States Visitor and Immigrant Status Indication Technology) program became op-
erational in 2004 [26, 31], and collected fingerprints and face images from more than 90
million subjects [178]. In Europe, The Visa Information System (VIS) was introduced in
October 2011 to exchange visa data within Schengen States [34, 36]. Over 20 million ap-
plications have been processed by the end of 2015 [35], and every applicant has to provide
his/her fingerprints and a digital face image since October, 2015. In Asia, India has been
working on the world’s largest biometric identity system (UIA of India) which aims to
issue a 12-digit unique identity number for each resident in a country with 1.2 billion pop-
ulation [16]. This unique identity number is guaranteed by collecting the biometric data
from each resident including fingerprint, iris and face. So far, over 1 billion have enrolled
in this system. Table 1.1 lists these notable large-scale applications.

Based on the context of a application, a biometric system can be categorized into the

Table 1.1: A List of some notable large-scale systems. Note that ‘Over 20 million applica-
tions processed” in EU VIS doesn’t mean there are biometric data from 20 million subjects.
But we believe it will reach this point soon, since every applicant has to provide his/her
fingerprints and a digital face image since October, 2015.

Project name Database size
FBI IAFIS Over 104 million subjects [7]
US-VISIT program Over 90 million subjects [178]
EU VIS Over 20 million applications

processed [35]
UIA of India Over 1 billion people enrolled [16]




1. FINGERPRINT IDENTIFICATION SYSTEM

following two types of systems:

Claimed identity

| v
~ ]
Comparator System
One database

Template

True or False

(a) Verification system

v—
Comparator System
N database

Templates

User’s identity or
‘user non identified’

(b) Identification system

Figure 1.1: Block diagrams of verification system and identification system(adapted
from [143]).

o Verification system compares the biometric data captured from a presented individ-
ual with a corresponding biometric data (for instance, links to the presented person
by an username) pre-stored in the database, which indicates a 1:1 comparison as seen
in 1.1a. The purpose of verification system is to confirm the identity of the presented
individual by outputting a binary result “True or False” in order to answer a question
“Is this person who he/she claims to be?”.

o Identification system compares the captured biometric data from a presented indi-
vidual with all biometric data stored in the database which indicates a 1:N compar-
isons, where N is the total number of subjects enrolled in the database as seen in 1.1b.
The purpose of identification system is to establish the identity of the presented in-
dividual. Generally speaking, this system tries to answer the question “who is this
person?”, and will output the result: identity of the presented individual or “this
person is not enrolled / identified”.

From the technical perspective, the major difference between biometric verification sys-
tem and identification system is the number of comparisons (1 comparison for verification
versus N comparisons for identification). This NV depends on the number of subjects en-
rolled in the database, thus the accuracy and response time of the identification system
will be critical when the database contains millions of subjects, such as the system listed
in Table. And we also can see that fingerprint is the common biometric modality which is
selected by all these systems. Sometimes fingerprint-based biometric system becomes the
synonym of the biometric system due to its popularity especially used in law enforcement
community [71].

We focus on fingerprint identification system. A fingerprint is composed of a series of
flow-like ridges and furrows on the surface of human fingers [125, 143], and it has been
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1.2 RESEARCH ASPECTS IN A FINGERPRINT IDENTIFICATION SYSTEM

used to verify the identity of humans for a long time. The first scientific paper on finger-
prints was published in 1684 by N.Grew who gave the definition of ridge, furrow, and pore
structure in a fingerprint [125]. The first research paper on fingerprint automatic compari-
son was published in 1963 [194]. A lot of fingerprint recognition algorithms have published
and been applied to the practical systems. However, new challenges occur when we incor-
porate fingerprint recognition with new technology and devices, such as smartphone. And
a shorter response time is still desirable while the database size of the existing fingerprint
identification system is continuously growing. People are also getting concerned about the
security and privacy of their biometric data when everything comes to online.

In this dissertation, we will research on several aspects related to large-scale fingerprint
identification systems. In Section 1.2, we divide a fingerprint identification system into a
set of components according to our understanding, and discuss the research aspects which
are commonly involved in each component. In Section 1.3, we describe the motivations
and the research objectives which we would like to address in this dissertation. The re-
search questions are also formalized in Section 1.3. Section 1.4 describes the structure of
this dissertation in order to provide an overview of the dissertation. The terminology used
in this dissertation refers to ISO/IEC International Standard 2382:2012 [102].

1.2 Research aspects in a fingerprint identification system

Enrolment
Data . Template Feature extraction /
o Pre-processing .
acquisition creation Enrolment

System

Data . Template Feature extraction /
o Pre-processing ) )
acquisition creation Comparison

Identification

Result

Figure 1.2: Block diagram of main modules for enrolment stage and identification stage in
a fingerprint identification system.

A fingerprint identification system generally consists of two stages: enrollment and
identification as shown in Figure 1.2. There are four modules in each stage including three
common modules which are the data acquisition module, the pre-processing module and
the template creation module.

The data acquisition module captures the fingerprint sample from a finger of an indi-
vidual by using a dedicated sensor or any device which can obtain the ridge and furrow
pattern of the finger. A research aspect used in data acquisition module is to assess the
fingerprint sample quality before further processing, especially for enrollment stage. For
instance, it would increase the system error rate if an image without a fingerprint is en-
rolled as a reference in the database. Therefore the fingerprint sample quality assessment is
an essential component during the data acquisition in order not to negatively affect the sys-
tem error rate. In a practical scenario, a re-capture action will be activated if the quality of
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1. FINGERPRINT IDENTIFICATION SYSTEM

captured sample doesn’t meet the requirement of a fingerprint sample quality assessment
component.

Orientation field
estimation

Enhancement /%%
, Binarization
and thining

Figure 1.3: An example of fingerprint sample pre-processing. The sample is selected from
FVC_2002 [12], and the right two pictures are adopted from [14].

The pre-processing module can involve several research aspects: segmentation, orien-
tation field estimation, ridge enhancement, binarization and thinning [195]. The goal of
fingerprint segmentation is to decompose the fingerprint sample image into two parts: the
foreground, which is the region of interest (ridges and furrows), and the background. Fin-
gerprint segmentation is important for an automated identification system, since it can
prevent extracting spurious features from the background region. Following the finger-
print segmentation is the orientation field estimation which heavily affects the subsequent
processes [226]. For instance, the directional filtering in ridge enhancement highly relies on
the ridge direction flow [107], and a variety of singularity detection methods [52, 116] are
based on Poincoré index which is calculated from orientation field. The other research as-
pects related to pre-processing module are ridge enhancement, binarization and thinning.
Figure 1.3 illustrates an example how to pre-process a raw sample by applying segmenta-
tion, orientation field estimation, enhancement, binarization and thinning modules. After
pre-processing, a fingerprint template can be generated by extracting the features from
processed image (such as, the bottom-left image in Figure 1.3).

A commonly used fingerprint template is the minutia based template, since a minutia is
considered the most robust feature and also has been standardized in ISO/IEC 19794-2 [99].
Some other features that may also be included in fingerprint template are singular points
information, ridge information, or pore information [183]. A fingerprint-based biometric
system generally stores fingerprint templates rather than raw fingerprint images. Storing
fingerprint template has two advantages: (1) save storage space; (2) reduce response time
during comparison, because the pre-processing step can be addressed offline at enrolment
stage. However, some researchers have revealed that the original fingerprint information
could be reconstructed from the fingerprint template [60, 78]. Thus storing fingerprint
template in the plain domain may be risky, especially if the biometric data can be misused
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in the rest of our life once it is compromised. This leads to another important topics: how
to protect the users’ fingerprint data in a large-scale fingerprint identification system, while
fingerprint template protection has been studied more than a decade, but hasn’t been well
established yet.

During the identification stage, a crucial module is the comparison algorithm (or called
verification algorithm) which commonly extracts robust features from a fingerprint tem-
plate in order to produce a similarity score between a reference template and a probe tem-
plate. Due to the sample translation and rotation commonly occurred at data acquisition,
another research aspect involved in a comparison algorithm is the fingerprint alignment.
The system performance would be significantly improved if the samples from the same
source can be aligned properly, however, it is quite challenging to achieve. As we men-
tioned in previous section, a fingerprint identification system may perform N comparisons
by using the probe fingerprint against all IV enrolled fingerprints. However, this operation
could be time consuming when this N comes to a large-scale level. In order to shorten the
response time, a natural thought is to reduce the number of comparisons by dividing the
whole database into several subsets. Then the probe sample is only needed to compare
with the fingerprint in a single subset based on this probe’s class. A famous classifica-
tion method is called Henry classification system which was made by Edward Henry in
1896 [116]. The Henry classification system categorizes the fingerprints into five classes:
arch, tented arch, left loop, right loop and whorl. Ideally, the number of comparisons can
be reduced 80% after this classification if the fingerprints are evenly distributed to these
five classes. But the distribution of fingerprints in these five classes is uneven: 3.7% arch,
2.9% tented arch, 33.8% left loop, 31.7% right loop and 27.9% whorl according to the result
published in [143, 205]. In addition, the number of classes in Henry classification is limited.
Even though the distribution is even, 20% searching space (if there are still 5 classes) is still
large for a large-scale fingerprint identification system with millions of subjected enrolled.

Another solution to reduce the number of comparisons is the fingerprint indexing al-
gorithm which retrieves a short list of potential candidates which will be further used by
a verification algorithm to conduct a thorough comparison. In other word, the fingerprint
indexing algorithm is a pre-selection algorithm, and a fingerprint identification system can
be divided into two sequential steps: a fingerprint indexing step and a thorough compar-
ison step, where the thorough comparison step is to compare the probe sample against
each candidate by using a verification algorithm. With the help of fingerprint indexing,
the number of comparisons can be significantly reduced. In general, a fingerprint index-
ing algorithm can be studied from two aspects: (1) extracting robust features which are
suitable for creating index space; (2) building index space and retrieving candidates. The
following section will discuss the research questions that we have chosen to answer in this
dissertation.

1.3 Research objectives and questions

It is difficult to cover all research aspects involved in the fingerprint identification system
in one dissertation, hence we selected several aspects which we consider are either rarely
studied or crucial for a large-scale fingerprint identification system.

Controlling the quality of the fingerprint sample during data acquisition is a crucial step
for any fingerprint recognition based biometric system. The first research topic selected for
this dissertation is to assess the quality of a fingerprint sample captured from a smart-
phone’s camera. This fingerprint sample captured from smartphone’s camera or touchless
device is also called fingerphoto, since it is technically the same as a normal image taken by
a camera which could generally contain diverse backgrounds. There are two main reasons
that why we decided to work on fingerphoto quality assessment: (1) the smartphone has
become a part of our lives, and the embedded camera (high resolution, auto-focus) as well
as other hardwares (such as powerful chipset, memory etc.) embedded in the smartphone
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FBI IAFIS NeuroTechnology

ST techology

More than 104 million subjects, Verifinger 7.1 matcher
10 fingers recorded

' l

40,000 fingerprints / second
1.04 billion fingerprints under a maximized matching
speed scenario

1.04 billion /40,000 = 26000 s > 7 hours

Figure 1.4: An example to illustrate why we need fingerprint indexing in a large-scale
fingerprint identification system: it will take more than 7 hours to get the response from FBI
IAFIS database [7] when we conduct an exhaustive searching (comparing the fingerprint
to be identified with all the references enrolled in the database) by using a commercial
product (NeuroTechnology matcher).

have the capabilities to make a smartphone’s camera as an alternative of a dedicated fin-
gerprint sensor. This also brings the convenience and low-cost on the sensor; (2) a lot of
researchers have extensively worked on the quality assessment for the fingerprint captured
by a dedicated sensor, however, fingerphoto quality assessment is rarely studied.

Every biometric identification system contains a database to store the biometric data.
People are concerned about the security and privacy of their biometric data stored in the
database. Last year, the Office of Personnel Management in the U.S. said that there are
5.6 million fingerprints stolen in a cyberattack [30]. Recently, a massive data breach put
fingerprints from 55 million Philippine voters in danger [27]. On April 14, 2016, EU General
Data Protection Regulation (“GDPR”) became law, and biometric data is recognized as
sensitive data which requires extra protection. Thus security is important for the biometric
data. The Second research aspect selected for this dissertation is how to protect the user’s
fingerprint data when we need to store them in a database.

The third research aspect that we chose to work on is the fingerprint indexing which
is very important for the large-scale fingerprint identification system. Figure 1.4 gives an
example to explain why it is important. Let’s assume a probe sample needs to be compared
against all enrolled references in FBI IAFIS database storing fingerprints from 104 million
subjects with 10 fingers recorded. Then the number of comparisons is 1.04 billion. On the
other hand, NeuroTechnology Verifinger 7.1 matcher has the capability to compare 40,000
fingerprints per second under a maximized matching speed scenario [23]. In the end, the
response time will be more than 7 hours if we perform an exhaustive searching (compare
the fingerprint to be identified against all the references enrolled in the database). In order
to shorten this response time, we decided to work on developing the fingerprint indexing
algorithm which can facilitate searching in a large-scale fingerprint identification system.
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1.4 STRUCTURE OF THE DISSERTATION

Besides studying the fingerprint indexing algorithm without considering security measure,
we also decided to investigate embedding the security mechanism into the fingerprint in-
dexing algorithm.

Based on the above research objectives, this dissertation is focusing on answering a
number of research questions as listed below:

RQ:

RQ,

RQs

RQ4

14

If we assume the smartphone’s camera can facilitate the fingerprint sample cap-
turing process, is it feasible to assess the quality of the fingerphoto taken by a
general-purposed smartphone’s camera in a real-life scenario?

Besides the existing feature extraction methods in the literature, what features can
still be extracted from the fingerprint template and outperform the existing ones?

How to build the index space and retrieve candidate identities in a fingerprint in-
dexing algorithm?

How to embed the privacy-preserving capability for the large-scale fingerprint

identification system while still keeping the performance?

Structure of the dissertation

Data Acquisition

¢ Fingerphoto quality

assessment
Pre-processing
Template
creation

Decimal features

<4

Index space creation
and
candidates retrieval

Template protection
Security Indexing algorithm on
enchancement encrypted domain

Fingerprint indexing

Feature
extraction
Enroliment/
Comparison

Figure 1.5: Block diagram of the main research aspects in this dissertation: fingerphoto
quality assessment, fingerprint indexing and security enhancement.

We grouped the research questions into three main parts and structured this disser-
tation accordingly: fingerphoto quality assessment, fingerprint indexing and security en-
hancement. A brief introduction of each part is given as follows.

e Part Iis an introduction. The remaining of this first part consists of two chapters: the

following chapter gives an elaborate overview of the state of the art on the research
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Pre-processing
. . . Measuring orientation
Fingerprint alignment for arch fingerprint

<4

Template
creation

<4

Feature
extraction
) Testing fingerphoto
Enroliment/ Fingerphoto g gerp
) " recognition under real-
Comparison recognition . .
life scenarios

Figure 1.6: Block diagram of the research work in the appendix part: fingerprint alignment
and fingerphoto recognition.
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aspects selected for this dissertation; Chapter 3 describes the contributions of this
dissertation as well as a list of publications.

Part II, Part III and Part IV are composed of a number of research papers which can
be categorised into three main research aspects: fingerphoto quality assessment, fin-
gerprint indexing and security enhancement. Figure 1.5 gives a block diagram which
illustrates the structure of the main part of this thesis. The first column of this figure
gives some general components in a fingerprint identification system. The third col-
umn lists the main features that we have worked for each research aspect. This figure
would be helpful to guide the reader, and will be displayed in the beginning of each
part along with a description of the topics that are discussed in that part.

Part V draws the conclusions and proposes the future work which can be further
studied.

Part VI is the appendix where we discussed two topics. Firstly, we proposed an ap-
proach to measure the orientation for the arch fingerprint by taking an input point
with high curvature. This is semi-automated approach which is the reason that we
don’t include it in the main part. However, this approach can be further improved to
an automated approach and integrated into the fingerprint identification system. Sec-
ondly, we investigated what would be the performance in terms of accuracy when we
identify an individual by using the fingerphotos taken by a smartphone under real-
life scenarios. The experimental results on this investigation is not desirable, which
motivated to study on fingerphoto quality assessment. As seen in Figure 1.6, these
two topics can be classified into two research aspects respectively: fingerprint align-
ment and fingerphoto recognition. We believe these two research aspects deserve to
be studied in depth.



Chapter 2

The State of the Art

2.1 Introduction

This chapter gives an overview of the state-of-the-art algorithms from the following three
perspectives which are also related to the research aspects studied in this dissertation.

¢ Fingerprint quality assessment and fingerphoto recognition algorithms: assessing
the quality of the fingerprint captured by dedicated sensors (such as optical sensor)
has been extensively studied by the researchers. At the beginning of this survey, a
brief introduction of the fingerprint quality assessment will be given. The detailed
information regarding this topic refers to a doctoral dissertations ‘fingerprint image
quality” published in November, 2015 [10]. Assessing the quality of the fingerphoto
taken from a smartphone’s camera is rarely studied by the researchers. Besides sur-
veying on the fingerphoto quality assessment, we expand to investigate fingerphoto
recognition algorithms on a smartphone’s camera. This investigation will be intro-
duced in the following section.

¢ Fingerprint template protection: this is one of the research aspects worked in this
dissertation. A brief survey of fingerprint template protection is described in Sec-
tion 2.3 which will mainly focus on the algorithms proposed in recent years.

o Fingerprint indexing: fingerprint indexing is a crucial component in a large-scale
fingerprint identification system when we want to shorten the response time as we
exemplified in Section 1.3. An extensive survey of fingerprint indexing approaches
in the literature is given in Section 2.4.

2.2 Fingerprint quality assessment and fingerphoto recognition
algorithms

It is easy to understand that the better quality of the fingerprint sample will lead to a higher
recognition performance. This sense was also demonstrated in [82] by using NFIQ (NIST
Fingerprint Image Quality) algorithm which was developed by Tabassi et al. in 2004 [74]
and was the first open algorithm regarding fingerprint quality assessment. NFIQ algorithm
analyzes a fingerprint image by extracting features from minutia counts and four quality
maps: a direction map, a low contrast map, a low ridge flow map and a high curvature
map [158]. The extracted feature vector will be fed into a neural network and generates
a value of 1 (highest quality) to 5 (lowest quality) to indicate the quality of that finger-
print image. In addition, a variety of features have also been developed by researchers to
assess the quality of the fingerprint image, such as frequency domain analysis (FDA), Ga-
bor quality feature, Gabor-Shen quality feature, local clarity score (LCS), orientation flow
(OFL), orientation certainty level (OCL), etc. The detail of these features refers to a survey
paper [158] and a doctoral dissertation [10]. Some of these features have been included in
ISO/IEC TR 29794-4:2010 [74], and some of these features are being incorporated into an
updated NFIQ: NIST Fingerprint Image Quality 2 (NFIQ 2) [24].
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Fingerphoto recognition based on a smartphone’s camera is a recently emerged topic.
After the initiative of introducing a fingerprint recognition based authentication mecha-
nism in Apple iPhone 5S by using a touch-based sensor, the acceptance and visibility of
mobile biometrics have been dramatically increased. Instead of using touch-based sensor,
as we mentioned earlier, another alternative of obtaining a fingerprint sample is to use the
embedded camera in a smartphone, since the camera’s capabilities have been improved in
terms of resolution, auto-focus, etc. Adopting camera for sample acquisition also has the
advantages to reduce the cost and promote the user experience, when the smartphone be-
came a part of our life and not every existing smartphone has a touch-based sensor. Recent
results [192, 177, 186, 185] have shown that it is feasible to implement this touchless finger-
print recognition based authentication mechanism on a smartphone. Some details will be
discussed as follows.

In 2011, a first attempt of using embedded cameras on smartphone for fingerprint recog-
nition was studied by Derawi et al. [73]. The fingerprint samples were collected by a smart-
phone, the Nokia N95, which was placed on a fixed hanger under a laboratory environ-
ment. After the data collection using the camera of the Nokia N95, the processing and eval-
uation were carried out on a normal PC. The lowest Equal Error Rate (EER) they achieved
is 4.66% which at least implies that the fingerprint captured from this general-purposed
camera could be applicable for fingerprint recognition without requiring a dedicated sen-
sor. In contrast to the laboratory setting, Stein et al. [186] proposed and implemented a
fingerprint recognition based authentication method on two Android smartphones by us-
ing their embedded cameras. They applied Sobel filter to calculate the gradient magnitudes
of the finger photo captured by the smartphone’s camera in order to measure the quality of
this photo, since this gradient magnitudes reflects the sharpness level of the captured finger
photo. Several preprocessing methods were also proposed in their work including a finger
area detection method which uses the value of the read channel in each pixel to detect the
border of the finger area. The performance in terms of EER achieved by this proposed ap-
proach is less than 20% based on the experiments which was conducted under a real-life
scenario. Later in another paper, authors significantly improved EER down to 1%~3% by
integrating MorphoLite SDK for minutiae extraction and template comparison [185].

A recent approach was proposed by Sankaran et al. [177] in 2015. There are three contri-
butions on their work. The first contribution is a segmentation and enhancement algorithm
for the sample captured from smartphone. The basic idea of segmentation algorithm is to
use an adaptive skin color threshold to extract finger area from the photo because of the
distinguishable color difference between finger area and background which is similar to
the segmentation method used in [186]. The enhancement algorithm used in this approach
consists of three steps: applying median filtering after converting segmented image to gray
scale, histogram equalization and subtracting the Gaussian blurred image (¢ = 2) from the
original image itself. The second contribution of this approach is a new feature extraction
method based on Scattering Networks (ScatNet) [56] which is a filter bank of wavelets. The
main reason the authors chose Scattering Networks is due to its good capability at extract-
ing texture patterns from low resolution image where minutiae are difficult to be precisely
extracted. The third contribution is a public fingerphoto database along with their corre-
sponding touch-based scan fingerprints.

Another recent work was conducted by Tiwari et al. [192] who also proposed a fin-
gephoto recognition approach for smartphone. The proposed approach consists of five
components: fingerphoto acquisition, a region of interest (ROI) extraction, enhancement,
feature extraction and comparison. The main contribution of the proposed approach is a
feature extraction based on scale invariant robust features (SURF) [44] which detects highly
distinctive and rotation invariant points from the fingerphoto. These SURF feature points
are also considered to be robust against scale and illumination changes in the image. The
proposed approach yield an EER of 3.33% according to the experiments on a dataset with
50 subjects.
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An EU project called MobilePass also presented a fingephoto-based recognition solu-
tion in EAB Research Project Conference (RPC) in 2015 [21]. According to their report [21],
this solution consists of several processes: sample capturing using a contactless camera; au-
tomated detection of visible finer in ROI; fingerprint segmentation (detection of fingertip);
image enhancement (normalization and contrast enhancement); fingerprint quality assess-
ment (sharpness-measurement and NFIQ); minutia extraction and comparison. Despite the
performance was not reported, the demonstration showed a bright future for this solution.

The above fingerphoto based recognition approaches can be viewed as a complete fin-
gerprint recognition pipeline which generally consists of quality assessment, preprocessing
component, feature extraction component, Comparison component, etc. Besides these com-
plete fingerprint recognition pipelines, some approaches also have been proposed to focus
on a specific topic. These approaches could be integrated into the previous pipelines or
used to replace some components of previous pipelines in order to improve the overall
performance. We list these approaches below, then followed by a brief description for each
approach.

¢ Fingerphoto quality assessment: [222], [218];
o Reference point detection: [117];
e Core point detection: [121];

e Pre-processing: [124].

There are two fingerphoto quality assessment approaches in the literature. The first one
proposed an approach to select the best quality image from a couple of images by calcu-
lating the number of pixels in finger area [222]. The second quality assessment approach
applies Fast Fourier Transform to detect ridge-like blocks which are divided from the fin-
gerphoto, and the total number of these ridge-like blocks is used to decide the quality of
the finger photo [218]. Khalil proposed a reference point detection from the finger photo
based on discrete wavelet transform [117], and achieved a detection rate of 78.21% in un-
controlled scenario. Another core-point detection approach was proposed by Kurniawan
et al. [121] by analyzing ridge information after applying a discrete Fourier transformation.
Lee et al. [124] proposed a preprocessing algorithm for fingerprint segmentation and orien-
tation field estimation. The proposed segmentation approach uses the color information,
frequency information and region growing. The orientation field estimation is based on
an iterative robust regression method which can ignore the residuals associated with the
outliers.

In addition, there are some researchers who have worked on using digital camera (such
as Canon) or webcamera for obtaining fingerprint samples. The fingerphotos taken by
these cameras show the same characteristics as the fingerprint samples taken from a smart-
phone’s camera. The algorithms proposed in these articles could also be applied on smart-
phone for the fingerphoto recognition, thus it is worth to be aware of these approaches.
Piuri et al. [160] proposed an approach using fingerprint samples captured from a webcam.
The proposed approach is composed of a number of components including blur reduction,
background subtraction, fingertip segmentation, orientation field estimation, feature ex-
traction and matching. Mueller and Sanchez-Reillo [149] also adopted several webcams to
obtain fingerphotos used for feature extraction and comparison afterwards. They collected
400 fingerphotos from 3 different webcams, and achieved FAR=0.18% at FRR=10.29%. An-
other approach was proposed to address the fingerphoto captured from a digital camera
(Canon PowerShot Pro 1) [92]. This approach applies Gabor filter to extract features and
PCA to reduce the dimensionality of the Gabor feature vectors. A recent work used an IDS
camera to capture fingerprint samples and developed a machine learning based feature
extraction method for fingerprint verification [113].
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2.3 Fingerprint template protection

Unlike password, our biometric data is irreplaceable and cannot be updated once our en-
rolled biometric data is leaked. As we discussed in Section 1.3, two massive database
breaches made millions of fingerprints at risk. Due to this security and privacy concerns
about user’s biometric data, developing template protection is a topic which has been stud-
ied for more than one decade but gains attention, because it is difficult to meet the security
requirements without significantly sacrificing the recognition performance [155]. A com-
prehensive survey on biometric template protection approaches is given by Rathgeb et al.
in 2011 [171]. They investigated the vast majority of template protection approaches which
have been published before 2011. Since then, new fingerprint template protection approach
continuously emerges. Our survey on this topic will focus on the approaches published in
recent years.

Besides the performance requirement for any biometric algorithm, ISO/IEC 24745 [103]
defines two major security requirements which a template protection approach needs to
meet: irreversibility and unlinkability. Irreversibility requires a template protection has
the capability to prevent the reconstruction of the original biometric template from the
protected template, at least computationally infeasible. Unlinkability requires a template
protection has the capability to generate different versions of s protected template for dif-
ferent applications (renewability or revocability) while preventing cross-matching. Based
on the discussion in [171], template protection approaches are commonly classified two
categories: (1) biometric cryptosystem, which is either a key-binding scheme or a key-
generation scheme; (2) cancelable biometrics which can perform the comparison directly
on encrypted/transformed templates without decryption. We follow this classification,
and the rest of this section will discuss fingerprint template protections from these two
categories respectively.

A couple of biometric cryptosystems were proposed in the literature in recent years.
Some of them are the improvements based on the fuzzy vault originally proposed by Juels
Ari and Sudan Madhu [114] which is a key-binding scheme. It is worth to mention that an
error correcting code (ECC) is the cornerstone of a fuzzy vault based fingerprint template
protection schemes, since ECC has the strong capability to tolerate the sample variations
and it has also been applied to other modalities [167, 154, 179]. In 2014, Bringer et al. [54]
applied the fuzzy vault on a binary fingerprint representation (adapted from their previ-
ous work in [53]) rather than minutiae-based representation (commonly decimal features).
This approach also designed a multi-finger fusion method at template level before apply-
ing fuzzy vault by considering that a system has more than one finger used for enrolment.
Another fuzzy vault based approach are designed to provide cancellability and diversity
by using Hadamard transformation [43]. Another key-binding biometric cryptosystems is
designed based on Delaunay quadrangle and a template protection technique called PinS-
ketch [219]. The proposed approach generates two features vectors from each Delaunay
quadrangle: one geometric feature vector which will be encrypted by PinSketch; another
feature vector is called auxiliary feature which is extracted from a Delaunay quadrangle-
centered polar coordinate space. This auxiliary feature is a topology code which is gener-
ated by two steps: (1) divided the polar coordinate space into as set of small blocks; (2) cal-
culate a numerical value for each block. Only the geometric feature is used for key binding.
The purpose of the auxiliary features is to enhance the discriminatory power of Delaunay
quadrangles in order to improve the recognition accuracy of the proposed approach. An-
other recently published biometric cryptosystem approach is based on a modified Voronoi
neighbor structures (VNS) which binds a secret key. [220], and it is an alignment-free ap-
proach.

Researchers also put a lot of effort on cancelable biometrics which directly compares
transformed template rather than applying standard encryption algorithm. After review-
ing recently published approaches, we observe that these approaches can be classified into
two coarse groups: binary representation based cancelable biometrics and non-binary rep-

16



2.3 FINGERPRINT TEMPLATE PROTECTION

resentation based cancelable biometrics. Due to the efficiency requirement for the large-
scale fingerprint identification system, we think the binary representation based cancelable
biometrics has the advantage to be used for the large-scale fingerprint identification sys-
tem. The following two paragraphs will give a brief description for these two groups re-
spectively.

A recent cancelable fingerprint template protection approach was published in 2016
by Wong [206] who summarized and improved their previous work in [208, 207]. This
approach is designed using kernel principal components analysis (kernel PCA) to con-
vert a unordered and variable-size MLC (multi-line code) template into an ordered and
fixed-length binary template, while MLC template is secured by a random projection be-
fore using kernel PCA and binarization. Another binary representation based approach
was designed by Jin et al. [112] who performed a polar coordinate transform and a 3-tuple
based quantization to generate the binary template. Subsequently a user-specific token
is issued to protect this binary template. An irreversible fingerprint template protection
approach is designed by using Bloom filters [39]. While Bloom filters requires a binary
template as input, the authors proposed a binarization method by using minuitae relation
code (MRC) [38] which doesn’t drop border minutiae and isolated minutiae for feature gen-
eration. A Delaunay triangulation based approach is designed by Sandhya et al. [176] who
proposed a feature extraction method to generate a fixed length binary vector. Then apply-
ing discrete Fourier transform on this binary vector outputs a complex vector which will
be multiplied by user’s key to yield a cancelable template. Another Delaunay triangles
based approached was also proposed by Sandhya et al. who adapts convolution coding
to encrypt feature vector and Viterbi algorithm to retrieve codeword [175]. Instead of ex-
tracting features from Delaunay triangles, they also proposed a similar approach but using
features extracted from a k-nearest neighborhood structure in [174]. Jin et al. [111] gener-
ates a binary template by using random projection and features extracted from a minutiae
vicinity, then applies Randomized Graph-based Hamming Embedding (RGHE) for pro-
tection. Mirmohamadsadeghi and Drygajlo proposed an approach to protect the minutia
cylinder-code (MCC) by combining a transformation and a user key in order to provide
irrevocability and irreversibility [146]. Ferrara et al. [79] proposed an approach called P-
MCC based on a noninvertible transform and the well-known local minutiae representation
MCC (Minutia Cylinder-Code). The authors proposed a noninvertible transform consist-
ing of a K-L (Karhunen-Love) projection and a binarization step. The plain binary vector
obtained from each cylinder will be used as input for this noninvertible transform to gen-
erate a protected binary vector. During the comparison stage, the similarity score will be
directly generated on those protected binary vectors. Later on, the same authors improved
the P-MCC in order to provide the diversity and unlinkability. This improved P-MCC is
called Two-Factor Protected Minutiae Cylinder-Code (2P-MCC) [80], and the main idea of
the 2P-MCC is to permute a subset of the original bits of each binary vector according to a
secret key. This partial permutation also shortens the length of the protected binary vector.
In addition, there is a fingerprint template protection approach designed by the researchers
in our group [214]. This approach extracts a binary secure hash bit string from a minutiae
vicinity (defined by a central minutia and a set of closest neighboring minutiae). The secu-
rity of this approach is obtained by introducing the random offsets to the original minutiae
information, while the proposed approach still achieved the desirable recognition perfor-
mance. Some of our algorithms developed in this dissertation were inspired by the ideas
from this fingerprint template protection approach.

Regarding non-binary representation based cancelable biometrics, Yang et al. [221] pro-
posed an approach which adapts a many-to-one based non-invertible transformation ‘po-
lar transformation’ to protect original template. The main idea of this approach is to map
the features extracted from the Delaunay triangle-based local structure rather than map-
ping a single minutia. The authors think that this idea has the advantage to mitigate the
negative influence of fingerprint sample non-linear distortion. Moujahdi et al. [148] de-
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veloped a very interesting protection approach which generates a structure called special
spiral curves. This structure is constructed by using three pieces of information: a ref-
erence, minutiae and a key. The reference point and minutiae decide the basic shape of
special spiral curves. The key is used to change the scaling and rotation of this basic shape
of special spiral curves. The same fingerprint sample can generate as many these struc-
tures as we want depending on the number of different keys, but these structures are not
cross-matched because of different scaling and rotation. However, this approach shifts the
security concern from protecting template to key management. Based on the idea of this
structure, researchers Prasad et al. [163] explored projecting these spiral curves into a 4-D
space to generate a binary string, and further uses this binary string as input for Discrete
Fourier Transform to create a non-invertible template. Prasad et al. also proposed another
alignment-free approach using Discrete Fourier Transform [164]. This proposed approach
considers each minutia as a reference point, and builds a set of rectangles. A feature vector
is generated for each reference minutia by calculating distance and orientation from rect-
angles. In the end, the cancelable template is created by feeding these feature vectors into
Discrete Fourier Transform. Another alignment-free cancelable approach is designed by
Wang et al. [200] who first extract feature from a set of pair-minutiae. A pair-minutiae is
constructed by pairing up any two minutiae in a fingerprint sample. Then these features
will be mapped into a number of bins to generate a binary string. Since this binary string
is not secure enough, the authors further apply Discrete Fourier Transform for converting
this binary string to a complex vector. Yang et al. [216] proposed a nonlinear dynamic ran-
dom projection to protect the fingerprint template. Contrary to the conventional random
projection based approaches which normally preserve a secret key, this proposed approach
dynamically assembles a random projects matrix whose columns are selected from a set
of public candidate projection vectors. This dynamically selection mechanism makes the
adversary computationally impossible to reverse the original fingerprint features.

In addition, Kaizhi et al. [115] proposed an approach combining cancelable biomet-
rics and biometric cryptosystem. The cancelable biometrics used in this approach is Bio-
Hashing. The input of BioHashing is a feature vector called FingerCode which is adopted
from [107], and the output of BioHashing is a bit string which will be bound with a key
by Fuzzy commitment. The key point of this approach is to detect an accurate reference
point in order to generate a stable FingerCode, otherwise the performance might severely
deteriorate. Another hybrid approach was proposed by A.Ghany et al [83] who extracted
the feature from the ridge information in a fingerprint sample, which is different to the
above methods that commonly extract features from minutiae or directly using minutia in-
formation. However, not all ridge will be considered for feature extraction, but only some
smooth curves called principal curves (details refer to [224]) will be used to extract fea-
tures. Then Kekre Transform (a key-binding scheme) is applied to take these features as
input and to generate Kekre Transform coefficients. These coefficients are further secured
by incorporating BioHashing function.

2.4 Fingerprint indexing

2.4.1 Overview of fingerprint indexing

In order to avoid an exhaustive searching in a large-scale fingerprint identification system,
a fingerprint indexing approach can be applied to facilitate searching by outputting a short
list of candidates. A fingerprint indexing generally consists of three components: feature
extraction, index space creation and candidates retrieval. Figure 2.1 illustrates how a finger-
print indexing approach can incorporated into a fingerprint identification system. Feature
extraction component is applied to the reference sample during enrolment stage and to the
probe sample during identification stage respectively. During enrolment stage, the index
space creation component takes the features generated from the feature extraction compo-

18



2.4 FINGERPRINT INDEXING

Enrolment
Reference sample

\
Feature 1 Index space
extraction creation

Feature == Candidates
extraction 1 Retrieval

Identification

Figure 2.1: Illustration of how a fingerprint indexing approach can be applied into a finger-
print identification system.

nent to build up the index space which is a number of classes (or a list of tables storing
the information of enrolled reference samples). Accordingly, the candidates retrieval com-
ponent uses the features extracted from the probe sample to locate a small set of classes.
Subsequently, the candidates will be determined from these targeted classes without con-
sidering the whole index space. This is why a fingerprint indexing approach can facilitate
searching by reducing searching space. In the end, the short list of candidates is further
used by a verification algorithm or even a human expert for manual verification. Since
the candidates retrieval is highly reliant on the technique used in the index space creation
component, we consider these two components as an united one ‘index space creation and
candidates retrieval component’ in our following description. Section 2.4.2 gives an over
of state of art feature extraction methods used for fingerprint indexing algorithms. Sec-
tion 2.4.3 describes the index space creation and candidates retrieval methods developed
by the researchers.

2.4.2 Feature extraction methods

Feature extraction method plays a critical role in a fingerprint indexing approach. A num-
ber of methods have been presented in the literature, and these methods can be classified in
terms of the usage of different category of fingerprint pattern description. In general, there
are three categories of fingerprint pattern description defined for fingerprint in biometrics
community:

o Category-1 feature (global features): global ridge flow (as seen in 2.2 which is used
for Henry Classification system), ridge frequency, orientation field (dash lines in Fig-
ure 2.3) and singular point (delta point marked as triangle and core point marked as
circle in Figure 2.3, the definition of singular point refers to [99]), etc.;

e Category-2 feature (local features): minutia (as seen in Figure 2.4), local ridge pattern
(ridge information around a minutia), etc.;

o Category-3 feature (detailed features): sweat pore, short ridge, island, etc. As seen
in Figure 2.5.
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Figure 2.2: Fingerprint global features: global ridge flow (figures are adopted from [4]).
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Figure 2.3: Fingerprint global features: orientation (dash lines) and singular point (delta
point is marked as triangle, core point is marked as circle. Definition of singular point
refers to [99]) (figure is adopted from [166]).
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Figure 2.4: Typical fingerprint local feature: minutia (figures are adopted from [99]).

These three category features were investigated individually or collectively by researchers
to extract robust features which will be used for building index space and searching. Thus,
we can name three types of feature extraction methods: Category-1 feature based methods,
Category-2 feature based methods and Category-3 based methods, while a feature extraction
method based on 2 categories features will be classified into the higher level category. For
instance, a feature extraction method will be assigned into local feature based algorithm if
both Category-1 feature and Category-2 feature were used by this method. In addition, the
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Figure 2.5: Category-3 feature: some detailed fingerprint features (figure is adopted
from [41]).
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rest of feature extraction methods are assigned into other methods if they are not using any
of these three category features. We try to include as many existing fingerprint indexing
approaches as possible. However, we think there are still some approaches missing due to
access restriction and limited time.

2.4.2.1 Category-1 feature based methods

Global orientation field (OF) and singular points are two typical Category-1 features which
have been investigated for fingerprint indexing approaches. Global orientation field (OF)
is a topological feature which indicates the ridge flow by calculating an optimal domi-
nant ridge direction for each block [170], and it has been studied by researchers to extract
invariant features used for indexing fingerprint. One of OF-based fingerprint indexing ap-
proaches was based on a set of polar complex moments (PCMs) to develop a fixed-length
feature vector representing a fingerprint sample [141]. Another approach uses an orien-
tation feature vector by concatenating a set of local orientations within a circle of radius
R [110]. Cappelli et al. proposed a fingerprint indexing approach based on orientation
field and ridge frequency. [58]. An OF-based approach without relying on singular point
was designed by Zheng et al. who adopted normalized histogram of orientation field as the
feature vector [225]. Other researchers [212, 201, 142, 203] also applied OF for fingerprint
indexing approach after proposing a novel fingerprint orientation estimation model.

Another typical Category-1 feature is singular point or a reference point if a singular
point doesn’t exist in the fingerprint. Singular point is considered as a fingerprint landmark
which is also the basis of classifying fingerprints into five classes: right lop, left loop, whorl,
arch and tented arch [116]. Researchers consider singular point has the advantage against
local noise, two singular point fingerprint indexing approaches are proposed in [139] where
the singular pint is generally detected after the orientation field estimation. However, de-
tecting the singular point accurately is a challenging topic.

2.4.2.2 Category-2 feature based methods

Majority of researchers have been focusing on developing invariant features using Category-
2 feature (minutia and local ridge information) to extract invariant features against finger-
print sample rotation and translation which commonly occur during sample acquisition.
Category-2 feature based methods can be classed into three small groups: (1) methods only
rely on minutia information; (2) methods consider minutia and local ridge information to-
gether; (3) methods combine the Category-1 feature and Category-2 feature.

Minutiae based template has been standardized in ISO/IEC 19794-2:2011 [99] and widely
accepted by researchers to develop fingerprint indexing algorithms. In general, there are

21



2. STATE OF THE ART

around 30-100 minutiae can be extracted from a fingerprint sample. Because of the fin-
gerprint sample translation and rotation, the location and direction of minutiae vary even
though two samples were captured from the same source. This variation drives researchers
to extract robust features instead of directly adopting minutiae information. Using Delau-
nay triangulation has been extensively studied to calculate a set of geometrical features
which are considered to be invariant against sample translation and rotation. Delaunay
triangulation was first proposed by Bebis et al. [48]. The idea of Delaunay triangulation
is to form a smaller group of minutiae triangles (O(NN3)) triangles, where N is the number
of minutia) instead of considering all possible triangles which can be formed by N minu-
tiae. Ideally, N minutiae can form O(N?) triangles. The reduction of the minutiae triangles
can benefit the processing time and tolerate the local noise and distortions. An improved
work based on Delaunay triangulation was done by Gago-Alonso et al. in [81, 151] where
the authors expanded the triangle set and introduced new features. Some similar methods
based on minutiae triplet features were proposed in [223, 49, 68, 50] where several geomet-
ric constraints were set to eliminate some outliers during geometrical feature calculation.
Features extracted from minutiae quadruplets also can be applied for indexing fingerprints
as seen from articles [95, 96]. Instead of forming any geometric shape, researchers also in-
vestigated geometrical features which can be obtained from a set of minutiae, for instance,
m(m > 4) minutiae in a local area. One of these m minutiae is used as a central minutia
and the rest of minutiae are aligned to this central minutia in order to minimize the effect
of spurious and missing minutiae. After the local alignment, invariant features can be ex-
tracted to represent this local area. These methods are presented in [199, 42, 131]. Another
local alignment based method is fingerprint indexing based on minutia cylinder-code [62]
which constructs a 3-D cylinder based on a central its surrounding minutiae. All of these
feature extraction methods only rely on minutiae location and direction information.

The second type of Category-2 feature based methods is using minutiae information
together with local ridge information. Generally speaking, the robustness of extracted fea-
tures would raise if more information from the sample image is considered during feature
extraction. Ross et al. proposed a feature extraction method to generate ridge curve fea-
tures and geometric features from the triplets based on Delaunay triangulation [172]. In
Ross’s method, only one ridge associated with each minutia is considered for ridge curve
features. Liang et al. proposed a method to consider three ridges associated with bifur-
cation minutia [138, 137] instead of one ridge in Ross’s method. Delaunay triangulation
was also adopted in Liang’s methods. Another ridge feature around a minutia is the ridge
curvature which has also been used by Biswas et al. [51] to extract robust features combing
the geometric features from the minutiae triplets. A feature extraction method proposed
in [129] explored to use ridge curvature, ridge density around a minutia as well as geomet-
rical information from the minutiae triplets.

A few researchers have been worked on combining Category-1 and Category-2 features
to extract invariant features used for indexing fingerprints. Raffaele Cappelli and Mat-
teo Ferrara proposed a method to use orientation field and ridge frequency information
from Category-1 feature together with binary vector from minutiae cylinder-code [59], and
they applied score level and rank-level fusion based on the features from these two lev-
els respectively. Another method based on the combination of Category-1 and Category-2
features fuses three types of features: orientation filed, FingerCode and minutiae triplets,
where FingerCode is a 384-dimensional vector indicating the ridge frequency derived from
a region of interest around a reference point in the fingerprint sample. Munoz-Briseno et
al. [152] proposed a method using a reference point and geometric features extracted from
minutiae triplets based on Delaunay triangulation.

2.4.2.3 Category-3 feature based methods

Category-3 features contains swear pore, short ridge, island, etc while requiring high res-
olution sensor to obtain these details, for instance 1000 ppi sensor [105]. In the literature,
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Table 2.1: List of fingerprint indexing approaches based on Category-1 features in the liter-
ature

Fingerprint indexing

Feature extraction Index space creation
approach
Zheng et al. (2011) [225] orientation field k-means
Liu et al. (2006) [142] orientation ﬁgld, reference Cont'u.luogs
point classification
Cappelli et al. [58] orientation field, ridge continuous
frequency classification
Liu et al. (2005) [139] singular point unclear
Wang et al. (2007) [201] orientation field con’c.lr}uops
classification
. . . . continuous
Jinag et al. (2006) [110] orientation field classification
Liu et al. (2012) [141] orientation field k-means
Wang et al. (2011) [203] orientation field continuous
classification
. complex filter responses on continuous
Liu etal. (2006) [140] orientation field classification

there are two fingerprint indexing approaches which explored using swear pore as a fea-
ture to create fingerprint index space. The first approach incorporated the swear pores with
geometric features based on minutiae triplets which is from Category-2 feature. The sec-
ond approach combines the features from three levels: ridge orientation, ridge frequency,
ridge count and ridge length from Category-1; minutiae from Category-2; swear pores from
Category-3 [161]. Considering these detailed features from Category-3 may benefit the per-
formance of fingerprint indexing algorithm, while it may also compromise the computa-
tional complexity because of the combination of minutiae and swear pores.

2.4.24 Other methods

Shuai et al. proposed a feature extraction method based on scale invariant feature trans-
formation (SIFT) which not only detects minutiae but also a lot of SIFT points [182]. A
feature vector is composed of minutiae and reduced SIFT points. Similar as SIFT which has
been extensively used in generic image retrieval, speeded-up robust features (SURF) has
also adapted to extract features used for fingerprint identification system by He et al. [89].
Another interesting fingerprint indexing approach generates an index code for a finger-
print sample based on the similarity scores between this sample with a set of reference
samples [86].

There is a secure fingerprint indexing approach that was published in 2013 by Hartloff
et al. [88] who proposed to calculate distances and certain angles from minutiae template.
These distances and certain angles are further used for generating a set of paths, then the
proposed approach applies fuzzy vault on these paths for creating the index space. The
security capability of proposed approach relies on fuzzy vault scheme which is vulnerable
to brute force attack [145]. Recently, researchers also proposed solutions to address this
drawback [189, 57], however, these improved fuzzy vault schemes haven’t been adapted
for fingerprint indexing.
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Table 2.2: List of fingerprint indexing approaches based on Category-2 features in the liter-

ature, where LSH stands for Locality Sensitive Hashing.

Fingerprint indexing
approach

Feature extraction

Index space creation

Gago-Alonso et al.

minutiae triplets

invariant-based

(2013) [81] indexing
Munoz-Briseno et al. minutiae triplets invariant-based
(2013) [151] p indexing
Bhanu et al. (2003) [50] minutiae triplets 1nve'1r1ant.-based
indexing
Yuan et al. (2012) [223] minutiae triplets LSH
. s . continuous
Choi et al. (2003) [68] minutiae triplets classification
N . continuous
Bhanu et al. (2001) [49] minutiae triplets classification
Cappelli et al. (2011) [62] minutiae cylinder-code LSH
Vig et al. (2012) [199] minutiae invariant-based
indexing
Bebis et al. (1999) [48] minutiae triplets 1nva.1r1ant.—based
indexing
. . invariant-based
Feng et al. (2006) [76] minutiae, local ridge indexing
Liang et al. . . . invariant-based
(2007) [138, 137] minutiae triplets, local ridge indexing
Biswas et al. (2008) [51] minutiae triplets, ridge k-means
curvature
Ross et al. (2007) [172] minutiae triplets, local ridge k-means
Ogechukwu N. lloanusi minutiae quadruplets k-means
(2014) [96] ! P
Tloanusi et al. (2011) [95] minutiae quadruplets k-means
orientation field, ridge .
continuous

Cappelli et al. (2012) [59]

frequency, minutiae
cylinder-code

classification, LSH

Boer et al. (2001) [72] orientation fle_ld, smgular continuous
point, minutiae triplets classification
Munoz-Briseno et al. singular point, minutiae invariant-based
(2014) [152] triplets indexing
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Table 2.3: List of fingerprint indexing approaches based on Category-3 features and other
approaches in the literature

Fingerprint indexing

Feature extraction Index space creation
approach
N.Poonguzhali et al. global ridge info., minutia, LSH
(2013) [161] swear pore

invariant-based

R.Singh et al. (2009) [183]  minutiae triplets, swear pore indexing

. reduced scale invariant
Shuai etal. [182] feature transformation (SIFT) LSH
speeded-up robust features
(SURF)
Li et al. (2006) [135] indexing code based on symmetrical filters
Gyaourova et al.

(2008) [86]

He et al. (2010) [89] PCA cluster + LSH

index code based on similarity scores

2.4.3 Index space creation and candidates retrieval methods

Depending on the features extracted from the fingerprint sample or fingerprint template,
there are mainly three index space creation methods which can be named as invariant-
based indexing, continuous classification and approximate nearest neighbor (ANN) index-
ing. Invariant-based indexing calculates an invariant index value for each feature vector
which will be subsequently assigned into the hash table associated with that unique index
value. During candidates retrieval stage, searching will be only conducted on those hash
tables which are targeted according to the features extracted from the query sample. Finger-
print indexing approaches [138, 76, 48, 199] adopt this invariant-based indexing technique
for index space creation.

Continuous classification is generally applied on original feature space which is nor-
mally decimal value. An unsupervised learning algorithm K-means has been commonly
chosen by researchers to partition feature space into a number of clusters. Each cluster can
be considered as a hash table used in invariant-based indexing method. Fingerprint index-
ing approaches [95, 72, 172, 51, 49, 129, 131] adopt continuous classification for index space
creation.

A typical ANN indexing method used for fingerprint indexing approach is Locality
Sensitive Hashing (LSH) which is an approximate searching method. LSH algorithm as-
signs the feature vector into a number of hash tables using a set of hash functions. Each
of these hash functions randomly selects components from the feature vector to calculate
an index value which is used to determine which hash table will be used to store that fea-
ture vector. LSH mainly operates on binary feature vector, thus a binary transformation is
generally required from the original feature space. LSH was selected by fingerprint index-
ing approaches in [62, 223, 161, 130]. An improved LSH called spherical LSH (S-LSH) was
proposed by Wang et al. [202] in order to directly operate on original feature space.

Besides these three index space creation methods, some researcher proposed to build a
tree structure hash table for indexing feature vectors. The idea of building a tree structure
hash table was inspired by the indexing technique used in conventional files and relational
databases [120, 42]. Table 2.1 and Table 2.2 list the fingerprint indexing approaches based on
Category-1 and Category-2 respectively. Table 2.3 lists all fingerprint indexing approaches
which have been classified into Category-3 based approaches and other approaches. It is
hard to include all fingerprint indexing methods in these tables due to access restriction,
thus some methods may be missing.
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2.4.4 Performance metrics

The performance of fingerprint indexing algorithms is commonly reported as using a trade-
off between pre-selection error rate and penetration rate. Some researchers also used hit rate [87]
[96] (correct index rate [138] or correct index power (CIP) [86]) rather than the pre-selection er-
ror rate, while pre-selection error rate = 1 - hit rate. Without loss of generality, we refer to
the definition of pre-selection error rate. In accordance with ISO/IEC 19795-1:2006 [101], a
pre-selection error “occurs when the corresponding enrolment template is not in the pres-
elected subset of candidates when a sample from the same biometric characteristic on the
same user is given”. Let’s assume there are Ny, reference samples enrolled in the database.
Np is the number of probe samples used for searching. The pre-selection error rate is calcu-
lated in Equation 2.1.

Pre-selection error rate — error (2.1)
Np

where Ne,ror is the number of the pre-selection errors. Obviously, Nerror <Np.

As defined in ISO/IEC 19795-1:2006 [101] as well, the penetration rate “measures of the
average number of pre-selected templates as a fraction of the total number of templates”.
In order to calculate this penetration rate, we make two assumptions: (1) H; is the minimum
number of retrieved candidates meanwhile the correct identifier for the probe sample P; is
included in these candidates; (2) H; < Hy < ... < Hy,.

Based on the investigation of calculating penetration rate in the literature, researchers
interpret this concept from two perspectives and developed two types of formulations ac-
cordingly. The first interpretation is to calculate the penetration rate on average at a certain
Pre-selection error rate [172, 87]. Equation 2.2 calculates a penetration rate corresponding to a
Pre-selection error rate at (Nerror)/Np-

(ZEJZ\/{D*NEMM)H” 1
*
NR (NP - Nerror)

The second interpretation is to calculate the Pre-selection error rate at a certain pene-
tration rates which is an opposite way comparing to the first one. Generally speaking,
the penetration rate under this interpretation is the proportion of the total database that
the system needs to search, and it is simply determined by the number of the retrieved
candidates as seen in Equation 2.3. This interpretation was adopted by a number of re-
searchers [86, 201, 91, 162, 138, 137, 126, 76, 227].

Penetration rate = (2.2)

. N’maz
Penetration rate = (2.3)
Ng

Where Ny, is the number of retrieved candidates by a fingerprint indexing approach.

We think both interpretations of the penetration rate are capable of reporting the perfor-
mance for the fingerprint indexing algorithm, while the second one is easier to understand
and widely adopted in the published approaches. However, we observe that some re-
searchers confused these two interpretations according to their experiment reports, as they
chose only one of these two interpretation to calculate their results but comparing to the
results calculated from both interpretations in different articles. In this dissertation, we re-
ported the performance under second interpretation which corresponds to Equation 2.3 in
order to be comparable with most of existing approaches.
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Chapter 3

3.1

Contributions

Contributions

The research questions listed in Section 1.3 are the beacons to guide and conduct all re-
search activities. The contributions of this dissertation can be formulated by answering
these research questions. A list of publications follows this section.

RQ:

RQ,

If we assume the smartphone’s camera can facilitate the fingerprint sample cap-
turing process, is it feasible to assess the quality of the fingerphoto taken by a
general-purposed smartphone’s camera in a real-life scenario?

While the vast majority of fingerprint quality assessment methods in the literature
are designed for a fingerprint sample captured from the dedicated fingerprint sen-
sors, we investigated the feasibility of the quality assessment approach to analyze
the fingerphoto taken by the smartphones’ cameras. Unlike the fingerprint sample
captured from the dedicated fingerprint sensors has relatively clear background, the
fingerphoto generally has a complicated background as well as suffering the defo-
cusing issue. In addition, the hand motion and the large distance between the finger
and the camera may lead to a very low quality sample. These challenges don't ex-
ist for the fingerprint sample captured from the dedicated fingerprint sensors. This
is the reason that the conventional fingerprint quality assessment methods have the
difficulty to qualify the fingerphoto, and motivated us to work on this topic.

The conventional fingerprint quality assessment normally has a segmentation step
before evaluating the quality. By considering the limited computation capability, we
proposed a one-stop-shop fingerphoto quality assessment approach which doesn’t
require a segmentation step. The proposed approach divides the original fingerphoto
into a set of non-overlapping blocks and classify each block either a high-quality
block or a non high-quality block (background block or low-quality block). The qual-
ity of the fingerphoto is indicated by a final quality score which relies on the number
of high-quality blocks. The performance of the proposed approach was reported in
several forms including graphical demonstration, Spearman’s rank correlation coef-
ficient and false detection case. According to the experimental results, the proposed
approach shows the capability to differentiate the high quality block from the back-
ground block and low quality block in a fingerphoto. In response to the research
question, we would say that it is feasible to assess the quality of the fingerphoto taken
by a general-purposed smartphone’s camera in a real-life scenario

In addition, a fingerphoto dataset was created using three popular smart phones un-
der three different real-life scenarios. We also believe that the proposed approach
can be applied to analyze the fingerphoto taken by other contactless cameras (such
as webcam, digital camera), since the fingerphoto taken by these cameras (including
smartphone’s camera) has the same characteristics in terms of complex background,
focusing issue and illumination condition. The details of these contributions have
been presented in [217, 132, 128] (see Chapter 4, 5 and 6).

Besides the existing feature extraction methods in literature, what features can still
be extracted from the fingerprint template and outperform the existing ones?
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RQs

28

Three feature extraction methods were developed and used for different fingerprint
indexing approaches. The first features extract method generates the feature vector
consisting of 9 decimal values based on minutia and local ridge information. The
second method extracts the feature vector with 24 decimal values only using minutia
information. Since the minutia is considered as the most robust feature in the finger-
print template and standardised in ISO/IEC 19794-2 [99], a minutia based algorithm
may have the advantage in terms of interoperability. The third method generates the
binary string used for a fingerprint indexing approach, since operating on the binary
string is potentially faster than operating on the decimal values when the efficiency
requirement is critical for the large-scale fingerprint identification system. A brief
introduction of these three feature extraction methods is described as follows:

The first feature vector is composed of 9 components extracted from a triangle in a
minutiae vicinity, where a minutiae vicinity is formed by a central minutia and its
three closest minutiae. Four features are geometric traits calculated from the triangle.
Three features represent orientation differences among three minutiae who form the
triangle. Another two features are derived using ridge curvature and ridge density
around the location of the minutia neighbors. This contribution has been presented
in [129] (see Chapter 7).

The second feature extraction method extracts 24 features from a minutiae vicinity
only using minutia location and direction information. A self-alignment scheme is
designed in each vicinity where 12 newly aligned minutiae will be generated based
on this scheme. The first 12 feature of the proposed feature vector are calculated
by using the location information of these 12 minutiae, and the rest of features are
derived from these minutiae’ directions. The details of this feature extraction method
refers to Chapter 8 (as well seen in [131]).

The third feature extraction method generates a fixed-length binary string from a
minutiae-disk which consists of a central minutia and a number of surrounding minu-
tiae. The number of the binary strings generated for a fingerprint relied on the num-
ber of minutiae in this fingerprint. Besides a offline training step, this method is
composed of the following sequential steps: local alignment, quantization and bi-
nary string generation. The details of these steps have been presented in [130] (see
Chapter 9).

Three fingerprint indexing approaches have been developed based on these feature
extraction methods. The performance of these approaches have been evaluated on
a number of public datasets. Based on the experimental results, the proposed ap-
proaches show the improvement by comparing to a state-of-the-art fingerprint in-
dexing approach.

How to build the index space and retrieve candidate identities in a fingerprint in-
dexing algorithm?

Classification-based index space creation approach is commonly used in the finger-
print indexing algorithm to enrol decimal feature vectors. We followed this tech-
nique, but improved it to better suit the features generated by our own approaches.
The improvement is that each subject is only labelled to one cluster even if there are
multiple feature vectors from the same subject assigned to the same cluster. We think
this improvement has the ability to tolerate spurious minutiae. The details of this
improvement have been presented in [129] (see Chapter 7). The second improvement
is that we propose to divide the index space (or clusters) into four parts according to
the minutia direction. We think this improvement can benefit the classification pro-
cess, and the experimental results demonstrate the feasibility of our thoughts. This
contribution has been presented in [131] (see Chapter 8).
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RQs How to embed the privacy-preserving capability for the large-scale fingerprint
identification system while still keeping the performance?

Using the fingerprint template protection approach to achieve the privacy-preserving
capability is a common thought as the researchers have proposed a variety of ap-
proaches on this topic. However, the fingerprint template protection approach nor-
mally encounters the performance degradation after satisfying the security require-
ments. This challenge motivated us to investigate the fingerprint template protection
approach. Meanwhile, we are also aware that the fingerprint indexing algorithm is
crucial for the large-scale fingerprint identification system, thus our main effort to
answer this research question is to develop the fingerprint indexing algorithm which
can protect the biometric data which still keeping the good performance. In the end,
we developed a new fingerprint template protection approach and a fingerprint in-
dexing algorithm with a security mechanism. A brief introduction of these two ap-
proaches is given as follows.

o A fingerprint template protection approach has been developed based on Bloom fil-
ters. When Bloom filters has been successfully adopted to protect iris and face bio-
metrics, we explored the possibility of applying Bloom filters to fingerprint template.
According to the experimental results, we conclude that it is feasible to apply Bloom
filters on fingerprint template. We think this is the first attempt to apply Bloom fil-
ters on fingerprint. In addition, a pre-alignment mechanism was also designed in the
proposed approach in order to generate a robust binary template. The details of this
contribution has been described in [134] (see Chapter 10).

e A fingerprint indexing algorithm with a security mechanism is designed. The pro-
posed approach is based on the fingerprint indexing algorithm developed in Chap-
ter 9, but an encrypted module is proposed to protect the fingerprint template. This
encryption module is embedded between local alignment module and binary feature
generation module, thus the subsequent modules (binary feature generation, index
space creation and candidate retrieval) are processing the data in an encrypted do-
main. No plain fingerprint data needs be stored in the database. The proposed en-
cryption module is based on a block cipher encryption scheme which indicates that
the security of the proposed fingerprint indexing algorithm is protected by the stan-
dard encryption algorithm. The performance was evaluated on both public datasets
and a large-scale synthetic dataset, the results show that the proposed approach achi-
eved the similar performance as the approach introduced in Chapter 9 which doesn’t
consider a security mechanism. Since the proposed approach only relies on the minu-
tia information which has been standardised in ISO/IEC 19794-2 [99], it has the ad-
vantage in terms of interoperability. This contribution has been presented in Chap-
ter 11.
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This part is dedicated to the first research aspect ‘fingerphoto quality assessment’. The
work of this part intended to answer the first research question: RQ;: If we assume the
smartphone’s camera can facilitate the fingerprint sample capturing process, is it feasi-
ble to assess the quality of the fingerphoto taken by a general-purposed smartphone’s
camera in a real-life scenario?

This part is composed of three chapters based on three research papers. The first paper
in Chapter 4 developed a fingerphoto quality assessment approach which extracts 7 fea-
tures from for each non-overlapping block divided from a fingerphoto. Based on these fea-
tures, a binary decision is outputted by the proposed quality assessment approach where
‘1" indicates the block is a high-quality block and ‘0" implies either a low quality block or a
background block. The total number of the high-quality blocks will qualify the quality of
the captured sample.

Chapter 5 expanded the previous work to extract 12 features from a block divided from
a fingerphoto, and a more extensive evaluation of the proposed approach is also given.
Chapter 6 gives a thorough discussion and analysis of our proposed fingerphoto quality
assessment approach. We elaborated the motivation, methodology and observations of the
proposed approach. These detailed information reveals the logic behind the proposed ap-
proach to answer two general questions: why and how we extracts those 12 features. In
addition, a quality score normalization method is designed, and a comprehensive experi-
ment was conducted with the comparison to two existing quality metrics used for finger-
print image.

The work in Chapter 4 was published in [217]: GUOQIANG LI, BIAN YANG, CHRISTOPH
BUSCH. “Qualifying fingerprint samples captured by smartphone cameras” Image Process-
ing (ICIP), 2013 20th IEEE International Conference on. IEEE, 2013.

The work in Chapter 5 was published in [132]: GUOQIANG LI, BIAN YANG, MARTIN A.
OLSEN, CHRISTOPH BUSCH. “Quality assessment for fingerprints collected by smartphone
cameras”. In Computer Vision and Pattern Recognition Workshops (CVPRW), 2013 IEEE
Conference on (pp. 146-153). IEEE.

The work in Chapter 6 was published online: GUOQIANG LI, BIAN YANG, CHRISTOPH
BUSCH. “Qualifying fingerprint samples captured by smartphone cameras in real-life sce-
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narios”. Published on https:/ /brage.bibsys.no/xmlui/handle/11250/2388306, ISBN: 978-
82-8340-040-3.
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Chapter 4

Qualifying Fingerprint Samples Captured by
Smartphone Cameras

Abstract

This paper proposes an approach to qualify fingerprint samples captured by smart-
phones’ cameras under real-life scenarios, foreseeing the future application using such
general purposed cameras as fingerprint sensors. In this approach, a sample image is
first divided into non-overlapping blocks. Then a 7-dimensional feature vector will be
formed from the proposed 7 quality features. We use a trained support vector machine
to produce a binary indication for each image block on its quality. Finally a quality score
is generated to indicate the whole fingerprint sample’s quality by counting the number
of qualified blocks in a sample. Experiments demonstrate the proposed approach’s capa-
bility of qualifying such quality-challenging fingerprint samples - the Spearman’s rank
correlation coefficient p (—1 < p < 1) between the proposed quality metric and samples’
normalized comparison scores reaches as high as 0.53 in our experiment.

4.1 Introduction

Fingerprint recognition is widely used in commercial and forensic areas, for which profes-
sional sensors are usually chosen to acquire data under a controlled environment compli-
ant to existing standards [97, 100]. Recently some researches [73, 160, 218, 186] have shown
it is possible to use smartphones’ cameras as an alternative to implement the fingerprint
recognition functionality. Such smartphone cameras have advantages in deployment cost,
users’ convenience, and even privacy protection (i.e., samples are captured by a user’s own
device). However, the quality of samples captured by such general-purposed cameras is
unstable under real-life scenarios [133] due to de-focusing, poor illumination, complicate
background noise, and camera motion during the picture-taking process. Therefore, it is
essential to conduct sample quality control before enrolling or verifying a sample taken by
a smartphone camera.

We propose an approach to assess the quality of fingerprint samples captured by smart-
phones’ cameras. The approach produces a quality score for a fingerprint sample to predict
the sample’s utility in terms of recognition performance, and then the camera can decide
either to adopt the current sample or to automatically adjust the camera settings for the
next sample capturing. Most of existing fingerprint quality assessment methods, includ-
ing the NIST Fingerprint Image Quality (NFIQ) [74], mechanisms [93, 98], are designed for
samples generated by professional fingerprint sensors, and thus hard to accurately assess
the quality of samples captured by smartphone cameras [218]. Figure 4.1 gives two sam-
ples which are considered as high quality (‘score 1" by NFIQ) but with a lot of spurious
minutiae detected on background. The rest of the paper is organized as follows: Section 4.2
describes the proposed approach; Section 4.3 gives experimental results; and Section 4.4
concludes this paper.

35



4. QUALIFYING FINGERPRINT SAMPLES CAPTURED BY SMARTPHONE CAMERAS

b

(a) Minutiae extracted by NIST’s NBIS function
mindtct [25]

(b) Minutiae extracted by NeuroTechnology VeriFin-
ger6.0

Figure 4.1: Two samples measured as high quality by NFIQ with red cross indicating the
minutiae extracted by NIST’s NBIS function mindtct and NeuroTechnology VeriFinger 6.0
respectively.

4.2 The proposed approach

4.2.1 The general process

To assess the quality of a sample, the sample image I is divided into N non-overlapped
image blocks. A set of quality metrics are employed to indicate for each image block a
binary quality decision d; (qualified, labelled by “1”; or not qualified, labelled by “0”) and
then use the counts of the qualified blocks as the quality score for the sample. The whole
process is illustrated in Figure 4.2, where a support vector machine (SVM) is trained over
manually-cropped image blocks (as ground truth) labelled as high-quality ones and non-
high-quality ones, and used during assessment as a classifier to output the binary decision
on the quality of the investigated block. The sum over d; in a sample shall be used as the
global sample’s quality score:

N

Si=Y . di 4.1)
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Figure 4.2: Processes of the proposed approach

4.2.2 Proposed quality features
4.2.2.1 Image block alignment along ridge orientation

As mentioned in the above, a sample image / is divided into non-overlapped image blocks
b’(i = 1,2,...,N) sized R x C in pixel. Before extracting quality features for quality as-
sessment, we align such image blocks along the ridge orientation, assuming a high-quality
block is a fingerprint-ridge-like pattern. The PCA based gradient orientation estimation
method [45] is used to find a block’s principle orientation. That is, inside each block b}
neighboring pixels differences d,, and dj, (in vertical and horizontal directions respectively)
are obtained to form a gradient vector with orientation tan~=!(d, /ds). Then the block prin-
ciple gradient orientation ¢; is calculated by exploiting PCA to find the principle one among
all orientations of the (R — 1) x (C' — 1) calculated gradient vectors. Now by clock-wisely
rotating the v/2(R — 1) x v/2(C — 1) size area concentric to b} by angle 6; we can crop a
block b, sized R x C concentric to b In this way we assume b; has the maximum gradient
value in the horizontal direction.

4.2.2.2 Quality features for block quality assessment

We propose 7 quality features f;(i = 1,2,...,7) in four categories to assess an image block
b;’s quality: (1) Gray-scale values statistics; (2) fingerprint minutiae feature (3) autocorrela-
tion based features; and (4) frequency features from the autocorrelation result. The details
are as follows.

1. Gray-scale values statistics

(1) f1: Exposure (a block’s gray scale, which should not be dim nor very bright). Denote
the average pixel value of b;, i.e.

1 R C
fi= RxC Zr:l Zc:l bi(r,c)

where b;(r, ¢) is the pixel value at the 7-th row and ¢-th column inside the block b;.

“2)
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4. QUALIFYING FINGERPRINT SAMPLES CAPTURED BY SMARTPHONE CAMERAS

(2) fo: Certainty of the block principle gradient orientation. We use a modified defini-
tion of ocl (orientation certainty level) in [104] as follows:

A .
_ 7/\*2 1f/\1750
fz’{ 0 A =0 (43)

where )\, is the second eigenvalue of the covariance matrix of all gradient vectors in the
PCA calculation.

2. Autocorrelation based features

Considering the fact that b; has the principle gradient orientation aligned to the hori-
zontal direction, autocorrelation calculation along the horizontal direction of b; could be
useful to enhance the dominant spatial frequencies and thus suitable for quality feature
extraction. Instead of calculating autocorrelation directly, we do the autocorrelation on the
horizontally-differential vectors d;(r),1 < r < R — 1. The details are as follows:

R-1

acr; = Z . autocorr(d;(r)) (4.4)

where d;(r) = (bi(r,2) — bi(r,1),b;(r,3) — bi(r,2), ..., b;(r,C) — b;(r,C — 1)).
The resultant acr; is the (C' — 1)-dimensional sum-up vector with each row’s autocorre-
lation calculated as follows:

Cc-1
autocorr(d;(r))(j) = Z di(r,c)d;(r,c+ 7) 4.5)

c=1

where (0 < j < C —2), with all (C — 1) amplitudes divided by the highest amplitude of
autocorr(d;(r)). Before feature extraction, low-pass filtering by setting zero the higher half
of DCT-transform frequencies is used to smoothen the autocorrelation resultant vector. We
denote the (C — 1) dimensional vector after the low-pass filtering as ACR;.

80
70+
80|
50+
40t
30+

201

Figure 4.3: ACR; curve (red straight line to fit the peak points)

(3) f3: ACR;’s peak activity rate. From the observations in the experiments, we find the
peaks of the ACR; curve have a stable increasing rate if the sample quality is good enough.
We use the 1-order polynomial (i.e. a straight line) to fit the M detected peak points with
the z-coordinates P (x), P2(x), ..., Pa(x)(M) < C — 1 in the ACR, curve (as seen from Fig-
ure 4.3) and obtain a straight line with slope S and M amplitudes A(P,(z))(n = 1,2,..., M).
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Then the ACR;’s peak activity rate is defined as

X 1 M
fs =37 2y AP (@) (A(Pu(2)) > 0). (4.6)
(4) f4: ACR;’s peak pick-up rate. We denote it as the slope S directly:
fa=58 4.7)

3. Frequency features from the autocorrelation result. This category of features are de-
rived from the frequency characteristics of the FFT coefficients of ACR;, which we denote
as fACR;. Frequency features can be useful to represent the ridge spatial frequency char-
acteristics.

(5) f5: Principle frequency’s dominance rate.

4 x Cf 4 i(n
LD > 110 us)
(C—4) x Q1)
where we denote Q; (1), Qi(2), ..., Q:(C/4) as the first quarter of fACR,’s components sorted
by descending amplitude.
(6) f6: Principle frequency’s prominence rate.

S FACR(L+n)— 5 FACR/(L +n)
n=—X n=—H

fo=

2(X — H) x Bi(1) *9)
where L is the principle frequency’s index in the vector fACR;, 0 < H < X < C. And
L — X > 0, otherwise fs = 0.

4. Local features

Besides the above global features, which involve all pixels in a block for calculation,
we may use some local features for quality assessment as well. The standard fingerprint
minutiae feature [99] can be exploited for this purpose.

f7: Number of minutiae detected from an image block. This feature could be useful to
distinguish those real fingerprint ridge areas from those high frequency noise background,
assuming a real fingerprint ridge block contains only limited number of minutiae.

4.2.2.3 Feature dynamic range normalization

All the 7 features f;(i = 1,2, ...,7) are normalized in their dynamic range by Z-score before

being fed to the SVM:
+_ fi— E(f) 410

where E(f;) and o(f;) are the expectation and standard deviation values of the feature f;.

4.3 Experimental design and results

4.3.1 Experimental set up

We selected three mobile phones - iPhone 4, Samsung Galaxy S, and Nokia N8 - to capture
fingerprint samples from 100 different fingers from 25 subjects. Three typical scenarios are
defined: in-door scenario in a good illumination but with a challenging desk textural sur-
face (as seen in Figure 4.1 and Figure 4.4a), darkness scenario with illumination only from
the smartphone’s flash (as seen in Figure 4.4b), and the out-door scenario with complicate
background (as seen in Figure 4.4c). All three phones were used to capture three samples
for each finger in the in-door and the out-door scenarios, but only Nokia N8 was used in
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i -
r3 B —
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(a) In-door (b) Darkness (c) Out-door

Figure 4.4: Fingerprint samples under different scenarios.

Table 4.1: EER value of different cameras using Verifinger 6.0 for template generation and
comparisons.

Computing scenario All' Nokia iPhone Samsung
Numb?r of reference 73 63 31 23
images
Numjber of probe 351 193 m m
images
EER 16.9% 4.3% 2.39% 5.37%

the darkness scenario (the other two failed to take picture in the darkness). In total, there
are 2100 fingerprint images captured in the experiment.

In order to generate the normalized comparison scores defined by NIST to measure the
sample quality [75] as a ground truth for sample quality (which is however not suitable
for quality prediction because its calculation involves all the samples offline), cropping
the foreground (finger area) from the raw images has been conducted first to obtain the
ground-truth comparison performance of the data set. There are 424 samples from 73 fin-
gers that can successfully generate templates by NeuroTechnology VeriFinger 6.0, and for
each finger we captured 2 samples in order to compute comparison score. Equal Error Rates
(EERs) are computed across all of the cameras and intra-cameras respectively as shown in
Table 4.1. Since some of fingers have only one sample for a specific cell phone’s camera, the
sum of 63+31+23+193+44+44 is less than the sample number 424 in Table 4.1. These EERs
indicate it’s feasible to implement fingerprint recognition on mobile phone. All of our ex-
periments are based on these 424 samples. Our quality assessment approach addresses the
full images captured from cameras. The samples generated by Samsung Galaxy S camera
have been enlarged 1.5 times before quality assessment to achieve largely the same resolu-
tion as the samples from the other two. The parameters used in our experiments were set
as: R=C=80,H=2X =4

For the fingerprint minutiae feature, NIST’s NBIS function mindtct [25] is used to detect
minutiae in an image block, in light of the fact that NeuroTechnology VeriFinger 6.0 failed
to extract minutiae on the vast majority of training blocks in our experiment, probably due
to its own functionality of sample quality checking while doing minutiae detection.

4.3.2 Quality prediction performance

We analyze the correlation between the normalized comparison score ¢; and the proposed
quality score ¢; for each sample z;. Comparison scores are produced by NeuroTechnol-
ogy VeriFinger 6.0 comparator and we use the samples with maximum sum of intra-finger
sample comparison scores as references for enrolment in recognition performance testing.
In order to include these reference samples into the correlation calculation, we assign the
largest comparison score found in the calculation to all the reference samples. After calcu-
lating the normalized comparison score ¢; as a ground-truth quality indicator (due to its
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Table 4.2: Spearman’s rank correlation coefficient p of block features with the block quality
decision.

Features 1st 271d 37“(1 4t,h, 5th 6th 7t,h,
p 005 01 03 030 028 036 0.06

representation of error rates) for each sample, we can use it to calibrate the quality predict-
ing performance of the proposed quality features.

At last, the 424 pairs (c;, ¢;) are obtained. We quantize the quality scores into 8 bins and
calculate the average value of the normalized comparison scores in each quality score bin,
as shown in Figure 4.5. The graph shows good correlation between the quality score (thus
the proposed quality metrics) and the normalized comparison scores.
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Figure 4.5: Normalized comparison scores in 8 quality bins.

4.3.2.1 Spearman’s rank correlation coefficient

Spearman’s rank correlation coefficient p(—1 < p < 1) can measure how well two variables
correlate, i.e., in our case how well our propose quality metric correlates to the observed
biometric performance (i.e. utility of the sample). It is computed as 0.5346 on the 424 pairs
(¢i, ¢;) we tested, which demonstrates our approach’s effectiveness to distinguish the high-
quality fingerprint samples from the poor quality or background ones. We also computed
this coefficient between each feature and the block quality decision, given in Table 4.2.

4.3.3 False detection statistics

Since the desk’s texture in the in-door scenario looks similar to fingerprint ridges in our
experiments, there are still some samples that cause a false detection (background blocks
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Table 4.3: EER under different levels of quality score

Low  Medium High
EER 21.95% 9.44% 3.86%

qualified). Especially, the number of falsely qualified blocks is 278 without using the feature
f7 which is the count of the minutiae in a block. This number can be reduced to 187 using
the feature f7, and it in total accounts for only 2.7% of all 6874 qualified blocks from these
424 samples.

4.3.4 Equal-Error-Rate (EER) under different levels of quality score

We divided the 424 samples into 3 groups by quality score assigned to each sample: low
quality group (0-10), medium quality group (10-20) and high quality group (>20). We
select the sample with maximum quality score as the reference sample for each finger. The
EERs for the three groups are shown in Table 4.3. The results shows that the EER decreases
significantly when the quality score increases. This is a further proof that our approach is
useful in identifying high-quality samples to achieve better recognition performance.

4.4 Conclusion

A effective approach is proposed in this paper to predict the quality of samples captured
by the smartphones’ cameras under uncontrolled real-life scenarios. Experimental results
demonstrated the approach’s accuracy in assessing the quality of such samples which are
considered challenging by traditional fingerprint quality assessment methods.
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Chapter 5

Quality Assessment for Fingerprints Collected
by Smartphone Cameras

Abstract

We propose an approach to assess the quality of fingerprint samples captured by
smartphone cameras under real-life scenarios. Our approach extracts a set of quality
features for image blocks. Without needing segmentation, the approach determines a
sample’s quality by checking all image blocks divided from the sample and for each
block a trained support vector machine gives a binary indication - “high-quality” or
“non-high-quality” (including the low quality case and the background block case). A
quality score is then generated for the whole sample. Experiments show this approach
performs well in identifying the high quality blocks - the Spearman correlation coeffi-
cient between the proposed quality scores and samples’ normalized comparison scores
(ground truth) reaches 0.53 while the rate of false detection (background blocks judged
as high-quality ones) is still low as 4.63 percent over a challenging dataset collected un-
der various real-life scenarios.

5.1 Introduction

Fingerprint recognition has been widely used in industry and forensic area. It is quite
common to select the dedicated sensors to acquire biometric samples in a controlled envi-
ronment compliant to existing standards [97, 100]. However, smartphones are being found
in almost everyone’s pocket nowadays and normally embedded with a 5-mega-pixels (or
above) camera, it becomes feasible to use these general-purposed cameras for capturing
fingerprint samples. Previous research [73, 160, 218, 186] has shown that it is feasible to
implement the fingerprint recognition functionality using smartphones’ cameras as an al-
ternative to dedicated fingerprint sensors. Compared to the quality of the fingerprint sam-
ples captured under the ideal laboratory environment, the sample quality is quite unstable
while data acquisition takes place under a real-life scenario [133] due to camera motion,
de-focusing, poor illumination and complicated backgrounds. Thus it is essential to assess
the sample quality before implementing practically useful biometrics-enabled applications
on these smartphone cameras.

Several quality assessment methods and mechanisms have been proposed in the liter-
ature, such as [74, 93, 98], but they are designed for samples generated by the dedicated
fingerprint sensors. There are two fingerprint samples shown in Figure 5.1 which are con-
sidered as high quality (‘score 1" by NIST Fingerprint Image Quality (NFIQ) [74]) but with
a lot of spurious minutiae detected on the background. These methods are not designed to
cope with fingerprint samples captured by smartphone cameras [218] with so complicated
environments requiring accurate segmentation and noise (variance in lighting and color)
suppression of the foreground (finger area). Consequently, their simple pre-processing
mechanisms (e.g., the quality map used in NFIQ to identify foreground blocks) which were
accustomed to contact-based fingerprint patterns are not capable towards such contactless-
based samples any more.

We propose a segmentation-free approach in this paper to assess the quality of finger-
print samples captured by the smartphones’ cameras under real-life scenarios. A critical
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5. QUALITY ASSESSMENT FOR FINGERPRINTS COLLECTED BY SMARTPHONE CAMERAS

*
P X x
x
x
e ST ot st £8 X
ORI o >o:< 2 x X

X

(b) by VeriFinger 6.0

Figure 5.1: High quality samples detected by NFIQ (score 1) with red cross indicating the
detected minutae.

challenge during taking photo under real-life scenarios is the unpredictable background
which may cause false detection of the finger area. Instead of using pixel-level foreground
(finger area) segmentation, which could be both inaccurate and high in computational com-
plexity for a mobile device, the approach checks each image block’s quality status - high
quality or non-high quality (i.e., the low quality and the background cases) - and com-
bines all blocks” quality decisions to produce the final quality score for the sample. This
quality score can be adopted to predict the sample’s utility in terms of recognition perfor-
mance, and then the camera can decide either to store the samples (if the quality score is
large enough) or to automatically adjust the camera settings (such as the focusing distance
or flash) for the next sample capture. The remaining sections are organized as follows:
Section 5.2 presents the proposed approach; Section 5.3 shows experimental results; and
Section 5.4 concludes this paper.

5.2 The proposed approach

5.2.1 Processes of the proposed approach

A conventional quality assessment usually include two steps: fingerprint area segmenta-
tion and quality prediction of the fingerprint area. Instead, we propose a one-step quality
assessment approach which will not differentiate the foreground (fingerprint area) from
the background in view of the computational efficiency and low-memory consumption re-
quirement to mobile phones.

Figure 5.2 illustrates the processes of the proposed approach which uses support vector
machine (SVM) to generate a quality binary decision d; (1 = high quality; 0 = non-high
quality) for each block b;(i = 1,2, ...,n) divided from a sample image I. The SVM classifier
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Figure 5.2: Processes of the proposed approach.

is trained from a ground truth data set composed of high-quality block features with label
one and non-high-quality block features with label zero to obtain a binary classifier. During
quality assessment, we use the trained classifier to predict if each input block b; divided
from sample image I should be classified as high-quality or not. A global quality score
Sr is generated to indicate the whole fingerprint sample’s quality by counting the number
of blocks labelled as high quality. To make this quality indicator more accurate, sample
images can be resized to offset the variance in the finger-to-camera distance, as we did in
Section 5.3.1.2.

5.2.2 Proposed quality features
5.2.2.1 Image block alignment in ridge orientation

A sample image is divided into non-overlapping blocks by (i = 1,2, ..., N) sized R x C in
pixel (R and C = 2* k = 1,2,3,...) on which the quality features are computed. Before
computing the features, the image blocks are aligned according to their ridge orientation
using the PCA based gradient orientation estimation method [45]. That is, inside each block
b neighbouring pixels’ differences d, and dj, (in both vertical and horizontal directions
respectively) are obtained to form a gradient vector with orientation tan=1(d,/dy). Then
the principal component analysis 6; is calculated by exploiting PCA to find the principal
one among all orientations of the (R — 1) x (C — 1) calculated gradient vectors. Now by
clock-wise rotating the v/2(R — 1) x v/2(C — 1) size area concentric to b) by angle ; we can
crop a block b; sized R x C concentric to b}. In this way we assume b; has the maximum
gradient value in the horizontal direction.
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5.2.2.2 Quality features for block quality assessment

We propose 12 quality features f;(i = 1,2,...,12) in three categories to assess an image
block’s quality: (1) pixel based features; (2) autocorrelation based features; and (3) fre-
quency features from autocorrelation result. And the details are as follows.

1. Pixel based features

(1) f1: Exposure (a block’s gray level). Denote the average pixel value of b;,

ﬁ:RicZiif;MM> (5.1)

where b;(r, ¢) is the pixel value at the r-th row and c¢-th column inside the block b;.

(2) fo: Significance of the principal component analysis. We represent it using the first
eigenvalue \; of the covariance matrix of all gradient vectors in the PCA calculation.

(3) f3: Certainty of the block principal gradient orientation. We use a modified defini-
tion of ocl (orientation certainty level) in [104] as follows:

)\ .
1= M AO
fs {0 e 52)

where ), is the second eigenvalue of the covariance matrix of all gradient vectors in the
PCA calculation.

2. Autocorrelation based features

Considering the fact that b; has the principal gradient orientation aligned to the hori-
zontal direction, autocorrelation calculation along the horizontal direction of b; could be
useful to enhance the dominant spatial frequencies and thus the autocorrelation result can
be used for quality feature extraction. Instead of calculating autocorrelation directly, we do
the autocorrelation on the horizontally-differential vectors d;(r), 1 < r < R— 1. The details
are as follows:

R-1
acri = autocorr(di(r)) (53)

where d;(r) = (b;(r,2) — b;(r,1),b;(r,3) — bi(r,2), ..., b;i(r, C) — b;(r,C — 1)).
The resultant acr; is the (C' — 1)-dimensional sum-up vector with each row’s autocorre-
lation calculated as follows:

c-1
autocorr(d;(r))(j) = Z d;(r,c)d;i(r,c+ 7) (5.4)

c=1

where (0 < j < C — 2), with all (C — 1) amplitudes divided by the highest amplitude
of autocorr(d;(r)). Before the follow-up feature extraction, low-pass filtering by setting
zero the higher half of DCT-transform frequencies is used to smoothen the autocorrelation
resultant vector. We denote the final (C' — 1) dimensional vector as ACR;.

(4) fa: ACR,’s peak active rate. From the observations in the experiments, we find the
peaks of the ACR; curve have a stable increasing rate if the sample quality is good enough.
We use the 1-order polynomial (a straight line) to fit the M detected peak points with the
x-coordinates P (z), P> (), ..., Py (2)(M) < C — 1 in the ACR; curve (shown in Figure 5.3)
and obtain a straight line with slope S on which M amplitudes A(P,(z))(n = 1,2, ..., M)
can be found. Then the ACR;’s peak active rate is defined as

1 M

Ji= 57 20 AP @)(A(P(x)) > 0). (5.5)
(5) f5: ACR;’s peak pick-up rate. We denote it as the slope S directly:
fs==58 (5.6)

46



5.2 THE PROPOSED APPROACH

Figure 5.3: ACR; curve, C=80 (the straight line is the linear best fit of the M/ peak points).

(6) fo: ACR;’s peak variance rate. We use this rate to represent the degree the A/ ampli-
tudes A(z) on the fitted line diverge from the actual M peak amplitudes P, (y), P2(y), ..., Par(y)

fs = UP/DOWN. (5.7)

where, UP = (52 -, [Pa(y) — A(P, (@)

DOWN = (max(A(P,(z))) — min(A(P,(x)))).

(7) fz: ACR;’s peak drop rate. We use this rate to represent the degree of the amplitude
drop AD; = Pj11(y) — Pi(y)(j = 1,2,..., M — 1) of one peak compared to its previous
counterpart. From the observation in the experiments, large drops in amplitude seldom
happen to high quality blocks.

fr=UP/DOWN (5.8)

where, UP =1— (Y117" |[AD;(AD; < 0)|/(M — 1))

DOWN = (maz(A(P,(x))) — min(A(P,(z)))).

3. Frequency features from the autocorrelation result

This category of features is derived from the frequency characteristics of the FFT coeffi-
cients of ACR;, which we denote as fACR,; Frequency features are useful to represent the
ridge spatial frequency characteristics.

(8) fs: Principal frequency’s amplitude:

fs = maz(abs(fACR;)) (5.9)

(9) fo: Principal frequency’s index in vector fACR;.
(10) f10: Principal frequency’s dominance rate.

4 x ng i(n)
o= am 10
where we denote Q; (1), Qi(2), ..., Q:(C/4) as the first quarter of fACR,;’s components sorted
by descending amplitude.
(11) f11: Principal frequency’s prominence rate — close neighbours.

o (i FACR,(L +n)) — fACR,(L)
e 2H x fACR;(L)

(5.11)
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where L is denoted as the feature fy that is the principal frequency’s index in the vector
fACR;. We consider 2H neighbours around the principal frequency.
(12) fi2: Principal frequency’s prominence rate — second close neighbours:

i FACR;(L +n) — i FACR;(L + n)
ne=_H

iz = 2(X — H) x fACR;(L) (5:12)

where L is the principal frequency’s index in the vector fACR;, 0 < H < X < C. And
L — X > 0, otherwise fi2 = 0.

5.2.2.3 Feature dynamic range normalization

All the 12 features f;(i = 1,2, ..., 12) are z-score normalized prior to being used by the SVM

* fi — E(f)
fi=t (5.13)

where E/(e) and o(e) are expectation and standard deviation values of the feature f;.

5.3 Experimental design and results

Good sample quality can be represented by its high normalized comparison scores [74]. We
evaluate in this section how well the normalized comparison score, as the ground truth,
and the quality score generated from the proposed approach correlate. Spearman’s rank
correlation coefficient [153] is computed between the two for each sample.

5.3.1 Experimental setup
5.3.1.1 Data collection and experimental settings

Three smart phones - iPhone 4, Samsung Galaxy S, and Nokia N8 - were selected to capture
fingerprint samples from 100 different fingers of 25 groups (corresponding to 25 subjects)
of right index finger, right middle finger, left index finger and left middle finger. Table 5.1
lists the specification of selected mobile phone cameras. Three scenarios are tested: in-
door scenario with good illumination but challenging background with similar color and
texture as fingers (shown in Figure 5.1); dark scenario with illumination only from the
smartphone automatic flash; outdoor scenario with complex background such as build-
ings, lawns, lakes and trees. Figure 5.4 shows the finger examples generated in the three
scenarios respectively. We used each phone to capture three samples for each finger in the
first and third scenarios, but only Nokia N8 in the second scenario (the other two failed to
take photos in darkness). In total, there are 2100 fingerprint samples captured. For quality
assessment, the parameters used in our experiments were set as: R = C = 80, H = 2,
X = 4 (refer to Section 2.2). 100 high-quality blocks and 200 non-high-quality ones (vi-
sually judged as ground truth) with size R x C' were randomly cropped from samples for
SVM training.

5.3.1.2 Sample pre-processing

Although our proposed approach does not need to segment the foreground (finger area) for
quality assessment, in practice for recognition purpose pre-processing are usually needed
over the samples directly output from the cameras. Such pre-processing steps could in-
clude (1) segmentation of the fingerprint area; (2) sample resizing (to offset the distance
variance of fingers from the camera); and (3) fingerprint area enhancement. Instead of per-
forming such pre-processing steps for quality assessment, we need to do them in this paper
to calculate the normalized comparison score [74] of each sample to obtain the ground truth
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Table 5.1: Specification of the 3 smartphones’ cameras.

Mobile phone  Nokia N8 iPhone 4 ?msung
alaxy S
Mega pixel 12.0 5.0 5.0
Resolution 1536x1936  2592x1936  1600x960
Auto-focus Yes Yes Yes
Image format JPEG JPEG JPEG
ISO control automatic  automatic automatic
Flash source Xenon LED no flash
Flash setting  automatic =~ automatic no flash
Aperture £/2.8 /2.8 f/2.6
Sensor size 1/1.83” 1/3.2” 1/3.6”

Figure 5.4: Fingerprint samples under 3 different scenarios: (a) In-door, (b) Dark(auto flash)
and (c) Out-door.

of the sample’s quality. We tested two types of pre-processed samples in our experiments
as follows.

Pre-processing Type 1. Segmentation only, in which only manually segmentation is
performed to crop the foreground, without applying sample resizing and enhancement.
This type provides the baseline condition for normalized comparison score calculation.

Pre-processing Type 2. Manual segmentation of the foreground, foreground resizing,
and foreground enhancement. Resizing is realized by the following steps: (1) fitting the
finger-tip shape as a half-circle, detect this finger-tip circle using Hough transform over the
boundary of the foreground; (2) align the radius of the detected finger-tip half-circle to a
fixed value (20 pixels in our experiments); and (3) resize the whole cropped sample accord-
ing to the new aligned radius value. In this way, all the resized samples contain finger-tips
with almost the same radius value. After the resizing, the fingerprint enhancement im-
plementation from [9] is applied to generate ridge orientation and frequency enhanced
images.

Note that for both types, segmentation is done in a manual way which is necessary
because the segmented foreground is deemed as ground truth for normalized compari-
son score calculation. At the recognition phase, segmentation algorithm such as the pre-
processing in [186] can be applied to realize segmentation in real time. How to improve the
pre-processing steps is out of the scope of this paper.

Also note that all the pre-processing steps mentioned above are only for recognition
performance and normalized comparison scores calculation and they are not at all used
by our proposed quality assessment approach. In this paper, all the quality scores are
generated from the full size original samples with full backgrounds. We assume such a pre-
processing-free quality estimation step is desirable for smartphones in terms of efficiency
and power saving, considering the accurate segmentation and enhancement of foreground
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Table 5.2: EER value of intra-cameras using VeriFinger 6.0 based on 424 templates from
original cropped samples.

Camera type Nokia iPhone Samsung

Numbgr of reference 63 31 23
images

Numper of probe 193 44 m
images

Number of imposter 11929 1239 968
scores

EER 4.3% 2.3% 5.3%

Table 5.3: EER value of intra-scenario using VeriFinger 6.0 based on 424 templates from
original cropped samples.

Computing scenario  Indoor Darkness Outdoor
Number of reference

. 50 53 26
images
Number of probe 117 97 55
images
Number of imposter 5068 4378 1008
scores
EER 19.6%  0.01% 1.8%

shall involve high computational complexity.

5.3.1.3 Accuracy performance evaluation

To evaluate the recognition accuracy performance we generate two datasets called ‘original
cropped samples’ and ‘enhanced cropped samples’ corresponding to the Type 1 and Type
2 processed data in Section 5.3.1.2.

We used two software - NIST MINDTCT and the NeuroTechnology VeriFinger 6.0 to
generate the templates from original cropped samples and enhanced cropped samples. By
NIST MINDTCT there are 2100 templates generated as expected. By VeriFinger 6.0 there
are only 424 templates belonging to 73 fingers generated from the original cropped samples
and 906 templates belonging to 97 fingers generated from the enhanced cropped samples
due to the sample quality checking functionality inherent in the software. We see by sample
enhancement the number of samples that can generate templates by VeriFinger 6.0 doubles
(from 424 to 906). We give in Table 5.2 and Table 5.3 an example of accuracy performance
using VeriFinger 6.0 over the 424 templates from the original cropped samples. Note that
in both tables the sums of references and probes are less than 424 - this is because some
fingers have only one sample for a specific camera or scenario and thus not selected for
performance calculation.

5.3.2 Distribution of the quality scores

Figure 5.5(a) gives the distribution of the quality scores of all 2100 samples, with the min-
imum score 0 and the maximum score 47. As a reference to the performance examples in
Table 5.2 and Table 5.3, the distribution of the quality scores of the 424 samples from which

50



5.3 EXPERIMENTAL DESIGN AND RESULTS

templates can be generated by VeriFinger 6.0 is depicted in Figure 5.5(b). We can observe
some correlation between the proposed quality scores and the binary quality decision made
by VeriFinger 6.0 (i.e., most of the samples that generate templates have the quality score
larger than 4).

5.3.3 Evaluation of the proposed quality assessment approach

In this section we analyse the correlation between the normalized comparison score ¢; and
the quality score ¢; generated by our approach for each sample x;. The normalized com-
parison score is defined as follows according to the NIST definition [74].

N Sm(23) — E[Sn(lﬂ)]
o(x;) = T oGn@n) (5.14)

where E[-] is mathematical expectation, and o(-) is standard deviation, s,,(x;) is the gen-
uine comparison score generated by comparing the samples from the same finger and
sp(xj;) are the imposter scores of sample z; generated by comparing the samples from
different fingers, Vj, i # j.

As we mentioned in the section 5.3.1.3, there are two types of datasets (original cropped
samples and enhanced cropped samples) that are used to generate the normalized compar-
ison scores. The comparison scores sp,(x;) and s,(z;;) are produced by both NIST BO-
ZORTH3 and NeuroTechnology VeriFinger 6.0 comparator. In the VeriFinger 6.0 case, we
assign the comparison score 0 to those samples that cannot successfully generate templates.
We use the samples with maximum value of intra-finger sample comparison scores as refer-
ences for enrolment in recognition performance testing. In order to include these reference
samples into the correlation calculation, we assign the largest comparison score found in
the testing to the corresponding reference sample during normalized comparison score cal-
culation. At last, we obtain a group of score pairs (¢;, ¢;),i = 1,2, ...,2100. To illustrate the
correlation of the two types of scores, we can quantize the quality scores ¢; into 10 bins and
calculate the average value of the normalized comparison scores c¢; in each quality score
bin. An example of such correlation is shown in Figure 5.6 where the comparison scores
are generated by VeriFinger 6.0 from the two datasets (original and enhanced cropped sam-
ples). The graphs indicate very high correlation between the two types of scores.

We compute the Spearman’s rank correlation coefficient p as a quantitative method to
analyze how well two variables ¢; and ¢; correlate. The results are given in Table 5.4 with
different experimental settings for generating the normalized comparison scores (note that
for generating the proposed quality scores we use the same 2100 full size original samples
with full background for all settings). The results show that the proposed quality metrics
are accurate to assess the samples’ quality in all settings assuming the normalized compar-
ison score for each sample as the ground truth of sample quality. The NFIQ related results
in Table 5.4 provide a reference to demonstrating the effectiveness and advantage of the
proposed quality assessment approach.

Generally speaking, the quality of samples that can successfully produce template via
NeuroTechnology VeriFinger 6.0 extractor should be better than that of those samples that
fail to generate the templates. If we assign a score 1 to those samples with template gen-
erated and a score 0 to those without, a pair of (¢;, ¢;) can be constructed where t; equals 0
or 1. The Spearman’s rank correlation coefficients for these 2100 pairs (;, ¢;) are shown in
Table 5.5, which also indicates a high correlation.

5.3.4 The false detection case

In our experiments, there are a few samples with false detection (background blocks la-
belled as high-quality ones) mostly in the in-door scenario of the challenging background
- the office desk surface (seen in Figure 5.1 and Figure 5.4a) - has the texture and the color
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Figure 5.5: Quality scores distribution: (a) 2100 samples and (b) 424 samples that can suc-
cessfully generate minutiae templates by VeriFinger 6.0 extractor.
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Table 5.4: Spearman’s rank correlation coefficients p under different experimental settings
using the normalized comparison scores as ground truth for quality (for quality score gen-
erating full size original samples with full background are used for all settings).

Experimental settings using normalized comparison

scores as ground truth p
424 Original cropped samples using NeuroTechnology 0.59
VeriFinger 6.0 comparator '
906 Enhanced cropped samples using NeuroTechnology 042

VeriFinger 6.0 comparator
2100 Original cropped samples (424 template-generated
samples + 1676 samples with manually set normalized 0.47
comparison score zero) using VeriFinger 6.0 comparator
2100 Enhanced cropped samples (906 template-generated

samples + 1194 samples with manually set normalized 0.53
comparison score zero) using VeriFinger 6.0 comparator

2100 Original cropped samples using BOZORTH3 0.20

2100 Enhanced cropped samples using BOZORTH3 0.49

2100 NFIQ on original full samples -0.06

2100 NFIQ on original cropped samples 0.07

Table 5.5: Spearman’s rank correlation coefficients p under two experimental settings using
VeriFinger 6.0 sample quality checking binary decision as ground truth for quality (for
quality score generating full size original samples with full background are used for all
settings).

Experimental settings using VeriFinger 6.0’s template
generation decision as ground truth
Original cropped samples 0.45
Enhanced cropped samples 0.57

Table 5.6: Rate of false detection (background blocks identified as high-quality ones).

False detected Total detect high quality

blocks blocks Rate
424 samples 112 6312 1.77%
906 samples 258 8369 3.08%
2100 samples 471 10155 4.63%

looking similar to finger areas. The total number of false detected high-quality blocks is 471
blocks accounting for 4.63% of all 10155 high quality blocks on these 2100 samples, listed
in Table 5.6.
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Table 5.7: Spearman’s rank correlation coefficient p between individual block features and
the block quality decision.

Features 15t 2nd  3rd  4th
p 0.05 0.04 0.08 0.30
Features 5% 6" 7R g
p 0.30 026 0.27 0.27
Feature 9% 10" 117" 12%%
p 0.14 0.27 0.26 0.35

Table 5.8: EER under different levels of quality score from the 2100 samples using NIST
BOZORTHS.

Type Groupl  Group2  Group3
Quality score 0-3 4-11 12-47
Samples number 1401 376 323
EERfromoriginal g o, 466%  45.2%
images
EER from enhanced 49 o, 35.0% 24.1%
images

5.3.5 Correlation between individual features and the block quality decision

We also evaluated the correlation between each of 12 block features and the binary quality
decision for each block by computing Spearman’s rank correlation coefficient. Table 5.7
shows the correlation coefficient for each feature.

5.3.6 Purpose verification of quality assessment: EER under different levels of
quality scores

Recall that the purpose of sample quality assessment is to select high quality samples for
recognition use. To verify if this purpose is achieved by the proposed approach or not,
we calculate EERs under three levels of quality scores using NIST BOZORTH3 and Neu-
roTechnology VeriFinger 6.0 on different datasets. The sample with maximum quality score
is always selected as the reference sample for each finger in all experiments. There are four
types of combinations to compute EERs as follows:

(1). We divide the 2100 original cropped samples into 3 groups in terms of quality
score: Group 1 with quality score 0-3 (more than 50% samples are with low quality), Group
2 with quality score 4-11, and Group 3 with quality score larger than 11. NIST MINDTCT
and BOZORTHS are used to extract and compare the templates. The experimental results
are shown at the row “EER from original samples” in Table 5.8.

(2). Using the same settings as (1) but on 2100 cropped enhanced samples. The experi-
mental results are shown at the row “EER from enhanced samples” in Table 5.8.

(3). We only used the 424 original cropped samples with templates generated by Neu-
roTechnology VeriFinger 6.0. And the three groups are [0—9], [10 —19], [20, 47]. NeuroTech-
nology VeriFinger 6.0 is used to generate the comparison scores. The results are shown in
Table 5.9.

(4). We only use 906 enhanced cropped samples with templates generated by Neu-
roTechnology VeriFinger 6.0. And the three groups are [0 — 3], [4 — 14], [15, 47]. NeuroTech-
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Table 5.9: EER under different levels of quality score from 424 original samples using Ver-
iFinger 6.0.

Type Groupl  Group2  Group3
Quality score 0-9 10-19 20-47
Samples number 147 136 141
Number of genuine 90 74 90
scores
Number of imposter 3757 2746 3266
scores
EER 22.2% 12.8% 3.9%

Table 5.10: EER under different levels of quality score from 906 enhanced samples using
VeriFinger 6.0.

Type Groupl  Group2  Group3
Quality score 0-3 4-14 15-47
Samples number 362 324 220
Number of genuine 275 242 147
scores
Number of imposter 19187 16027 8968
scores
EER 35.3% 22.5% 2.7%

nology VeriFinger 6.0 is used to generate the comparison scores. The results are shown in
Table 5.10.

Note that in Table 5.8 - 5.10 we try to group the samples in even distribution of sam-
ple amount. We observe that EERs are significantly reduced along the increase of sample
quality except the case NIST BOZORTHS3 operating on original samples which is however
not very likely to be adopted for practical use. The experimental results demonstrate the
effectiveness of our proposed quality assessment approach in predicting the quality of fin-
gerprint samples generated by smartphone cameras. Note that for Group 1 and 2, the EERs
in Table 5.10 is higher than those in Table 5.9, which could be due to the fact that sample
enhancement increases the number of samples that can generate templates but decreases
the average sample quality in the meanwhile.

5.4 Conclusion and future work

This paper proposes an effective fingerprint sample quality assessment approach for the
samples captured by the smartphone cameras using a set of block based quality features.
Our approach is pre-processing-free (without needing segmentation and enhancement)
and block-based (memory saving and parallelizable in computation) thus potentially ef-
ficient in computation on mobile devices. The correlation between the quality score gen-
erated by the proposed approach and the normalized comparison score (as ground truth
of quality) of each sample has been evaluated by computing Spearman’s rank correlation
coefficient of the two scores. Experimental results demonstrate that the proposed quality
assessment approach is capable of identifying the high-quality fingerprint area from both
those low-quality ones and those complicated background ones and thus capable of pre-
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dicting the sample quality. Our future work will focus on reducing the false detection rate
and improve the block size normalization across different cameras.
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Chapter 6

Qualifying Fingerprint Samples Captured by
Smartphone Cameras in Real-Life Scenarios

Abstract

While biometrics has been extensively adopted by industry and governments for
identification and forensics purposes relying on dedicated biometric sensors and sys-
tems, the consumer market driven by innovations in consumer electronics (smartphones,
tablets, etc.) is believed to be the next sector that biometric technologies can find wider
applications. Compared to dedicated biometric sensors, the sensors embedded in such
general-purposed devices may suffer from sample quality instability, which has signifi-
cant impact on biometric performance. The concern on sample quality may jeopardize
the market confidence in consumer devices for biometric applications. In this paper, we
propose an approach to assessing the quality of fingerprint samples captured by smart-
phone cameras under real-life uncontrolled environments. Our approach consists of a
sample processing pipeline during which a sample is divided into blocks and a set of
local quality features are extracted from each block, including 3 pixel-based features, 4
autocorrelation based features, and 5 frequency features from the autocorrelation result.
Afterwards, a global sample quality score is calculated by fusing all image blocks” quali-
fication status. Thanks to the extracted features’ capability in discriminating high-quality
foreground (fingerprint area) blocks from low-quality foreground ones and background
ones, the proposed approach does not require foreground segmentation in advance and
thus we call it a one-stop-shop approach. Experiments compare the proposed approach
with NFIQ and the proposed pipeline using standardized quality features, and demon-
strate our approach’s better performance in qualifying smartphone-camera fingerprint
samples.

6.1 Introduction

Biometrics [106] has been widely adopted for identification purpose (to verify or to search
for the identity of an individual) and forensics purpose (to collect and compare biometric
traits as legal evidence). As the most widely-adopted (e.g., by ICAO [94] for ePassport)
biometric modality for governmental and industrial applications, fingerprint recognition
has been standardized by ISO [100] and nowadays deployed in many identity manage-
ment solutions. While fingerprint has been extensively used and enabled by dedicated
biometric sensors and systems, the consumer market driven by innovations in consumer-
oriented mobile devices (smartphone, tablet, smart-watch, Google Glass, etc.) in recent
years is opening an even wider market for fingerprint technologies enabled by such gen-
eral purposed mobile devices. These general-purposed mobile devices, when adopted for
different biometric applications, e.g., device access control [186] [17], remote identity au-
thentication [20] [8], or simply a biometric reader, may have advantages in portability,
costs, state-of-the-art sensor integration, multi-functional integration, interface compati-
bility, convenience to use, and even privacy for personal use both technically and psycho-
logically, since the device as a biometric reader is always under the owner’s control. These
integrated general purposed sensors (camera, microphone, accelerometer, etc.) show po-
tential to be exploited as biometric sensors. However, the sample quality, which has sig-
nificant impact on biometric performance [187], rendered by such embedded or plug-in
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segmenfation, feature extraction,
comparison, and decision)

Figure 6.1: A general process of biometric sample quality control (P: probe; I: captured
sample; S: quality score)

sensors (e.g., the fingerprint samples captured by a smartphone built-in camera in an un-
controlled environment) is usually less stable compared to the case using dedicated bio-
metric sensors. This concern on sample quality may jeopardize the market confidence in
such general-purposed mobile devices, especially those popular consumer electronics, for
biometric use.

To ensure that a biometric system is operated with high accuracy performance (i.e.,
low error rates), sample must be carefully controlled in quality during the capturing phase.
Figure 6.1 gives a generic workflow for sample quality control in a biometric system, where
the quality assessment function is the key part to the whole process. Sample quality control
ensures that a captured sample has enough quality for the following recognition process in
the sense that both the F'T A (fail-to-acquire) rate [101] for features generation and the FTE
(fail-to-enroll) rate [101] for reference generation can be minimized as well as biometric
recognition accuracy being maximized. Since the quality control process takes iterations
before logging a qualified sample, a computationally-efficient quality assessment approach
is always desired, especially for mobile devices.

For fingerprint samples, various quality assessment approaches have been studied [187]
[40] [210] [66] [85] [211] and standardized [104] but all these approaches are limited in
scope to samples generated from dedicated fingerprint sensors, i.e., touch-based sensors
or environment-controlled touchless sensors, which generates a fairly clean background
and a high-contrast foreground (i.e., ridge patterns) such as the example in Figure 6.2a.
However, samples captured by a general purposed smartphone camera look so different,
such as the example in Figure 6.2b, that existing sample quality assessment approaches may
not work in this case. This drove us to investigate the feasibility of the existing approaches
on smartphone-camera samples and, or to propose new approaches to address this new
challenge brought by such smartphone cameras.
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(a) Captured by optical sensor L-1 DFR2100

(b) Captured by camera embedded in Sam-
sung Galaxy S

Figure 6.2: Two samples from the same finger (the fingerprint in (a) is cropped for privacy
protection purpose in this example)

To test the quality of smartphone-camera fingerprint samples, we created a database
with samples collected from 3 widely-used smartphones under various real-life scenar-
ios. Both biometric performance testing and sample quality assessment were done on this
database. A new one-stop-shop approach is proposed and compared to some traditional
approaches in sample quality assessment. As a pilot study on this topic, our work de-
scribed in this paper has the following merits:

(1) Areal-life scenario smartphone-camera fingerprint database was established contain-
ing samples in large quality variance, which could be, as far as we know, the first
database of this type in the biometric research society;

(2) A one-stop-shop pipeline was proposed for sample quality assessment without need-
ing computationally-intensive foreground (fingerprint area) segmentation for quality-
challenged (complicate background or ill-illuminated) samples;

(3) Differential-autocorrelative-integration (DAI), an efficient block ridge pattern de-
scriptor, was proposed to extract quality features with high discriminability;

(4) Metrics were suggested for evaluating the performance of sample quality assessment
methods suitable for smartphone-camera fingerprint samples.

Section 6.2 gives background on the fingerprint sample quality assessment, unique
characteristics of smartphone-camera samples, and the challenges to existing fingerprint
quality assessment approaches. Section 6.3 proposes our one-stop-shop pipeline, which
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is designed to cope with the said challenges, tailors some quality metrics used for sam-
ples generated from dedicated sensors, and proposes new quality metrics to better suit the
smartphone-camera fingerprint samples. Section 6.4 introduces the real-life smartphone
camera fingerprint database this paper established and the experimental settings for per-
formance testing of the proposed quality assessment approach. Section 6.5 presents testing
results with comparison to some typical quality features designed for traditional finger-
print samples. Section 6.6 concludes this paper.

6.2 Background information

6.2.1 Fingerprint sample quality: concept and methodology

Biometric sample quality has significant impact on a biometric system’s recognition perfor-
mance [187]. This is because the performance evaluation process involves cross compar-
isons among subjects’ templates, as both probes and references, generated from biometric
samples. Low-quality samples, even few in amount, can play a major role [97] in contribu-
tion to error rates, e.g., the false match rate (F'M R) and the false non-match rate (F N M R).
The purpose of sample quality control, i.e., trying to discern low-quality probe samples, is
indispensable for a biometric system expected to operate in high accuracy.

To define the concept of biometric sample quality in a standard way, the international
standard ISO/IEC 297941:2009 [101] considers it from three different perspectives:

(1) Character, based on the inherent features of the source, e.g. poor character due to
scars in a fingerprint;

(2) Fidelity, reflecting the degree of a sample’s similarity to its source;

(3) Utility, indicating how (positively or negatively) a sample, by its quality status, con-
tributes to the accuracy performance of a biometric system. Obviously the utility has
dependency on both the character and the fidelity of a sample.

For a biometric recognition system, the utility of a sample is of most interest because
it is directly contributing to the recognition accuracy. To describe fingerprint sample qual-
ity, normalized comparison score (Equation 6.1), expressed by NIST was defined in [187],
which we believe can be generalized to all biometric modalities to characterize the utility
of a biometric sample in the recognition accuracy sense expressed by error rates. Suppose
x; is a sample to be assessed in quality, its normalized comparison score ¢(x;) is

N M
C(xl) - 0’(871(5j77))

where FEle] is a mathematical expectation, o[e] is a standard deviation, s,,(z;) is a gen-
uine comparison score generated by comparing the probe z; to its reference originated from
the same finger, and s, (z;;) are the imposter scores of sample z; generated by comparing
the probe z; to the references originated from non-mated fingerprint samples, Vj,i # j.
Characterizing the distinguishability of the genuine comparison score from all imposter
scores obtained from the studied probe sample, the quality metric goes coherently with
the recognition performance in the sense of error rates. However, calculating a normalized
comparison score implies comparisons between a probe and all references in the database.
This process is unrealistic to launch as an online operation due to a high computational
complexity, let alone when a sample is used for enrolment there does not exists any refer-
ence at all. These facts negate the feasibility using the normalized comparison score directly
to assess a sample’s quality. However, the normalized comparison score can be reasonably
deemed as ground truth of the quality of a sample in the sense of utility, and thus pro-
vides a reference to correlation calculations (e.g., Spearman’s rank correlation [187]) with

(6.1)
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any quality metrics that can be operated in an online mode without requiring information
provision from biometric references in the database. Such a recognition performance pre-
dictive approach suitable for online operation is what we call sample quality assessment
approach in this paper.

In the case of fingerprint samples, poor-quality samples generally produce spurious
minutia or lose genuine minutiae. For instance, a sample with partial fingerprint area can
have only a small portion of minutiae recorded and even lose singular points (the core point
and the delta point), which are important global reference points for sample alignment.
For dedicated fingerprint sensors, in addition to partial fingerprint recording, low quality
can be attributed to varying temperature / humidity conditions of the finger skin, low
physical pressure, too less presentation time, incorrect finger positioning angles, etc. Such
low-quality samples should be rejected after the sample quality assessment process, and a
re-capturing action under improved environmental conditions should be initiated.

Clarity of ridges and valleys is a commonly recognized criterion to measure the quality
of a fingerprint sample [66]. Several factors can influence the clarity of ridges and val-
leys, such as the acquisition sensor itself, the capturing environment, skin disease, skin
humidity and specifically for touch-based fingerprint sensors also the pressure [210]. For
example, a wet finger placed on an optical fingerprint sensor or high pressure exerted dur-
ing a capture process will generate a sample image with connected dark area inside which
ridges and valleys are difficult to discriminate. In some scenarios, fingerprint samples can
be captured in a controlled environment compliant to standards [100] [101] [104] [97] to
maximize the sample quality. For example, automatic fingerprint identification systems
(AFIS) are widely deployed for border control and other national and international iden-
tity management purposes, such as the Visa Information System (VIS) in Europe, US-VISIT
/ IDENT system in US, and the Aadhaar project in India. In such scenarios, professional
sensors distinguished from massive performance tests are usually chosen to acquire finger-
print samples under an ideal environment (fair and stable illumination, comfortable indoor
climate, assistance and guidance from attendants, etc.).

There are numerous fingerprint sample quality assessment meth-
ods [187] [40] [210] [66] [85] [211] [181] [159] [157] have been proposed using various
quality features for sample quality assessment. Some of the quality features have been
incorporated into the ISO/IEC:29794-4 technical report [104]. As a holistic approach em-
ploying multiple features (including minutiae) and artificial neural network for fingerprint
sample quality assessment, the NFIQ function [187] [188] was released by NIST in 2004
and widely adopted since. The NFIQ function can label a sample in 5 quality levels among
which level 1 indicates the best quality. Since the year 2011, the NFIQ 2.0 project [24], as an
improved version of NFIQ, has been initialized and is currently under progress. However,
all these methods mentioned above focused on samples captured by traditional sensors
and did not consider the characteristics of smartphone-camera fingerprint samples.

6.2.2 What makes smartphone camera based fingerprint capturing different

In consumer markets, Apple has released iPhone 5s with a fingerprint sensor built into the
phone’s home button [17]. Although such integrated dedicated fingerprint sensors can bet-
ter ensure the sample quality, they incur additional cost and space occupation in a smart-
phone. The cameras embedded in smartphones, however, are promising to provide us an
alternative option to sense fingerprint at almost no hardware cost. Such touchless sensors
can in theory generate samples in higher utility compared to touch-based sensors because
they can capture a larger finger area, which translates to more distinguishable features (e.g.,
more minutiae) [123]. Nowadays a typical smartphone is equipped with a high-resolution
5~20 mega-pixel camera, which enables them to capture fingerprint samples equivalent to
very high DPI (dots per inch). Previous research [186] [73] [160] have shown this possibility.

Compared to the case fingerprints are captured by a general-purposed camera in an
ideal laboratory environment [186] [73] [160], the samples captured in real life scenarios de-
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(a) Failed to focus

(b) Camera far away from the finger

Figure 6.3: Two samples captured by a smartphone camera.

fined in our previous work [218] [133] [132] [217] show quite unstable quality due to camera
motion, de-focusing, unfavored illumination, incorrect finger positioning, and complicated
backgrounds. Figure 6.2 illustrates two fingerprint samples captured from the same finger:
Figure 6.2a is a sample captured by a touch-based optical sensor L-1 DFR2100 and Fig-
ure 6.2b is a sample captured from the same finger by the camera embedded in Samsung
Galaxy S. Figure 6.3 shows two smartphone camera fingerprint samples which are not qual-
ified for the recognition purpose: (a) fails to focus on the finger area; and in (b) the camera
was placed too far resulting in low resolution in the fingerprint area. In both samples, the
ridges and valleys are not able to record and thus impossible for feature extraction required
for recognition. Such samples should be precisely detected by a sample quality assessment
function and then discarded.

Observed from Figure 6.2, we can see the difference between the two types of samples:
samples captured from traditional fingerprint sensors (including those professional touch-
less fingerprint sensors such as TST BiRD [29]) exhibit relatively stable quality character-
ized by clean and homogeneous background, evenly distributed illumination, fair focusing
and positioning, but limited fingerprint area; while samples captured from smartphone
cameras exhibit unstable quality characterized by unpredictable background, sometimes
biased illumination and de-focusing, but in general larger fingerprint area.

As mentioned in Section 6.2.1, there exist many quality assessment approaches for sam-
ples captured like the type in Figure 6.2a. But it is doubtful such methods can be directly
applied to those smartphone camera fingerprint samples like the type in Figure 6.2b, as-
suming that complicate foreground segmentation and illumination adjustment required
by such smartphone-camera samples have never been incorporated into the design of tra-
ditional quality assessment approaches. To verify this assumption, we tested the NFIQ
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(a) Minutiae detected by NIST function MINDTCT

(b) Minutiae detected by VeriFinger 6.0 Extractor

Figure 6.4: Samples with high quality (level 1) labelled by NFIQ: blue cross marking the
detected minutiae

function on some smartphone camera samples and only found that a significant percent-
age of samples labelled with high quality (level 1) are in fact low-quality ones. As minutiae
count and quality information are used in NFIQ, these challenging samples might fool the
NFIQ function with too many spurious minutiae detected from both the background and
foreground. Figure 6.4 illustrates two examples in this case, where 6.4a and 6.4b show
minutiae detection results by the NIST function MINDTCT and the widely-used commer-
cial minutiae detector Neurotechnology VeriFinger 6.0 Extractor [22], indicating both these
two popular minutiae detectors were not good at coping with such smartphone-camera
fingerprint samples. From these observations, we can reasonably infer that simple pre-
processing mechanisms (e.g., the quality map used in NFIQ to identify foreground blocks)
are not capable towards such samples.

6.2.3 One-stop-shop quality assessment

The spurious minutiae detected in the examples in Figure 6.4 is due to lack (or incapa-
bility) of accurate foreground segmentation. An accurate segmentation algorithm usually
requires intensive computation. Such intensive resource consumption could be unsuitable
for the iterative process of quality control shown in Figure 6.1, especially for mobile devices.
In addition, such an accurate segmentation algorithm itself is not easy to achieve dealing
with unpredictable backgrounds. Furthermore, unlike traditional fingerprints, which are
evenly illuminated under a controlled environment, a lot of samples captured by smart-
phone cameras are biasedly illuminated causing shade areas within a finger area, such as
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the typical case in Figure 6.3a. Such shades are easy to detect as foreground but actually
provides no useful information for recognition. Considering all these facts, we envision a
segmentation-free approach that discriminates high-quality fingerprint patterns from those
low-quality ones and the background ones in one operation. We propose in this paper such
a one-stop-shop quality assessment approach for smartphone-camera fingerprint samples
in real-life scenarios. Details are given in Section 6.3.

6.3 Proposed quality metrics

6.3.1 Pipeline of the proposed approach

The proposed one-stop-shop approach, as shown in Figure 6.5, divides a sample image I
into N non-overlapping blocks B;(i = 1,2,...,N), and checks each image block’s qual-
ity status - qualified or non-qualified (including the low-quality case and the background
case) - before fusing all blocks” quality decisions d; to produce the final quality score S;
for the sample. From each block, a 12-dimensional quality feature vector B;(f1, fa2, ... , fi2)
is formed. During enrolment, such quality feature vectors together with their ground-
truth quality labels are used to train a SV M classifier; and during quality assessment, a
probe sample is labelled by the trained SV M classifier as “qualified” or “non-qualified”.
The ground-truth blocks are selected and labelled manually according to their sources, i.e.,
samples with low and high normalized comparison scores. Summation is selected as the
decision fusion rule. In this way, #QB5, the number of “qualified blocks” in a sample can
be output as the quality score S; after being normalized by the number of blocks in the
sample:

St 6.2)

_ #QB
N

During the sample capturing process, the subject can be required to place his/her finger
in an appropriate finger-to-camera distance. A simple rule, used in photography for sharp-
ness evaluation [180], is to evenly divide the whole image into 3 x 3 rectangular regions
and require the foreground (fingerprint area) to approximately cover this central region.
In addition, to offset the variability in digital resolution of different camera settings, we
define the block size in a way that in average around 4~10 ridges can be identified in one
block. Heuristically, the block size (in pixel amount) can be determined against the size of
the central region.

6.3.2 Block orientation alignment

Before feature extraction, all blocks need be aligned in orientation, assuming a high-quality
block contains homogeneously-oriented ridges. If the block size is large (e.g., ridge count
> 10), this assumption may not apply to those extremely-high curvature ridge areas, e.g.,
the core or delta points. Fortunately, such areas normally cover only a small percentage of
an entire fingerprint. Besides, the typical block size of 4~10 ridges limits the inhomogene-
ity in orientation. We tested a subset of blocks from our test database and found only <
4% blocks have challenge in orientation alignment, judged by human eyes, among which
except those inherently high-curvature blocks, most inaccurate orientation alignment have
only distortions of 5~10 degrees.

Suppose an image block B; is sized R x C in pixel (R and C = 2%k = 1,2,3,...).
After low-pass Gaussian filtering to suppress random noises, the Principal Component
Analysis (PC A) based gradient orientation estimation method [46] is used to find a block’s
principal orientation. That is, inside each block neighboring pixels’ differences d, and dj, (in
vertical and horizontal directions respectively) are obtained to form a gradient vector with
orientation tan~!(d,/d). Then the block principal orientation 6; is calculated by PCA
to identify the principal one among all orientations of the (R — 1) x (C' — 1) calculated
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gradient vectors. By clock-wisely rotating the v/2(R — 1) x v/2(C — 1) size area concentric
to B; by angle 6;, we can crop a block B; sized R x C' concentric to B;. In this way we
assume B, has the maximum gradient in the horizontal direction. Note that this block
principal orientation derived from gradients is perpendicular to the principle orientation
of the block ridges.

6.3.3 An efficient ridge pattern descriptor:
Differential-Autocorrelative-Integration (DAI)

After block orientation alignment, quality features can be extracted from the ridge pat-
tern. Assuming that a fingerprint ridge block exhibits a periodic characteristic that can be
approximated by sinusoidal-wave-like ridge and valley repetition, we expect to represent
this periodic characteristic by spatial frequency (called principal frequency in Section 6.3.4)
while suppressing noises in other frequency bands. Driven by this intuition, we propose
the following procedure to describe a block ridge pattern.

Step 1 Differential operation along rows. With low-pass filtering done before orientation
alignment, we consider using differential operation, effecting as high-pass filtering to
capture the ridge-valley variations, on neighboring pixels along each row in the ori-
entation aligned block B;. It is an operation same as we performed on B; to calculate
dj, during orientation alignment;

Step 2 Autocorrelation along rows. Autocorrelation [2], as a commonly-used signal process-
ing method to detect periodic patterns polluted by noises, is used on the (C' — 1) pixel
residues in each row. After the autocorrelation calculation, we keep the former (C'—1)
dimensions and remove the latter (C' — 2) redundant dimensions of the autocorrela-
tion result vector;

Step 3 Integration along columns. Sum up all R autocorrelation results to obtain a (C' —
1) dimensional vector. Here summation is used to increase the robustness of the
descriptor by suppressing, if any, local minor inhomogeneity in ridge pattern (e.g.,
caused by ridge endings and bifurcations).

We name the above three-step operation as Differential-Autocorrelative-Integration (D AI),
as a new ridge pattern descriptor for quality feature extraction. Both spatial domain and
Fast Fourier Transformation (F'F'T) frequency domain features can be extracted from this
DAI descriptor, as we show in Section 6.3.4.

As we can observe from Figure 6.6 -6.8, for a high-quality block, the absolute amplitudes
of local peaks and valleys take on a stable increase in Figure 6.6. However this cannot
be observed for a low-quality block and a background block as shown in Figure 6.7 and
Figure 6.8. Moreover, in the Fourier transform domain we can observe the highest peak
has distinctly higher prominence in a high-quality block as seen in Figure 6.6.

6.3.4 Proposed quality features

We summarize the description of Section 6.3.1 - Section 6.3.3 and illustrate the proposed
sample quality assessment pipeline in Figure 6.9.

We propose 12 quality features f;(i = 1,2,...,12) of three types to assess an image
block’s quality: (a) 3 pixel based features; (b) 4 D AI descriptor based features; c) 5 spectrum
features of the D AT descriptor. A quality feature vector can be formed by these 12 features
for an image block. The detail of each feature is described as follows. Note that these 12
features are not necessarily in practice the best ones for smartphone camera fingerprint
sample quality assessment but included in order to characterize the different dimensions
of fingerprint patterns.

i). Pixel based features
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Figure 6.6: Processing a high-quality block
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Figure 6.7: Processing a low-quality block
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Figure 6.8: Processing a low-quality block
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Figure 6.9: Features extraction from different steps of the proposed pipeline
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Figure 6.10: |ACR;| curve (i.e., the absolute amplitudes of first half of |[ACR;|’s autocorrela-
tion), C' = 80 (the straight line is the linear best fit of the M peak points)

(1) f1 : Exposure, calculated from the average pixel value of B;

1 R C
h=575 > > Bi(r,o) (6.3)

r=1c=1

where B;(r, c) is the pixel at the r — th row and ¢ — th column inside the block B;. Both
too-bright and too-dark fingerprint areas are unfavored for feature extraction.
(2) f2 : Significance of the principal orientation

fa=M (6.4)

where ), is the first eigenvalue of the covariance matrix of all gradient vectors obtained
from the PC A calculation, indicating the significance of a block’s principal orientation cal-
culated in Section 6.3.2.

(3) f3 Certainty of the principal orientation. We use a modified definition of ocl (orien-
tation certainty level) in [104] as follows:

-2 ifAN #0
— A
fs { 0 A =0 65)

where ), is the second eigenvalue of the covariance matrix of all gradient vectors.

ii). DAI descriptor based features

As described in Section 6.3.3, we calculate autocorrelation on the horizontally-differential
vectors d;(r),1 < r < R — 1, and obtain the D AT descriptor as

R-1
acr; = Z . autocorr(d;(r)) (6.6)
where d;(r) = (b;(r,2) —b;(r, 1), b;(r,3) = b;(r,2), ..., b;(r, C) = b;(r, C —1)). And autocorr
(d;(r)(4) = Ef:_ll di(r,c)d;(r,c+7), (0 < j < C—2),withall C —1 amplitudes divided by
the highest amplitude of autocorr(d;(r)). Before the subsequent feature extraction steps, a
low-pass filtering is applied by setting the upper half of DAI;’s DCT-transform frequency
coefficients to zero. Thus a smoothening of the DAI; vector is reached, denoted as ACR,;.
(4) |ACR;|'s peak activity rate.
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From the observation in the experiments, we find the local peaks (excluding the maxi-
mum peak i.e. the (C' — 1)th— dimension of |ACR,;|) of the |ACR;| curve (i.e., the absolute
amplitude curve of |[ACR;|) have a stable increasing rate in those ground-truth good qual-
ity blocks. We use a 1st-order polynomial (i.e. a straight line) to fit the M detected peaks in
their x-coordinates @1, Tp2, . . . , Zpn in the |ACR;| curve (shown in Figure 6.10) and obtain
a fitted straight line with slope value S. M amplitudes A(zp,)(n = 1,2,... , M) on the fitted
line can be found. Then the [ACR;|’s peak activity rate is defined as:

1 M
fi=57 2 AP (@) (A(Po()) > 0). 67)

As we can observe in Figure 6.6 and Figure 6.7, the peaks in the autocorrelation result
are closer to the z-axis for low-quality blocks and background block than the high-quality
block case. Thus the value of f; is expected to be significantly higher for a high-quality
block.

(5) |ACR;|’s peak pick-up rate.

We denote it using the slope of the straight line in Figure 6.10. A denotes the amplitudes
(y-coordinates) in x-coordinates z,,, on the line:

A(‘rp(nJrl)) = A(wpn)

Tp(n+1) — Lpn

fs=58= (6.8)

where n € 1,2,..., M. This feature may take on a high value if the ridges in the block
are not uniformly illuminated or influenced by external noises like dirt spots.

(6) f6 : |JACR;|’s peak variance rate.

We use this rate to represent the degree that the actual M peak amplitudes yp1, yp2, , Ypas
deviate from the fitted line.

1 —m
53 > n=t [Pon — A(zpn)]

maz(A(2pn)) — min(A(xpn)

Jo=

(6.9)

wheren € 1,2,... , M. This feature may take on a high value if the ridges in the block
are not uniformly illuminated or influenced by external noises like dirt spots.

(7) f7 : |JACR;|’s peak drop rate.

We use this rate to represent the degree of the amplitude drop AD,, = yp(n41) = Ypn(n =
1,2,...,M — 1) of one peak compared to its neighboring peak on the left side. From the
observation in the experiments, large drops in amplitude seldom happen to high quality
blocks.

5 IAD(AD; < 0)|/(M — 1)
maz(A(Py(x))) — min(A(P,(x)))

iii). Spectrum feature of the DAI descriptor

This type of features is derived from the F'FT amplitude spectrum characteristics of

ACR;, which we denote as | fACR;|, characterizing ridges’ spatial frequency properties.
(8) fs : Principal frequency’s amplitude:

fr=1 (6.10)

fs = maz(|fACR;|) (6.11)

Due to the periodicity of ridge structures, a high-quality block may have a principal
frequency with high amplitude in its FFT amplitude spectrum.

(9) fo : Principal frequency, i.e., fs's frequency index in the amplitude spectrum.

As observed in Figure 6.6 to Figure 6.8, most of the energy concentrates on the princi-
pal amplitude and its neighbors in the high-quality blocks, forming a sharper peak. The
features fig, fi1, fi2 are thus extracted to describe the degree of energy concentration. The
feature fi depicts the energy distribution among a quarter of | fACR;|’s components with
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highest amplitudes. The feature fi» and f1; depict the energy distribution among a close
adjacent and a second-close adjacent frequency ranges centering the principal one.
(10) f10 : Principal frequency’s dominance rate:

c/4

4% 277,:2 i(n) (612)
(C=4)xQi(1)

where we denote Q;(1), Q;(2),, Qi ([((C' —1))/4]) as the quarter of fACR;’s highest am-
plitudes, i.e., the amplitudes of former | ((C'—1))/4] frequencies of fACR; after being sorted
in a descending order by amplitude. Obviously, Q;(1) = fs. A high value of feature fo
indicates good quality for a block, in the sense that the amplitude spectrum has a dominant
principal frequency compared to its peer amplitude peaks, if any.

(11) f11 : Principal frequency’s prominence rate close adjacent frequency range:

fio=1-

(X2 FACR,(L +n)) — fACR;(L)
2H x fACR;(L)

(12) fi12 : Principal frequency’s prominence rate (second-close adjacent frequency range):

Ju=1- (6.13)

g: fACR;(L+n) — f: fACR;(L +n)
n=—X n=—H

2(X — H) x fACR;(L)

where L is the principal frequency’s index in the amplitude spectrum vector F' = | fACR;|,
0 < H < X,and L — X > 0, otherwise fi2 = 1. A high value of feature fi; and f;, indicate
good quality for a block, in the sense that the principal frequency’s amplitude takes on a
prominent peak outstanding from neighboring frequencies.

fi2 = (6.14)

6.3.5 Feature dynamic range normalization

The features f;(i = 1,2,... ,12) are z-score normalized prior to being used by the SV M:

o fi—= E(f)
fi=to) (6.15)

where E(e) and o(e) are expectation and standard deviation respectively.

6.4 Experimental settings

6.4.1 Experiments design and dataset collection

For evaluating a quality assessment approach, we assume that higher quality samples re-
sult in lower error rates in recognition performance testing. We can thus use the normalized
comparison scores [187] as the ground truth to calibrate samples” quality by correlating the
quality scores calculated from the proposed one-stop-shop approach with their normalized
comparison scores. Three evaluation metrics - Spearman’s rank correlation coefficient, Er-
ror Reject Curves (ERC) [85], and false detection rate - were adopted to evaluate the per-
formance of the proposed quality assessment approach, with results given in Section 6.5.
Three smartphones: iPhone 4, Samsung Galaxy S, and Nokia N8 were used to capture
fingerprint samples from 100 different finger instances from 25 subjects. From each subject,
four fingers - left index, left middle, right index, and right middle - were required to gener-
ate 3 samples from each. Table 6.1 specifies the three smartphone cameras. We considered
three real-life scenarios: (1) the indoor scenario with ideal illumination but a challenging
background (desk surface) (Figure 6.11a); (2) the dark scenario with only illumination from
the smartphone’s automatic flash (Figure 6.11b); and (3) the outdoor scenario with a com-
plicate background (Figure 6.11c). All three smartphones were used in the indoor and the
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Table 6.1: Specification of the three smartphones’ cameras.

Mobile phone  NokiaN8  iPhone4  Samsung Galaxy S

Mega pixel 12.0 5.0 5.0
Resolution 1536x1936 2592x1936 1600x960
Auto-focus Yes Yes Yes
Image format JPEG JPEG JPEG
ISO control automatic  automatic automatic
Flash source Xenon LED no flash
Flash setting  automatic  automatic no flash
Aperture £/2.8 £/2.8 £/2.6
Sensor size 1/1.83” 1/3.2” 1/3.6”

outdoor scenarios but only Nokia N8 was used in the dark scenario (the other two failed to
capture samples in darkness). In total there are 2100 fingerprint samples captured.

(a) in-door (b) dark(automatic (c) outdoor
flashing)

Figure 6.11: Fingerprint samples captured in three scenarios.

6.4.2 Pre-processing for ground-truth quality calculation

The proposed approach does not need to segment the foreground (finger area) for quality
assessment. However, to obtain the normalized comparison scores as sample quality’s
ground truth, pre-processing is required to the captured samples to generate fingerprint
templates. Such pre-processing steps could include (1) segmentation of the fingerprint
area; (2) sample resizing (to offset the distance variance of fingers from the camera); and (3)
fingerprint area enhancement.

Pre-processing step 1: manual segmentation is performed to crop the foreground as a
ground-truth fingerprint area. In practical fingerprint recognition systems, a segmentation
algorithm such as the pre-processing in [186] can be applied to for segmentation in real
time. How to improve accuracy and efficiency of the pre-processing is the key to recogni-
tion performance but out of scope of this paper.

Pre-processing step 2: sample resizing is implemented by the following sub-steps: (1)
fit the fingertip shape as a half-circle, and detect this circle using the Hough transform
over the boundary of the foreground; (2) align the radius of the detected fingertip half-
circle to a constant value; and (3) resize the whole cropped sample according to the new
aligned radius. In this way, all the resized samples contain fingertips with almost the same
radius. After the resizing, the fingerprint enhancement implementation from [9] is applied
to enhance the ridge orientation and frequency.

Pre-processing step 3: Histogram equalization will be performed to enhance the sample
outputted from the pre-processing step 2.

Note that all the pre-processing steps mentioned above are only for normalized com-
parison scores calculation instead of quality assessment in our proposed approach. In this
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Table 6.2: Experimental parameter settings

Parameter Values
Scaling factor of training 1
function

R=C 80
H 2
X 4

Training function svmtrain in Matlab
‘kernal_function” of ‘svmtrain’ rbf

paper, all the quality scores are generated from the full-size original samples with full back-
grounds. We assume such a segmentation-free quality estimation step is efficient in compu-
tation and thus suitable for smartphones since an accurate segmentation algorithm usually
requires intensive computations. Nevertheless, some suboptimal-but-efficient segmenta-
tion [193] can be used prior to the proposed approach to further reduce the computational
complexity.

6.4.3 Dataset preparation and parameter setting

We applied the aforementioned pre-processing steps to the 2100 samples and obtained
a foreground-cropped dataset in order to calculate the normalized comparison scores as
ground-truth sample quality. The VeriFinger 6.0 Extractor was used to generate the tem-
plates from this foreground-cropped dataset. There are only 906 foreground-cropped sam-
ples successful in generating templates, which should be attributed to VeriFinger’s own
sample quality control functionality. In order to create a training set, which covers suffi-
cient high-quality blocks and non-high-quality ones, we selected 29 samples (high-quality
ones by visual check) out of those original full samples that generated the 906 templates,
and selected 21 samples (low-quality ones by visual check) from the rest 1194 (= 2100 — 906)
original full samples. The two groups of selected samples were taken as SV M’s training
sets. The original captured 2100 fingerprint samples were thus divided into three datasets
in our experiments:

Dataset_50 (training set): those original full fingerprint samples used for selecting blocks
for SV M training, consisting of two sub-sets (the 29 high-quality samples and the 21 low-
quality samples). Figure 6.12 shows some examples of high-quality sample blocks, low
quality ones, and background ones respectively.

Dataset_877 (testing set I): there are 877 (= 906 — 29) fingerprint samples used for test-
ing. The corresponding 877 foreground-cropped samples are able to generate templates by
VeriFinger 6.0 Extractor. Thus we can calculate a normalized comparison score for each
sample in this dataset.

Dataset_1173 (testing set II): there are 1173 (= 1194 — 21) fingerprint samples used for
testing. The corresponding 1173 foreground-cropped samples are unable to generate tem-
plates by VeriFinger 6.0 Extractor. Thus we set their normalized comparison scores to zero
in experiments.

To align the digital resolution roughly equivalent to that of the other two cameras, we
enlarged the samples generated by Samsung Galaxy S camera 1.5 times. Other parameters
used in our experiments are listed in Table 6.2. The block size R = C' = 80 was heuristically
set in order to meet the ridge density requirement of 4~10 ridges per block. Table 6.3 gives
the statistics of image blocks used in the experiments.
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(b) Low-quality blocks

(c) Background blocks

Figure 6.12: Examples of high-quality, low-quality, and background blocks from the train-
ing set Dataset_50. (the left and right blocks in (c) were from the background of the authors
wood-texture office desktop)

Table 6.3: Statistics of sample blocks used in the experiments

Dataset Amount of block used
Training set Dataset_50: sub-set_29 77
Dataset_50: sub-set 21 797
Testing set Dataset_877 418,430
Dataset 1173 693,253

6.4.4 The distribution of quality features

It would be interesting to see the distribution of the proposed quality features calculated
from the training set. The training set consists of 77 qualified blocks and 797 non-qualified
blocks. We compute the feature vectors from the two sets of blocks respectively and give the
result in Figure 6.13. The light blue box indicates the qualified case and the dark blue box
for the non-qualified case. In general, a good quality feature would be desired to maximize
the separability of the two sets of blocks.
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Figure 6.13: Quality feature value distribution

6.4.5 Quality scores generation

Our quality assessment approach addresses the full image without needing segmentation
since it regards both low-quality blocks and background ones as non-qualified. We gen-
erate a quality score for each sample in Dataset_877 and Dataset_1173. Figure 6.14 gives
examples of qualified samples with qualified (high-quality foreground blocks) marked by
white cross (‘“X’) blocks.

(©

Figure 6.14: Samples with high-quality foreground blocks detected in three scenarios: (a)
indoor; (b) outdoor; (c) dark.

The quality score is calculated in this way: first we divide a samples quality score (the
amount of qualified blocks detected from the sample) by the number of the samples blocks
as mentioned in Section 6.2, and then normalize the division result to the dynamic range
[0, 100]. The samples quality score is expressed as

_ S;—min(S)
6= S i) 10 (6.16)

where S; is the quality score of the i-th sample image in Dataset_877 or Dataset_1173,
calculated by Equation 6.2. S is the set of all sample quality scores.

77



6. QUALIFYING FINGERPRINT SAMPLES CAPTURED BY SMARTPHONE CAMERAS IN
REAL-LIFE SCENARIOS

6.4.6 Normalized comparison scores generation

In order to evaluate the performance of the proposed approach, we need to calculate the
normalized comparison score ¢;(i = 1,2,...,877) for the i-th sample in Dataset_877 as its
ground-truth quality.

We use the samples with the maximum quality scores calculated from the above sub-
section as references in normalized comparison scores calculation by Equation 6.1. Ver-
iFinger 6.0 comparator was used to generate comparison score between two templates. To
include these reference samples themselves into quality assessment, we need to generate
normalized comparison scores for them as well. Namely this requires a reference sample
be compared to itself to obtain a genuine comparison score (i.e., s, (x;) in Equation 6.1).
We assign the globally highest genuine comparison score calculated from two different
samples in the experiments to these reference samples as their genuine comparison scores.
Figure 6.15 presents the normalized comparison scores distributions over 8 quality score
bins in Dataset_877. We can see good correlation between the quality scores and the nor-
malized comparison scores from Figure 6.15b. The next section will quantitatively measure
this observed correlation.

6.5 Performance evaluation

In this section, we evaluate the performance of the proposed approach on two levels: the
quality feature level and the holistic approach level. We suggest using three metrics to eval-
uate a quality assessment approach designed for smartphone camera fingerprint samples:
Spearman’s rank correlation, Error Reject Curves (£ RC) and false detection rate. The three
metrics can work in a complementary way focusing on different aspects of the evaluation.

On the quality feature level, we compare the proposed 12-dimensional feature vector
with two standardized and widely-used local quality features, namely Local Clarity Score
(LCS) [104] and Frequency Domain Analysis (F'DA) [104]. For a fair comparison, when a
sample quality score is calculated using LC'S or F'D A, the same pipeline procedures from
“Digital resolution adjustment” to “Block orientation alignment” in Figure 6.9 and the same
scoring rule as in Equation 6.16 are employed but to replace the proposed 12-dimensional
feature vector based SV M decision by a threshold LCS or F'DA score decision for each
block. For comparison, we also calculated the correlation coefficient by only using the fi2
in the proposed pipeline by a thresholded f2 score decision.

On the holistic approach level, as it is difficult to find in publicized literature such a
holistic approach targeted at smartphone-camera fingerprint samples, we can only com-
pare the proposed approach as a whole to the NIST fingerprint sample quality assessment
function NFIQ (described in Section 2), as it has been most widely used since being pro-
posed.

6.5.1 Spearman’s rank correlation

Computing the Spearman’s rank correlation coefficient p(—1 < p < 1) is a quantitative
method to analyze how well two variables correlate. A value of 1 or -1 indicates being
perfectly monotonically correlated, while 0 indicates being uncorrelated. We compute
the Spearman’s rank correlation coefficient between the normalized comparison score
¢; and the quality score ¢; generated by the proposed approach, over the two datasets
Dataset_877 (testing set that can generate fingerprint templates by VeriFinger 6.0 Extrac-
tor) and Dataset_877 + Dataset_1173 (all samples for testing). The results are given in Ta-
ble 6.4. Note that for all quality scores generated we used original full samples without
any segmentation. The results show that the proposed quality assessment approach can
accurately predict a sample’s quality in terms of higher correlation coefficients compared
to NFIQ and the other two features (LC'S and F' D A) based approaches. We can see NFIQ
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Figure 6.15: Sample number and normalized comparison score distributions over quality
score bins: Dataset_877 (which can generate templates by VeriFinger 6.0 Matcher)
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Spearman’s rank correlation coefficient p
Dataset_877 +
Dataset.877 Dataset 1173

Quality assessment method

NFIQ -0.0926 -0.0459

LCS in the proposed pipeline 0.4557 0.4172

F' DA in the proposed pipeline 0.5490 0.4266

Only using 12" feature in the 04538 04412
proposed pipeline

Proposed approach 0.6086 0.5851

Table 6.4: Sample quality assessment methods comparison by Spearman’s rank correlation
coefficient

missed the point completely when being used to assess such smartphone-camera finger-
print samples with complicate illumination and background. The result goes coherently
with the analysis in Section 6.2.2, i.e., as an effective quality indicator to traditional finger-
print samples, NFIQ was not intended for such smartphone camera fingerprint samples.
Compared to LC'S and F'D A in the same block-based quality assessment pipeline, the pro-
posed 12-dimensional feature vector with SV M classification shows better performance
too. To compare individual features, we achieved the correlation performance from fi»
equivalent to LC'S and FDA.

6.5.2 Reject Curves (ERC Error)

Spearman’s rank correlation is an efficient way to evaluate the correlation of two variables
in a global sense. However, it does not give information how one variable can influence
the other in a scalable way. For sample quality control in an operational mode, people may
be interested in knowing how to find a suitable threshold for quality control to filter out
some low-utility samples in order to achieve better system recognition performance, as a
system’s error rates (false match rate and false non-match rate) are usually contributed by a
few low-utility samples [187]. Error reject curves (ERC) was proposed [85] to address this
need to show how quality score threshold tuning (rejecting genuine comparison cases be-
low the quality threshold) can influence the system’s false non-match rate (F N M R). Each
genuine comparison is assigned a quality score by Equation 6.7 in the paper [85], which
in our experiment equals to the lower one of the two samples’ quality scores. An easy-
to-understand way to the ERC metric is - suppose at a certain genuine comparison score
threshold we have the a FNMR value, we can expect to reduce this FNM R by reject-
ing some percentage of the genuine comparison cases (both two samples associated with
each comparison) with the lowest quality scores among all. In this sense, the correlation
between the /"N M R and the quality rejecting percentage can be measured in fine granular-
ity. Figure 6.16 compares the ERC performance of LC'S, F DA, and the proposed approach
over the two datasets Dataset_877 and Dataset_877 + Dataset_1173. We can see over both
datasets the proposed approach excels the other two features based approaches. Here the
same pipeline as the proposed approach was used for the two features. The FNM R was
initialized at 90% just because this 2100-sample database is very challenging in sample
quality in overall.

NFIQ performance was not illustrated in the ERC' charts because of its apparently bad
performance and sparse quality levels that are difficult to generate a curve.
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Figure 6.16: Quality assessment methods comparison by error reject curves (ERC).
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Table 6.5: Comparison of false detection rate (# Falsely detected block /# all detected
blocks)

False detection rate

Dataset_877 +
Dataset 877 Dataset 1173 Dataset 1173
LCS in the proposed pipeline 69.85% 90.64% 78.4%
F DA in the proposed pipeline 80.56% 94.9% 86.74%
Only using the proposed 12—, g0 2026% 16.16%
feature in the proposed pipeline
Proposed approach 2.67% 11% 4.02%

Quality metrics

6.5.3 False detection rate

In our experiments, some samples are susceptible to false detection problem (background
blocks labelled as high-quality ones), which mostly occurs in the indoor scenario with the
challenging background - the authors” wood-texture office desk surface (shown in Fig-
ure 6.3 and Figure 6.4. Such false detection problem may not pose a direct threat to quality
assessment if both the foreground and the background are well focused like the examples
in Figure 6.17. Fortunately, in our database, most of such samples with challenging back-
ground have fair focus on the foreground at the same time, which leads to high correlation
between the amount of false detected blocks and the amount of the qualified blocks on the
foreground. This fact to some degree suppresses the influence of false detection to Spear-
man'’s rank correlation and the ERC performance in this testing database. However, we
can envision for some untypical cases, such as no finger is captured in a sample with such
challenging background, or the case the background instead of the foreground is focused,
false detection will severely impact the performance of a quality assessment approach.

(a) (b) (©

Figure 6.17: False detection sample for there quality metrics: (a) proposed approach, (b)
FDA, and (c) LC'S. Qualified blocks marked by cross.

Table 6.5 lists the statistics of false detection under the four block-based quality assess-
ment approaches. We can see the proposed holistic approach performs distinctly better
than the same quality assessment pipeline adopting the other two features. On the individ-
ual quality feature level, fi5 exhibits much lower false detection rate than LCA and FDA
as well.

6.5.4 Correlation between individual features and the block quality decision

We also evaluated the correlation between each of 12 features and the binary quality deci-
sion for each block by computing Spearman’s rank correlation coefficient on Dataset_877.
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Table 6.6: Correlation between features and block quality decision calculated on
database_877.

Features fi fa f3 fa fs fo
p 0.046 0.005 0.038 0.22 0.22 0.20

Features f7 fs fo fio fu f12
p 0.20 0.20 0.13 0.19 0.20 0.26

Table 6.7: EERs on levelled quality score groups.

Groupl  Group2  Group3

Quality score 0-6 7-24 25-100
Samples number 375 264 238
Number of genuine scores 287 181 161
Number of imposter scores 22960 11765 10626
EER 25.6% 20.9% 6.8%

There are 418,430 blocks in Dataset_877 as listed in Table 6.3. Thus 418,430 values for
each feature can be computed, meanwhile 418,430 binary decisions can be produced by
the SV M classifier. The Spearman’s rank correlation can be calculated for the two sets
of data. Table 6.6 shows the correlation results for each feature on Dataset_877. We can
see the DAI descriptor based features have stronger correlation with the binary decision
comparing to the pixel based features.

6.5.5 Purpose verification of quality assessment: EER under different levels of
quality scores

Recall that the purpose of sample quality assessment is to select high quality samples for
recognition use. To verify whether this purpose is achieved by the proposed approach or
not, we calculate EERs under three levels of quality scores using VeriFinger 6.0 comparator.
The sample with maximum quality score is always selected as the reference sample for
each finger in all experiments. We divided the quality score range [0, 100] into three sub-
ranges: [0, 14], [15, 33], and [34, 100] for the testing set Dataset_877. The experimental
results are given in Table 6.7. We observe that EERs are significantly reduced along the
increase of sample quality, which demonstrates the effectiveness of our proposed quality
assessment approach in predicting the quality of fingerprint samples generated by the three
smartphone cameras used in our experiments.

6.6 Conclusion and future work

To evaluate the quality of a fingerprint sample captured by a smartphone camera, we pro-
posed an effective quality assessment approach, which processes a captured fingerprint
sample by a block-based feature extraction pipeline. An accurate block ridge pattern de-
scriptor Differential-Autocorrelative-Integration (D AI) was proposed for extracting qual-
ity features from each image block. In total 12 quality features in three types, namely pixel-
based, DAI based, and DAI spectrum based, are extracted from each image block to form
a 12-dimensional quality feature vector. SV M is trained and used to make a binary de-
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cision “qualified” or “non-qualified” for each feature vector. In addition, a 2100-sample
smartphone camera fingerprint database is created to test the proposed approach.

In addition to better correlation with the ground-truth sample quality and lower block
false detection rate, our approach differs from existing fingerprint quality assessment ap-
proaches in the following aspects:

(1) The proposed approach directly detects high-quality foreground blocks and discards
those low-quality foreground blocks and background blocks, therefore needing no
segmentation of the foreground in advance. We call it a ‘one-stop-shop” approach
in this sense. This could be favored by mobile devices with constrained computa-
tion resources since accurate segmentation against complicate backgrounds usually
requires intensive computation or performs unstably under varied illumination or
backgrounds. Nevertheless, the proposed approach can work in harmony with an
accurate and stable pre-segmentation algorithm if any;

(2) The sample processing pipeline proposed in this paper, including the block orien-
tation alignment, block-based quality feature vector generation, block-based SV M
classifier, and the scoring rule for a sample, is structured in a way that the differ-
ent processing steps can be easily maintained. This makes the proposed approach in
essence open to any improvement in performance. For instance, new quality features
proposed in the future can be easily plugged into the pipeline for performance test-
ing. We had already done this to two standardized features (LC'S and F'DA) in this

paper.

Note that the 12 quality features proposed in this paper should not be deemed as the
best ones for the purpose of smartphone camera fingerprint sample quality assessment. We
adopt them only for characterizing a block pattern from different quality-related aspects.

Though targeting at smartphone camera fingerprint samples, the proposed approach
can be reasonably generalized to other biometric system using touchless fingerprint sen-
sors requiring effective and efficient sample quality control in unpredictable working en-
vironments, such as portable touchless fingerprint identification terminals used by law
enforcement staffs.

Moreover, we studied the characteristics of smartphone camera fingerprint samples, ex-
plained why traditional approaches are incapable towards such samples, and verified these
explanations by experimental results. Accordingly, three performance evaluation metrics
for quality assessment on smartphone camera fingerprint samples were suggested based
on their complementary focuses.

Future work is planned in the following aspects:

(1) Real-time sample quality assessment from a smartphone’s preview video sequence
will be investigated;

(2) New efficient quality features, especially features to qualify high-curvature blocks;

(3) For better user convenience, methods for automatic resolution alignment and inter-
active focusing will be integrated.
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This part focuses on fingerprint indexing which intended to answer two research ques-
tions R():: Besides the existing feature extraction methods in literature, what features
can still be extracted from the fingerprint template and outperform the existing ones?
and RQ3: How to build the index space and retrieve potential candidates for fingerprint
indexing algorithm?

This part is composed of three chapters corresponding to three fingerprint indexing
approaches. The first approach in Chapter 7 proposed approach is a score-level fusion
approach which combines a newly designed fingerprint indexing method and a state-of-
the-art fingerprint indexing method. The proposed feature extraction method uses minutia
information and ridge information around the location of each minutia to develop a fea-
ture vector including 9 components. The experimental result show the feasibility of the
proposed fingerprint indexing approach.

The fingerprint indexing approach developed in Chapter 8 only relies on minutia infor-
mation to extract a fixed-length decimal feature vector from a minutiae vicinity which is
formed by a central minutia and its three closest minutiae. The feature vector generated in
this approach consists of 12 components calculated from minutia location formation, and
12 components calculated from minutia direction information. In this chapter, we also pro-
posed to divide a single index space into four separate index tables based on the minutia’s
direction.

The work in Chapter 9 also focuses on using minutia information in order to be robust
against fingerprint sample translation and rotation, but the proposed approach generates a
binary template which is further used for creating index space. The advantage of a binary
template is that operating on binary values would be potentially faster than operating on
decimal values, while the efficiency is one of the major requirements for the large-scale sys-
tem. In addition, the proposed approach has also been evaluated in a large-scale synthetic
dataset, and the results are presented as a benchmark for a secure fingerprint indexing
approach in Chapter 11.

The work in Chapter 7 was published in [129]: GUOQIANG LI, BIAN YANG, CHRISTOPH
BUSCH. “A score-level fusion fingerprint indexing approach based on minutiae vicinity
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and minutia cylinder-code”. In Biometrics and Forensics (IWBF), 2014 International Work-
shop on (pp. 1-6). IEEE.

The work in Chapter 8 was published in [131]: GUOQIANG LI, BIAN YANG, CHRISTOPH
BUSCH. “A Novel Fingerprint Indexing Approach Focusing on Minutia Location and di-
rection”. In Identity, Security and Behavior Analysis (ISBA), 2015 IEEE International Con-
ference on (pp. 1-6). IEEE.

The work in Chapter 9 was published in [130]: GUOQIANG LI, BIAN YANG, CHRISTOPH
BUSCH. “A Fingerprint Indexing Scheme with Robustness against Sample Translation and
Rotation”. In Biometrics Special Interest Group (BIOSIG), 2015 International Conference of
the (pp. 1-8). IEEE.
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Chapter 7

A Score-level Fusion Fingerprint Indexing
Approach based on Minutiae Vicinity and
Minutia Cylinder-Code

Abstract

Due to the uniqueness and permanence properties of the biometric fingerprint char-
acteristic, a number of large-scale biometric applications (such as the Visa Information
System (VIS) in Europe, US-VISIT / IDENT system in the USA and the Aadhaar project
in India) are based on fingerprint recognition. These systems generally contain millions
of fingerprint samples. In order to improve the efficiency in seeking for suitable can-
didate reference data in such large-scale databases, studying indexing techniques for
fingerprints is desirable. In this paper, we design a new indexing method using the fea-
tures extracted from minutia details including location, direction and ridge information.
Then a score-level fusion indexing approach is proposed by combining this new method
with the minutia cylinder-code (MCC) indexing method. The results demonstrate the
improvement of the proposed approach based on experiments on several public finger-
print databases.

7.1 Introduction

Due to the properties regarding uniqueness and permanence of fingerprints, the use of
fingerprint identification is an essential component in governmental applications. Several
national projects have adopted fingerprint identification such as the Visa Information Sys-
tem (VIS) in Europe, the US-VISIT / IDENT program and India’s Aadhaar project. These
systems generally contain millions or even billions of fingerprints samples. For example,
US-VISIT program includes 68 millions enrolled applicants with fingerprints samples from
ten fingers [165], and India’s Aadhaar project [15] is planning to cover all residents in In-
dia where the population is over 1.2 billion. On the other hand commercial of the shelve
fingerprint comparison subsystems (e.g the Verifinger comparator used in the work) can
compare up to 60,000 fingerprints per second [32]. This indicates that at least 100 sec-
onds are required to compare 6 millions fingerprints which is only a fraction of a national
database. Additional time for other procedures in the context of an identification system
must be considered such as sample capture and pre-processing. Obviously, it is important
to improve the efficiency while seeking for suitable references in a large-scale database, en-
suring at the same time high recognition accuracy. In order to achieve this goal, fingerprint
indexing techniques, which reduce the response time by selecting a number of candidates
from the reference database for further comparison, have been studied during the last two
decades.

Fingerprint indexing methods proposed in the literature can be roughly classified into
three categories based on the features used in their approaches:

e local feature based: some researchers extracted the features from the local ridge-line
orientation [76, 51]. Most of researchers have been working on deriving features from
groups of fingerprint’s minutiae using Delaunay triangulation [137, 50, 138, 150, 172].
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o global feature based: the whole orientation field, ridge-line frequency and singular
points have been used to construct feature vectors using for indexing fingerpirnt
database [201, 110].

o other features based: Li et al. proposed a method based on the symmetric filters [136],
scale invariant feature transformation (SIFT) also has been used to develop a finger-
print indexing scheme in article [182].

Our proposed method will follow the local feature based approaches which is based on
extracting features from minutiae details and triplets formed by minutiae. However we
will use the triplets contained in a minutiae vicinity, which is defined in [213], instead of
applying Delaunay triangulation, since fingerprint sample noise and other distortions can
seriously affected the whole structure by using Delaunay triangulation [197]. We extract
nine features from a triplet which is contained in a minutiae vicinity and use these features
to design an indexing scheme, which we call Minutiae-Vicinity-Index (MV-Index) method.
Meanwhile, with the advantages of parallel processing techniques and high performance
of multi-processors, it is feasible to implement two separate indexing methods and fuse the
similarity scores to produce the candidates without effective overhead for the identification
transaction. Therefore, we propose a score-level fusion indexing approach in this paper.
The second indexing method used for fusion is minutia cylinder-code indexing method
(called MCC-Index method), which is considered as a state-of-the-art indexing approach
proposed by Cappelli et al. in [62]. We will use ‘MV-MCC fusion’to denote this score-level
fusion indexing approach in our description.

The rest of this paper is organized as follows: the proposed approach will be described
in Section 7.2; Section 7.3 will introduce experimental results and Section 7.4 will conclude
this paper.

7.2 Proposed indexing approach

7.2.1 Structure of MV-MCC fusion approach

In our proposed approach, MV-Index method and MCC-Index method will be used to cre-
ate two separate index spaces during enrolment stage as illustrated in Figure 7.1. During
biometric identification (i.e., retrieval stage), two sets of similarity scores can be produced
by searching the MV-Index space and MCC-Index space respectively. We normalize these
two groups of similarity scores into range the [0, 100] before processing them to the fusion
component. The fused similarity score can be obtained by simply combing the two nor-
malized similarity scores generated by MV-Index and MCC-Index. At last, the candidates
can be determined by selecting top-X samples after sorting the fusion scores. The details
on the MCC-Index were published recently by Cappelli et al. [62]. Thus we concentrate
here on the description of how to create the MV-index space and how to retrieve candidate
entries from the MV-Index space.

7.2.2 Creation of an index space using MV-Index
7.2.2.1 Feature Extraction

According to the definition in [213], a minutiae vicinity is a basic unit which is formed by
four minutiae including a center minutia O and its three closest neighboring minutiae Oy,
O3 and Oj sorted by ascending order based on their Euclidean distance with O. Figure 7.2
illustrates a minutiae vicinity and four non-redundant triplets.

Assuming there is a fingerprint sample including n minutiae with four properties which
are location, direction, ridge curvature and the ridge density around the location of the
minutia neighbors. We can use the neighbors of a center minutiae to compose n minu-
tiae vicinities, where each minutiae vicinity consists of four non-redundant triangles (i.e.
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triplets of minutiae). Further we will extract 9 features from each triplet to constitute a
feature vector (called MV based feature vector). 4 feature vectors can be obtained from a
minutiae vicinity. In total, 4 x n feature vectors can be derived from a fingerprint sample.
Each feature vector contains 9 components which can be classified into 3 categories:

e 4 features are calculated by combining the following geometric traits of the triplet:
three side lengths (l1,12,13), three internal angles (a1, ag, a3) and the triangle area.
Instead of directly using these geometric traits, we choose the combination of these
traits in terms of robustness, which has been demonstrated by Liang, Ross and oth-

ers [138,172].

where / =

lLitla+l
2

f1 = cos(maz(ay, as, as))

7.1)
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_ TnC'lZ‘(thQ,l;g) 7.4)

min(ly,la,l3)

o 3 features are computed for each triplet based on orientational differences between
the minutia direction (d1, d2, d3) of the constituting points.

f5 = abs(di — d2) (7.5)
fo = abs(d2 — d3) (7.6)
f7 = abs(d3 — dl) (77)

where abs denotes the absolute value.

o 2 features are the average values of ridge density (r1,72,73) and ridge curvature
(¢1,¢2,c3) from three minutiae. The values of ridge density and curvature are ob-
tained by NeuroTechnology Verifinger 6.0. The value ranges of ridge density and
curvature are both [0, 255].

fs=(r1+r2+73)/3 (7.8)

fo=(e1+ 2 +s)/3 7.9)

7.2.2.2 MV-Index space creation
There are two steps in the stage of MV-Index space creation:

First step Generate the clusters. A training set which is a set of fingerprint samples will
be used to generate MV based feature vectors. The unsupervised learning scheme
K-means is applied to cluster these feature vectors into K clusters. Each cluster will
be represented by a single MV based feature vector called cluster center. We empiri-
cally select K = 2400 in our experiments.

Second step Create the MV-Index space, which will be represented by a matrix M whose
size is R+ K, where R is the number of subjects enrolled in the database, and K is the
number of clusters. In fact, the rows of this matrix indicate the indices of the subjects
and columns denote the indices of clusters.

Multiple samples from the same subject can be enrolled into database in our method.
Firstly, MV based feature vectors will be extracted from each sample. We assign each
feature vector to the closest cluster by computing Euclidean distance between this fea-
ture vector and cluster center. Assuming the index of this subject is  and the index of
closest cluster is k, then we will set M(r,k) = 1 if M(r,k) == 0 (M(r, k) is initiated as
M(r,k) = zeros(R, K)) which means no feature vector has been assigned to this cluster
yet. Our algorithm will go through each feature vector and each sample. Since these fea-
ture vectors and samples are from the same subject (r), they will only change the values in
rt" row of the index space matrix M. At last, a K-dimension binary vector which is the rt"
row in matrix M will be used to represent this subject as seen in Figure 7.3. The details of
MV-Index space creation are described in Algorithm 7.1.

7.2.3 Retrieving candidate entries with the MV-Index space

When a fingerprint probe sample is presented to the MV-Index space, a sorted list of sim-
ilarity scores will be returned. This score list can be directly used to select the candidates
from the biometric reference database or the score can be fused with similarity scores gen-
erated from a complementary indexing method such as the MCC-Index method in our
work. During retrieval processing in MV-Index space, the MV based feature vectors will
be extracted from the probe sample first. Then each feature vector is assigned to the clos-
est cluster using Euclidean distance rule as the same procedures during enrolment. A K-
dimension binary string can be generated to represent this probe sample. Computing the

92



7.3 EXPERIMENTAL SET-UP AND RESULTS

K

X
0
1

f )
01000--01
1101001

01110 -1 00— Thert"subject

-10010--10
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jects and K is the number of clusters. The " row represents the r*" subject.

Algorithm 7.1 Minutiae vicinity based index space creation

Require: Fingerprint samples used for training set;
R * M Reference samples used for enrolment: R subjects, M samples for each subject;
Ensure: MV-Index space: a matrix Mgy x
1: Initiate MV-Index space matrix: Mgy x = zeros(R, K)
2: Extract MV feature vectors from training set, and apply K-means scheme to generate
K clusters;
3: for each subjectr (1 <r < R) do
4. foreach sample m (1 <m < M) do
5: Extract MV based feature vectors {V(; ;. 1), -, Vir,m,T,.,,)} from sample m, where
T,.m = 4 % n, assuming sample m includes n minutiae;

6 for each feature vector Vi, +)(1 < t < T7. ) do

7: Find the closest cluster £ using Euclidean distance rule;
8: if M(r, k) # 1 then

9 M(r,k)=1

10: end if

11: end for

12:  end for

13: end for

logical conjunction between this binary string against each row in the MV-Index space ma-
trix Mrx x will output R similarity scores. The candidate entries can be determined by
sorting these similarity scores in a descending order and selecting the top X scores. The
procedures of retrieving candidate entries in the MV-Index space are explained in Algo-
rithm 7.2.

7.3 Experimental set-up and results

7.3.1 Performance measures and experimental setting

According to the description in ISO/IEC FDIS 19795-1 [101], the performance of index-
ing methods is usually measured by Pre-selection error rate and Penetration rate. The
Pre-selection error rate is defined as a proportion of enrolled references where the en-
rolled reference corresponding to the query sample (or probe sample) is not involved in
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Algorithm 7.2 Candidate retrieval from minutiae vicinity based index space

Require: MV-Index space: a matrix Mgy k;
Probe sample P which includes p minutiae;
K clusters;

Ensure: A sorted similarity scores list: SL = {(r,S,)}, where r is the index of reference,
and S, is the corresponding similarity score;

1: Initiate S, =0, (r = {1,2, ..., R});
2: Initiate a K-dimension binary string B, where B;, = 0, (k = {1,2, ..., K'});
3: Extract Tp feature vectors {V1, V5, ..., Vr, } from probe sample P, where Tp = 4 * p;
4: for each feature vector V; do
5. Find the closest cluster k using Euclidean distance rule;
6: if By # 1 then
Bj, =
7. end if
8: end for

9: for each row r in matrix Mpy x do
10: S, =|BNM(r,:)|;

11: ~ where ‘N" denotes the logical conjunction "AND’, ‘| - |" is to count the number of 1
in a binary string;
12: end for

13: Sort {51, S2, ..., Sr} in descending order to produce the score list SL = {(r, S,)};
14: Select the top X scores to output the candidates;

the pre-selected candidates which will be used for further comparing with the probe sam-
ple. The Penetration rate is a proportion of enrolled references in a database where the
system has to search. We will evaluate the performance of proposed method using these
two measures.

Our experiments include two parts due to two types of setting: Setting One used the
public database FVC_2004_DB4 as training set whose fingerprint samples were synthesized
in order to be comparative with the approach proposed by Ross et al. [172]; Setting two
used the database FVC_2002_DB2_a as training set. The details of databases preparation
will be described in the following section. The commercial NeuroTechnology Verifinger
6.0 SDK has been applied to extract the fingerprint templates including minutiae location,
direction, ridge density and ridge curvature which were used in our experiments.

7.3.2 Performance evaluation of Setting One

In order to benchmark our proposed method with the indexing approach by Ross et al. [172],
which has chosen the Delaunay triangulation to form triplets, we selected the same train-
ing set (public database FVC_2004_DB4) and test sets (public databases FVC_2004_DB1 and
FVC_2004_.DB2) with [172]. Each database contains 880 samples from 110 subjects (8 sam-
ples per subject). We divided each test set into two parts: the first three samples from the
same subject were used to create the index space, and the rest of five samples were used
as probe samples during identification stage. Table 7.1 shows these dataset preparation in
Setting One. We conducted the experiments using indexing approach in [172], MV-Index
and MCC-Index methods. MCC-Index space has been generated by MCC sdk2.0 released
by Cappelli et al. [61, 62, 79]. We reflected the Hit rate in [172] which indicates a percent-
age of query samples that are correctly retrieved to Pre-selection error rate, which means
the system has 5% Pre-selection error rate if its Hit rate is 95%. Table 7.2 and Table 7.3 list
the performance in terms of Pre-selection error rate and Penetration Rate calculated from
two test databases respectively. We can observe that MV-MCC fusion method has achieved
the best performance. It reduces the Penetration Rate from 29.5% achieve by MCC-Index
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Table 7.1: Dataset preparation of Setting One. Each test set has been divided into two parts:
the first three samples from the same subject are used to enrol as references, the rest of
samples are used as probes during identification.

Dataset Subjects Samples

number number
Training set FVC_2004_DB4 110 880
References 110 330
Test set FVC.2004-DBI Probes 110 550
References 110 330
FVC.2004.DB2 Probes 110 550

Table 7.2: Performance evaluation of MV-MCC fusion, MCC-Index, MV-Index and
Ref. [172] on database FVC_2004_DBI1.

Pre-selection Error Rate (%) 20 15 10 5
‘A‘ilffﬁ‘;azc]h 40.04 43.03 4597 4875
ﬁi‘e(t;a)“on MV-Index P 1738 2% 85
el MCC-Index <1 2.94 7 165
MV-MCC fusion <1 <1 .19 89

Table 7.3: Performance evaluation of MV-MCC fusion, MCC-Index, MV-Index and
Ref. [172] on database FVC_2004_DB2.

Pre-selection Error Rate (%) 20 15 10 5
Aiﬁ%‘gc]h 40.79 43.61 4645  49.34
gzrt‘:(t;a)“on MV-Index 10 1825 333 4575
° MCC-Index 1.8 493 15 295
MV-MCC fusion <1 <1 24 9.75

method to 9.75% at 95% Hit rate for database FVC_2004_DB2. And the MV-Index method
outperforms the approach proposed in [172].

7.3.3 Performance evaluation of Setting Two

In a practical scenario, using one sample to enrol is quite common in a biometric iden-
tification system. Thus we choose only the first sample from each subject to enrol in
database during index space creation, the remaining samples from the same finger were
used as probe samples during identification stage. The training set in this part was the sam-
ples from public database FVC_2002_DB2_a which includes 800 samples from 100 subjects.
The test sets involve three public database FVC_2004_-DB1.a (800 samples from 100 sub-
jects), FVC_2004_DB2_a (800 samples from 100 subjects) and FVC_2006_DB3_a (1680 sam-
ples from 140 subjects). Table 7.4 lists the database information used in this experiment.
Figure 7.4 — Figure 7.6 illustrate the performance of the proposed approach and MV-Index
on these three databases. We can see the proposed MV-MCC fusion approach reduced
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Table 7.4: Dataset preparation of Setting Two. Each test set has been divided into two parts:
the first sample from the same subject are used to enrol as references, the rest of samples
are used as probes during identification.

Dataset Subjects Samples
number number
Training set FVC_2002_DB2_.a 100 800
References 100 100
FVC-2004.DBl.a — e 100 700
References 100 100
Test set FVC_2004_DB2_a Probes 100 200
References 140 140
FVC-2006.DB3-a — o 140 1540
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Figure 7.6: Performance evaluation of MV-MCC fusion, MCC-Index and MV-Index on
database FVC_2006_DB3_a

the Pre-selection error rate in all three database comparing to MCC-index method and
MV-Index method. Especially in database FVC_2004_DB2_a, the improvement is more no-
ticeable.

7.4 Conclusion

In this paper, we proposed a score-level fusion indexing approach by combing a new de-
signed indexing method and minutia cylinder-code indexing method. The new designed
indexing method extracts a feature vector including 9 components from minutiae details

and a triplet which is contained in a minutiae vicinity. K-means learning scheme has been
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applied to cluster the training features. A binary string with fixed length can be gener-
ated by assigning each features vector from the subject’s samples to its closest cluster. We
store this binary string to create the index space and to represent the subject. Experiments
have been conducted on several public databases from FVC_2004 and FVC_2006. The re-
sults demonstrate the improvement of proposed approach. Our future work will focus on
improving the performance of minutiae vicinity based indexing method.
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Chapter 8

A Nowvel Fingerprint Indexing Approach
Focusing on Minutia Location and Direction

Abstract

Biometrics identification systems containing a large-scale database have been gain-
ing increasing attention. In order to speed up searching in a large-scale fingerprint
database, fingerprint indexing algorithm has been studied and introduced into biomet-
rics identification system. One critical component of a fingerprint indexing algorithm is
the feature extraction method. Majority of researchers developed the features by com-
bining minutia with other information, such as ridge, singularities, orientation filed, etc.
Instead, this paper will focus on only using minutia location and direction to extract fea-
tures. The performance of proposed fingerprint indexing approach was evaluated on
several public databases by being compared to the start-of-the-art fingerprint indexing
method - minutia cylinder-code (MCC) - indexing as a benchmark. The experimental
results show that the proposed approach gives equivalent performance or even outper-
forms MCC indexing method on the tested databases.

8.1 Introduction

Deploying and investing on biometrics identification systems has been gaining increas-
ingly attention recently, such as the Visa Information System (VIS) [165] in Europe, the
US-VISIT / IDENT program and India’s Aadhaar project [15]. A common characteristic
of these systems is containing a large-scale database storing the biometric data of the sub-
jects. This characteristic requires biometrics indexing techniques to facilitate searching in
the large-scale database, especially for de-duplication checking which only uses biomet-
rics data for searching. In this paper, we focus on fingerprint indexing technique, since
fingerprint is the most commonly used modality in biometrics identification systems. Fin-
gerprint indexing technique is to reduce the number of candidate identities which will be
further used by the verification algorithm. Figure 8.1 shows a brief structure of fingerprint
indexing approach which contains two major stages: enrolment and candidates retrieval.
The purpose of fingerprint indexing approach is to output a list of candidates accurately
and efficiently. As seen in Figure 8.1, the feature extraction is a critical component in a fin-
gerprint indexing algorithm. After reviewing the articles in the literature, we can roughly
classified the feature extraction methods into three categories:

e local feature based: some researchers extracted the features from minutiae location
and direction information [137, 138, 150, 172, 62], ridge density, local ridge-line orien-
tation [76, 51], etc;

o global feature based: some researchers explored the features extracted from the whole
orientation field, ridge-line frequency or singular points [201, 110].

o other features based: another researchers worked on transformation algorithms or
filters based feature extraction methods, for example, using symmetric filters in pa-
per [136] and scale invariant feature transformation (SIFT) in paper [182].
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Figure 8.1: A brief structure of fingerprint indexing approach.

Majority of these feature extraction methods combine minutia location and direction
with other information, such as ridge curvature, orientation filed, singularities, etc. How-
ever, it will be favourable that we can extract features only using minutia information when
it comes to large-scale database, since minutia information is most robust and commonly
used . Therefore this paper will focus on extracting features based on minutia location and
direction. A typical method that only uses minutia information is minutia cylinder-code
(MCC) indexing method proposed by Cappelli et al. [62], which also can be considered
as a state-of-the-art fingerprint indexing method (denoted by MCC-Index in this paper).
MCC-index method adopts MCC feature developed in paper [61] and builds the index
space based on Locality Sensitivity Hash (LSH). We also use this method as a benchmark
to evaluate the performance of proposed approach.

The main contributions of this paper are: we adapted the concept of minutiae vicinity
defined in paper [213] to form a set of minutiae vicinities around a central minutia in order
to be resilient to the fingerprint sample variation; we extract a new feature vector consisting
of 24 components from a minutiae vicinity to create the index space; we proposed a new
method to create index space which is to generate four separate index tables according to
the minutia direction, and the similarity score is outputted by fusing four scores generated
from four index tables. The remaining of this paper is organized as follows: Section 8.2
describe the details of proposed approach; Section 8.3 evaluates the performance and dis-
cusses the experimental results; the conclusion is drawn in Section 8.4.

8.2 Proposed fingerprint indexing approach

As depicted in Figure 8.1, a fingerprint indexing scheme consists of three basic components:
feature extraction, index space creation and candidate retrieval. The details of these three
components are described in the following subsections.
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8.2.1 Feature extraction

The feature extraction method used in this work was inspired by the features developed
by Yang et al. [215] which were extracted based on a minutiae vicinity (MV) defined by
four minutiae including a central minutia and three neighboring minutiaein paper [213].
The concept of minutiae vicinity used in this paper is slightly different with the definition
defined in paper [213] where they consider 3 ‘closest’” neighboring minutiae. Then each
minutia, which is considered as central minutia, will lead to only one minutiae vicinity. In
order to be robust to missing minutiae or spurious minutiae in fingerprint samples which
commonly occur, we consider 5 closest minutiae to form a set of minutiae vicinities around
a central minutia. For instance, we assume a minutia m; which is one of minutiae in a
fingerprint sample S. We sort the rest of minutiae in an ascending order according to the
Euclidean distance to m;. (c;1, ¢i2, €3, Cia, ¢i5) indicate the 5 closest neighboring minutiae.
Then a set of minutiae vicinities of m; can be formed by applying the following rules:

e First minutiae vicinity is formed by (m;, ¢i1, ¢z, ¢i3);

e Second minutiae vicinity is formed by (m;, ¢;2, ¢;3, ¢i4) assuming ¢;; is missing;
e Third minutiae vicinity is formed by (m;, ¢;1, i3, ¢i4) assuming ¢;, is missing;
o Forth minutiae vicinity is formed by (m;, ¢;1, ¢i2, ¢ia) assuming c;3 is missing;

e Fifth minutiae vicinity is formed by (m;, ¢;3, ¢ia, ¢;5) assuming (¢;1, ¢;2) are both miss-
ing;

o Sixth minutiae vicinity is formed by (m;, iz, cia, ¢;5) assuming (¢;1, ¢;3) are both miss-
ing;

e Seventh minutiae vicinity is formed by (m;, ¢i1, i, ¢;5) assuming (c;2, ¢;3) are both
missing.

After forming the minutiae vicinities, 12 new aligned minutiae can be obtained from each
minutiae vicinity by applying the procedures depicted in Figure 8.2. In each minutiae vicin-
ity, we define 6 orientations which are connected between minutiae pairs illustrated in Fig-
ure 8.2. A new coordinate system can be constructed by using one orientation (defined
by two minutiae) as X-axis and the middle point of this orientation as the origin. Another
two minutiae are aligned to this new coordinate system, thus we can obtain two newly
aligned minutiae from each orientation. For instance, we do alignment along orientation
O, defined by m; and ¢;; as seen in Figure 8.2. Then we will have two newly aligned minu-
tiae (Jq1, Ja2) Which correspond to the original minutiae (¢;2, ¢;3). In total, we will obtain
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12 newly aligned minutiae (J41, Jo2, .., Ja12) after operating alignments on 6 orientations
respectively. Each new minutia contains three attributes: minutia’s X coordinate J(4; ),
minutia’s Y coordinate: J(,;,) and minutia’s direction J(,; 4, where j € {1,2,...,12}.
In consideration of computational complexity, we calculate Manhattan distance between
minutia and its corresponding origin indicated by Equation 8.1.

Ha]- = abS(J(aj’z)) + abS(J<aj7y)) (8.1)

A 24-D feature vector is constructed by concatenating these Manhattan distances and
minutia directions to represent one minutiae vicinity. This feature vector f; is denoted in
Equation 8.2. Obviously, The number of feature vectors of a fingerprint sample depends
on the number of minutiae in this sample.

fi = (Hat, s Har2, J(a1,ay, -+ J(a12,a)) (8.2)

8.2.2 Index space creation

The index space creation consists of two steps: first step is training stage which is to gen-
erate a classifier by applying unsupervised learning scheme K — means; second step is to
build index space. In order to minimize the influence of minutia direction during classi-
fication, we propose to build four separate index tables based on minutiae direction. As
illustrated in Figure 8.3, we divide the minutia direction range (0,360°) into four subdivi-
sions:

e First subdivision: (0, 45°) and (315°, 360°);
e Second subdivision: (45°, 135°);
e Third subdivision: (135°, 225°);
e Forth subdivision: (225°, 315°);

F

Second subdivision:
(457,135
L3 -

! First sgbdivision: i .
I 1 (0,457 and (315", 3607)
|
Third subdivision: ‘ ’
(135,225)
s
~ — o = .

Forth subdivision:
(2257, 315))

Figure 8.3: Minutiae will be distributed into four subsets according to their direction. The
blue areas are over-lapping ranges, which means the minutia will be distributed into two
subsets if its direction is located in the blue area.

Let’s assume there are L feature vectors (fi, ..., f) extracted from the sample S. Since
one minutiae vicinity produces one feature vector and one minutiae vicinity contains one

102



8.3 PERFORMANCE EVALUATION

central minutia, we can link each feature vector f; with a corresponding central minutia
m;. Afterwards, we can distribute feature vectors into four subsets according to the cen-
tral minutia’s direction. In addition, we consider an overlapping area as seen in Figure 8.3
where minutiae will be distributed into two subsets in order to be robust with sample ro-
tation. We set the range of this overlapping area is 20°, since fingerprint samples used
in fingerprint identification system are generally captured using dedicated sensors which
don’t cause strong rotation. However, improving the robustness against strong rotation
samples will be our future work. As the range of this overlapping are is 20°, the overlap-
ping area between first subdivision and second subdivision is (35°, 55°). If a feature vector
/i has a central minutia with direction 50°, this feature vector f; will be distributed into
both first subset and second subset. Then four index tables will be created by using four
subsets respectively.

During training stage, training feature vectors extracted from training samples are dis-
tributed into four training subsets using aforementioned rules. Then we generate K clus-
ters for each training subset by applying unsupervised learning scheme K — means. Each
cluster can be represented by its centroid. (Q(1,1),Q(1,2),...,Q(1, K)) denote K clus-
ters generated from first training subset. Similarly, we have (Q(2,1),Q(2,2),...,Q(2, K)),
(Q(3,1),...,Q(3,K)), (Q(4,1),Q(4,2), ..., Q(4, K)) for 2"? subset, 3" subset and 4"" subset
respectively.

The procedures of creating each index table are similar with the process in paper [172].
During the enrolment stage, a set of feature vector (f1, ..., 1) can be extracted from a ref-
erence sample S associated with an unique ID A. Firstly, these feature vectors are assigned
into four subsets: first subset (f(1,1), .-, f(1,1)), second subset (f(2,1), ..., f(2,v)), third subset
(f3,1)s - f(3,v)) and forth subset (f(4,1), .-, fa,w)). Secondly, each feature vector will be
assigned into a closest cluster by calculating the Euclidean distance between this feature
and the centroid of the cluster, then the sample ID will be recorded in this closest cluster.
For instance, let’s assume the closest cluster for feature vector f(; 1) is Q(1,2), then ID A
will be recorded in a bin B(1, 2). These procedures are repeated for every reference sample
which will be enrolled in the index space. Finally, an index space including four index ta-
bles will be created and each index table is composed of K bins where each bin stores a list
of fingerprint sample IDs.

8.2.3 Candidates retrieval

Figure 8.4 illustrates the procedures of candidates retrieval. When a probe sample presents
in the fingerprint identification, a set of feature vectors will be extracted from the probe
sample. Then these feature vectors will be distributed into four subsets by using the same
rules described in the previous subsection. For instance, we assume there are H feature
vectors in the first subset. Each feature vector from these H feature vectors will be assigned
into a closest cluster in (Q(1,1),Q(1,2),...,Q(1, K)). After that, we will locate G target
clusters. Obviously, G is no more than H, since multiple feature vectors might be assigned
into same cluster. Then we count the occurring frequency for each sample ID stored in
these target clusters to output similarity scores. These procedures will be repeated in other
three index tables. Afterwards, we fuse the similarity scores outputted from four index
tables to output a final score. The candidate entries can be determined by selecting top-X
largest similarity scores.

8.3 Performance evaluation

8.3.1 Performance metrics

In accordance with ISO/IEC FDIS 19795-1 [101], two metrics have been defined to evaluate
the performance of biometrics indexing algorithm:
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Figure 8.4: Procedures of candidates entries retrieval.

o Pre-selection error rate: a proportion of enrolled references where the enrolled refer-
ence corresponding to the query sample (or probe sample) is not involved in the pre-
selected candidates which will be used for further comparing with the probe sample.

e Penetration rate: a proportion of enrolled references in a database where the system
has to search.

The goal of a biometrics indexing algorithm is to achieve lower pre-selection rate at the
same penetration rate. The performance of the proposed approach will be evaluated by
using these two metrics comparing to minutia cylinder-code (MCC) indexing method.

8.3.2 Database preparation

The experiments were conducted on several public databases selected from F'V (2002,
FV (2004 and FV(C2006. As indicated in F'V (2004 website [13], the sample quality in
FV 2004 is generally worse than the sample quality in F'V'C2002 due to the perturba-
tions. In addition, there is no information scientifically talking about the sample quality in
FV 2006 comparing to F'V(C2004. However, we can easily observer (by viewing original
sample images) that the sample quality in F'V'C2006_D B2 is worse than the sample quality
in FV(C2004. In general, it is understandable to say that the fingerprint sample quality is
getting challenging from FV (2002 to F'VC2006. In our experiments, F'VC2002_DB2_A
was chosen as training set, and the rest of databases were used for testing sets. The first
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sample of each subject was enrolled in index space, and the remaining of samples were
used as probe samples.

8.3.3 Experimental results

30% -

——i— Proposed approach

i MCC-Index

=i Fused proposed approach and MCC-Index
25% .
20% .
15% | .

10% -

Pre-selection Error Rate

5% |

0% . . . ) )
0% 5% 10% 15% 20% 25% 30%

Penetration rate

Figure 8.5: Penetration rate VS Pre-selection rate testing on F'VC2002_DB1_A.

In our previous work [129], we have demonstrated that MCC-Index method outper-
forms than the fingerprint indexing approach proposed in [172], thus we choose MCC-
Index method as the benchmark in this experiment. In addition, we also evaluate the per-
formance by fusing proposed approach and MCC-Index at score level which was initially
proposed in our previous work [129] as well. The idea of this fusion method is to build
two index spaces using proposed approach and MCC-index respectively during enrolment
stage, then fusing the similarity scores outputted from these two index spaces in retrieval
stage. We use ‘fused proposed approach and MCC-index’ to indicate this fusion method
in the following graphical results. The clusters’ number (K) for each index table is 2000
in our experiments. Fingerprint template extractor used in this work is NeuroTechnology
Verifinger extractor 6.0 [32]. The results of MCC-Index were obtained by MCC sdk v1.4
released by Cappelli et al. [61, 62, 79].

Figure 8.5 - Figure 8.8 demonstrate the results for testing on F'VC2002_DB1_A, F'V C200-
4.DB1_A, FVC2004_DB2_A and FV(C2006_DB2_A respectively. We can observer that
the fusion method always achieved best performance which is understandable. The pro-
posed approach outperforms MCC-Index on FV(C2002_DB1_A and FV(C2004_-DB1_A, es-
pecially on F'V(C2002_DB1_A where shows the significant improvement in terms of re-
ducing pre-selection error rate. The proposed approach achieved better performance than
MCC-Index on F'VC2004_.DB2_A when the penetration rate is more than 6%. The per-
formance of proposed approach is slightly worse than MCC-Index on FV(C2006_DB2_A.
One possible reason of proposed approach didn’t perform well on FV(C2006_DB2_A is
that the sample quality difference between training set (F'V(C2002_DB2_A) and testing set
(FVC2006_DB2_A) is quite large. Overall, the proposed approach shows the equivalent
performance or even better performance than MCC-Index method on these databases.
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Figure 8.6: Penetration rate VS Pre-selection rate testing on FVC2004_.DB1_A.
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Figure 8.7: Penetration rate VS Pre-selection rate testing on F'VC2004_-DB2_A.

8.4 Conclusion

In this paper, a novel fingerprint indexing approach only using minutia location and di-
rection is presented. The proposed approach develops a 24-D feature vector to represent a
minutiae vicinity, and uses these feature vectors to build an index space including 4 sep-
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Figure 8.8: Penetration rate VS Pre-selection rate testing on F'V C2006_DB2_A.

arate index tables according to the direction of the central minutia in a minutiae vicinity.
During retrieval stage, a list of candidates will be obtained by selecting those identities as-
sociated in top-X largest similarity scores which are fused by four scores generated from
four index tables. The experiments demonstrate that the proposed approach achieved
equivalent performance or even better performance than MCC-Index method on tested
databases. Our future work will study minimizing the impact of sample quality difference
between training set and testing set, as well as improving the robustness against strong

rotation samples.
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Chapter 9

A Fingerprint Indexing Scheme with
Robustness against Sample Translation and
Rotation

Abstract

Automatic fingerprint identification systems (AFIS) are getting prevalent around the
world, and the size of fingerprint databases involved in AFIS is continuously grow-
ing. Thus, studying fingerprint indexing algorithms is desirable in order to facilitate the
search process in a large-scale database. In this paper, we firstly propose a feature extrac-
tion method to generate a binary template based on minutia information. A fingerprint
indexing is designed by combining this binary template and Locality Sensitive Hashing
indexing algorithm developed in a state-of-the-art fingerprint indexing method (minu-
tia cylinder-code based indexing method). Experiments have been conducted on several
public databases with different settings. The results show that the proposed approach
achieves competitive performance or even better performance when benchmarked to the
state-of-the-art fingerprint indexing method.

9.1 Introduction

Fingerprint recognition system has been increasingly gaining attention around the world.
Many systems have been deployed such as FBI's Integrated Automated Fingerprint Identi-
fication System (IAFIS), the European Visa Information System (VIS) and many other sys-
tems are under construction. Depending on the application context, there are two types of
fingerprint recognition systems [143].

Verification system: this system carries out a one-to-one comparison to verify whether
the identity is the person who he/she claims. A typical scenario is to compare the finger-
print data stored in a Europen passport with the fingerprint data captured from the subject,
who holds the passport.

Identification system: this system identifies a person by searching the whole database,
which results in a one-to-N comparisons process. A typical scenario is to check whether
a criminal suspect has been recorded in FBI's IAFIS by using his/her probe fingerprint
samples for the query.

According to the information published on FBI’s website [7], the FBI IAFIS contains
enrolled fingerprint from more than 100 million subjects. Thus it is almost impossible to
conduct a one-by-N comparisons in such a large-scale database. Therefore, studying finger-
print indexing techniques is desirable in order to reduce the number of candidate identities,
which will be further considered by a verification algorithm [138].

A variety of fingerprint indexing approaches have been presented in the literature. Ex-
tracting appropriate features for building indexing tables is the core of a fingerprint in-
dexing approach. The approaches in the literature can be grouped into three categories
based on their feature extraction methods: local feature based — primarily focusing on us-
ing minutia [172, 62] or local ridge information [138, 51]; global feature based — using
orientation field and singular points as a global reference points [201]; other feature based
—such as using symmetric filters [136] or scale invariant feature transformation (SIFT) [182].
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Figure 9.1: Local alignment: all minutiae included in the yellow circle are aligned with
the central minutia in a polar coordinate system whose reference point is m; and reference
angle is the direction (denoted by d;) of m;. This central minutia and another minutiae
included in the circle are named as a minutiae-disk.

Instead of exploring global features, we are focusing on only using minutia location and
direction to extract a compact feature vector, since minutia information has been recognized
as most reliable and basic feature representing fingerprints, and a standardized definition
of this feature is given by ISO/IEC 19794-2:2011 [99]. In addition, the majority of existing
fingerprint indexing approaches generate the features with real values, which might lead to
more computational complexity comparing to binary features. Thus we explore to extract a
binary feature vector in this paper, and further build the indexing tables by using Locality
Sensitive Hashing (LSH) indexing method which was developed by Cappelli et al. [62, 63]
and has been proven to be suitable for binary feature vectors.

The remainder of this paper is structured as follows: Section 9.2 introduces the pro-
posed feature extraction method; the details of creating indexing tables and candidates
retrieval are described in Section 9.3; Section 9.4 reports the experimental results under
different settings; the conclusion is drawn in Section 9.5.

9.2 Feature extraction method for fingerprint indexing

The feature extraction method is the critical component in a fingerprint indexing scheme
due to the fingerprint sample variations caused at acquisition stage. The proposed feature
generation method generates a set of fixed-length binary vectors for a fingerprint template.
The number of binary vectors for a fingerprint template depends on the minutiae’ number
in this template. The proposed feature extraction method consists of three stages: local
alignment, training and binary vectors generation. The details will be discussed in the
following subsections.

9.2.1 Local alignment and quantization

Instead of detecting a singular point or considering the ridge information surrounding the
minutia, we focus on using a local alignment concept to extract a binary vector, which can
represent this local area. The basic idea of the local alignment is considering each minutia
as a reference point, and then nearby minutiae are aligned with respect to this reference
point (called central minutia). As illustrated in Figure 9.1, all minutiae included in the
yellow circle are aligned with the central minutia in a polar coordinate system. This central
minutia and another minutiae included in the yellow circle are defined as a minutiae-disk.

We assume a fingerprint template 7" including n minutiae {m,, mo, ..., m, }, and each
minutia comprises three properties: m;(z,y,d), where « and y are the minutia location
and d is the minutia direction. A minutiae-disk (M D;) can be formed for each minutia
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m;. A polar coordinate system is defined by using m; as reference point and the direction
(denoted by d;) of m; as reference angle. Then each minutia my, included in the minutiae-
disk will have a new coordinate 1, (', o) denoted in Equation 9.1 and 9.2.

= DIS(my, m;) 9.1)
where DIS is Euclidean distance between the two minutiae.

o = (atan2(mg(y) — mi(y), m;(r) —m;(x)) + 27) * 180 9.2)

where function atan2 is ‘Four-quadrant inverse tangent’ defined in [11].

In addition, the minutiae angle difference 0’ between m; and my is denoted by the
following equation:

0" = |mi(d) — m;(d)| 9.3)

In order to further tolerate the sample variation, three attributes (', a’,6) are quanti-
fied by using Equation 9.4~9.6.

r = floor(r'/5) (9.4)
o = floor(a /5) 9.5)
0 = floor(6'/5) (9.6)

where, function floor(X) returns the nearest integer less than the variable X.

Eventually, an aligned minutia m, with three attributes (7, o, §) is created. Since the pro-
posed feature generation method applies local alignment for each minutia, this indicates
that each minutiae-disk will be associated with a minutia which is called central minutia.
The radius of the minutiae-disk is denoted as R.

9.2.2 Training and binary vectors generation

A training step is required in the proposed feature extraction method prior to the binary
vector generation. The unsupervised learning scheme K — means is chosen for this train-
ing step, since it has been proven to be appropriate for fingerprint indexing by other re-
searchers [172, 129]. The input of K — means is a set of (r, a, 0) vectors generated from
the training samples. K — means classifies these (r, a, §) vectors into K clusters, and each
cluster is represented by its centroid {C (r, o, 6), Ca(r, o, 8), ..., Ck (r, @, 6)}.

The proposed feature extraction method generates a fixed-length binary vector for each
minutiae disk. Since one minutia will form one minutiae disk, the number of binary vectors
for a template is equal to the number of minutiae in this template. Figure 9.2 illustrates
the procedures of generating the binary vector for a minutiae-disk. There are four steps
involved in this process:

Step 1: Apply local alignment on this minutiae-disk to generate alignment minutiae:
m}(r, o, 0), my(r, , 0), ..., m;(r, a, ).

Step 2: Initiate a K bits binary vector with all components set to 0.

Step 3: Assign each WL;C(T, a,0),k € (1,2,...,J) to nearest three clusters (closest cluster,
second closest cluster and third closest cluster) according to their Euclidean distances.

Step 4: Flip 0 to 1 if there is a m,, assigned to the corresponding cluster. Eventually, a
binary vector is generated to represent this minutia-disk.

Note that only the first change will take effect even if multiple m;€ have been assigned
to the same cluster. The reason of choosing nearest three clusters is to tolerate sample intra-
class variations.
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Figure 9.2: Procedures of generating the binary vector for a minutia-disk.

9.3 The indexing algorithm

Cappelli et al. [62] have proofed that Locality Sensitive Hashing (LSH) is suitable to index
the binary vector. We follow their techniques proposed in paper [62] to build the index-
ing tables and retrieve the candidates by using our newly generated binary vectors. The
following subsections give the details of indexing tables creation and candidates retrieval.

9.3.1 Creating indexing tables

Algorithm 9.1 Indexing tables creation

Require: Minutiae templates of enrolled subjects: {1}, 1%, ..., Tk };
Hash functions:{ fu,, f#,, ..., fr, } (A is the number of hash functions);
Ensure: Indexing tables: Hy, Hs, ..., Hp
1: for each template T;(i € 1,2, ..., E) do
2. Generate binary template from minutia template by using proposed feature extrac-
tion method: {T'(¢,1),T(3,2), ..., T (i, J) }(J is the number of binary vector generated
from minutiae temple T;)

3. for each binary vector T'(¢,5)(j € 1,2,...,J) do

4 for each hash function fx, do

5 b= fu, (T(i,5)))

6: if CountOneBits(b) > minonepits then

7 record (i, j) in b — th bucket of indexing table H.
8 end if

9 end for
10:  end for

11: end for

Before describing the algorithm of creating LSH-based indexing tables for fingerprint
templates, it is necessary to introduce the techniques of LSH indexing method. Figure 9.4
gives an example of creating indexing tables by using a set of hash functions { fu,, fr,, .-,
fr, }, where the number of hash functions is A = 3, and the number of bits selected by each
hash function is = 3. Let assume there is a binary (74, V1) which denotes the first binary
vector of the first fingerprint template. Each hash function will randomly select 3 bits from
(T, Vh), then calculate the decimal value based on selected bits and store the pair (1,1) in a
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Figure 9.3: An example of created indexing tables, where the pair (¢, j) indicates the j — th
binary vector of i — th fingerprint template.

corresponding bucket. For instance, the decimal value calculated from fg, is 3, then (1,1)
will be stored in the third bucket in hash table H;. The number of hash tables is equal to
the number of hash functions, and the number of buckets in each hash table is 2".

i ) [o] [e] o] 1]
!

Randomly Select 3 bits

fuy = (P2:P3:P6) » S (LD = (001) P 1 Where, p; indicates which bit
fi, = 0, Pa D) > fy,(LD) = (051,,1)/ =3 will be selected. For instance,

'_f' p, indicates the second bit
fu, = (P1,P3.P7) > fu,(LD=(1,01) =5 will be picked out.

Bucket
index

H,y H, H3

Figure 9.4: An example of Locality Sensitive Hashing (LSH) indexing algorithm.

During indexing tables creation stage, we apply the similar procedures illustrated in
Figure 9.4 to enrol fingerprint minutia template. Algorithm 9.1 gives the details of creating
indexing tables for a set of fingerprint minutiae templates: {71, 7T5,...,Tg}. The first step
of enrolling these minutia template is to generate the binary template by using proposed
feature extraction method. The function CountOneBits(b) is to count the number of 1 bits
in selected bits, for instance C'ountOneBits(1010001) = 3. The pair (i, j) will be recorded
only when CountOneBits(b) is not less than a parameter minoncpits- Figure 9.3 gives
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an example of the indexing tables after completing enrolment. In addition, the original
minutiae templates need to be stored somewhere else (minutiae template can be indexed
by their template ID), since they will be used during candidate retrieval stage.

9.3.2 Candidates retrieval

Algorithm 9.2 lists the procedures of retrieving candidates for a probe sample P. The same
hash functions used in enrolment are used as input for candidates retrieval. Another in-
puts are: indexing tables { Hy, H», ..., Hy }, enrolled minutiae templates {71, 75,...,Tg} as
well as the minutia template of the probe sample P. The function ‘M ated(m,,, m(i, j))" is
to measure whether minutia m,, from probe sample and minutia m(i, j) from the reference
sample meet a pre-defined geometric constraint. If they satisfy the geometric constraint,
the similarity score between this probe sample and the reference sample will increases 1.
‘Mated(m.,,m(i, j))" is defined in Equation 9.7. In order to reduce the computational com-
plexity, we don’t normalize the similarity score which is different to the candidates retrieval
method used in paper [62].

. true  if DIS((my, m(i,7)) < pand [my,(d) —mg j(d)| <o
Mated(m.,, m(i, j)) = { false  ofherwise )

9.7)
where,|m,, (d) — my; j)(d)] is the direction difference between two minutiae.

Algorithm 9.2 Candidates retrieval

Require: Indexing tables: Hy, Ho, ..., Hy;
Hash functions:{ fu,, fr,, .. fHA
Minutiae template of enrolled subjects: {71, T>, ..., Tg};
Minutiae template of probe sample: P.
Ensure: Candidate entities.
1: Generate the binary template for probe sample: Vi, V5, ..., Vi (§2 is the number of binary
vectors);
2: Initiate an array to store similarity score: S[E];
3: for each binary vector V,, do
4:  Assume m,, is the central minutia associated with binary vector V,,

5. for each hash function fy, do
6 b= fH>\ (Vw)
7: if CountOneBits(b) > minonepits then
8: for each pair (7, j) in b — th bucket of indexing table H, do
9: Assume m(4, j) is the central minutia associated with the pair (i, j);
10: if Mated(my,, m(i, j)) == true then
11: Sli] = S[i] + 1;
12: end if
13: end for
14: end if
15:  end for
16: end for

17: Sort S[E] by descending order, and select the top-N as candidate entities.

9.4 Experimental settings and results

In order to evaluate the performance of proposed indexing approach, a couple of exper-
iments have been conducted on several public databases. In accordance with ISO/IEC
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Table 9.1: Parameters setting for all experiments.

Parameter value Remark

R 300 pixels the radius of the minutiae-disk

K 1024 the length of binary vector

A 48 the number of hash functions

the number of bits selected by hash
n 32 £ .
unction

P 256 minutia distance threshold

o 45 minutia direction difference threshold
MINOneBits 2 the number of ‘1’ bits in a binary vector
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Figure 9.5: Experiment on F'VC2002_DB1_A.

19795-1 [101], the performance of fingerprint indexing algorithm is reported by two cri-
teria: penetration rate and pre-selection error rate. Penetration rate is a proportion of
enrolled references in a database where the identification system has to search. A pre-
selection error occurs when the enrolled reference corresponding to the probe sample is not
included in the pre-selected candidates. Generally speaking, the better fingerprint indexing
approach will achieve lower pre-selection error rate at the same penetration rate compar-
ing to other approaches. The minutia cylinder-code based indexing method (shortly called
MCC-Index) [62] was used as benchmark under same protocol in our experiments.

9.4.1 Databases preparation and common settings for all experiments

Several FVC databases are selected for the experiments: F'V/C2002 [143], FV C2004 and
FVC2006 [60]. The details for the respective database will be described in the following
sections. The minutia templates were extracted by a commercial product ‘NeuroTechnol-
ogy Verifinger extractor 6.0" [32]. The experimental results of MCC-Indexing method were
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generated by MCC sdk v1.4 [61, 62, 79]. And Table 9.1 lists the settings of some parameters
used for all experiments.
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Figure 9.6: Experiment on F'VC2002_DB2_A.

9.4.2 Experiments on F'V(C2002

We run the experiments on F'VC2002_DB1 and FV(C2002_DB?2 respectively. There are
two subsets in F'VC2002_DB1 as well as in FV(C2002_DB2. We used FV(C2002_DB1_B
(consisting of 80 samples) as a training set for and FV(C2002_DB1_A as a test set which
comprises 800 sample from 100 fingers. The first sample of each finger was enrolled in
the indexing tables and the rest of samples were used for searching, since the quality of
first sample is relatively better than the rest of samples in FV(C2002. The similar set-
tings were applied on FV(C2002_DB2: FV(C2002_-DB2_B was used for the training set;
FV(C2002-DB2_A was used for the test set; the first sample was used for enrolment, and
the rest of samples were used for probe samples. Figure 9.5 and Figure 9.6 demonstrate
the performance running experiment on £V (C2002_DB1 and F'V C2002_DB2. The figures
show the significant improvements of proposed approach on these databases.

9.4.3 Experiments on F'V (2004

In order to establish similar settings as for the experiments on FV (2002, we used the
FV(C2004-DB1_B as a training set for the test set F'V(C'2004_DB1_A, and used the F'V'C200-
4_DB2_B as a training set for the test set F'V(2004.DB2_A. Again we enrolled the first
sample of each finger to the indexing tables as we did for F'V'(C2002. Figure 9.7 and 9.8
show that the MCC-Index method outperformed our proposed approach. Then we ob-
served the sample images of FV(C2004. We found that the first sample of each finger
doesn’t have higher quality, and even it can be deemed as partial fingerprint comparing
other sample from the same finger as seen in Figure 9.9. This “partial sample’ trait might
have more impact on the proposed approach than MCC-Index method, since the radius of
minutiae-disk is 300 pixels in proposed approach and MCC-Index method used 70 pixels.
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Figure 9.7: Performance evaluation on F'V(C2004_DB1_A: the first sample of each subject
was enrolled in indexing tables.
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Figure 9.8: Performance evaluation on F'VC2004_DB2_A: the first sample of each subject
was enrolled in indexing tables.

In order to investigate the impact of “partial sample’, we enrolled the forth sample of each
finger and used the rest of sample as probes. Figure 9.10 and Figure 9.11 depict the results
of using forth sample as enrolled template. The performance of proposed approach are
both improved, especially on FVC2004_DB1_A.
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Figure 9.9: Fingerprint samples selected from F'V C2004_.DB1_A.
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Figure 9.10: Performance evaluation on F'V'C2004_D B1_A: the forth sample of each subject
was enrolled in indexing tables.

9.4.4 Experiments on F'VC2006

FV(C_2006_-DB2 was selected to evaluate the performance. The training set is F'V'C_2006
-DB2_B which consists of 120 samples, and the test set is F'VC'_2006_DB2_A consisting of
1680 samples which were captured from 140 fingers (12 sample per finger). The first sample
of each finger was used for enrolment. Another 11 samples were chosen as probe samples
for searching. In total, there are 1540 probe samples. Figure 9.12 shows the improvement
of the proposed approach. The improvement is relatively low, since the performance of
MCC-Index method is already a good baseline.

9.5 Conclusion

In this paper, a fingerprint indexing algorithm is designed by only using minutia location
and direction information. It is invariant to sample translation and rotation, since the pro-
posed approach applies the local alignment on each minutia to generate a binary vector
rather than using a global reference point. Based on the binary vectors for the template, an
indexing approach is designed by combining LSH indexing algorithm developed in MCC-
Index method. The experiments on several public database have demonstrated that the
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Figure 9.11: Performance evaluation on 'V C2004_D B2_A: the forth sample of each subject
was enrolled in indexing tables.
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Figure 9.12: Performance evaluation on FV'C2006_DB2_A.

proposed approach achieved comparative performance or even better performance than
the state-of-the-art fingerprint indexing method. Our future work will extend the experi-
ment to larger-sized databases as well as investigate the impact of the radius of minutiae-
disk in order to make the proposed approach more robust to the partial fingerprint sample.
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This part addresses the security issues in a fingerprint identification system in order to
answer the research question R(Q)4: How to embed the privacy-preserving capability for
the large-scale fingerprint identification system while still keeping the performance?

In order to achieve the privacy-preserving capability, we developed two approaches to
protect the user’s biometric data.

In Chapter 10, we proposed a fingerprint template protection approach based on Bloom
filters which has been successfully applied to protect face and iris templates. Before apply-
ing Bloom filters, we also designed a pre-alignment module and adapted the binary tem-
plate generation scheme developed in [215], since Bloom filters requires a binary template
as input.

In Chapter 11, we proposed a secure fingerprint indexing approach. This proposed ap-
proach is based on the fingerprint indexing approach developed in Chapter 9 by adding an
encryption module before the binary template generation module, which implies that all
information stored in the index space are encrypted. Meanwhile, the proposed encryption
module adopts a standard encryption algorithm for protecting the biometric data. This
feature indicates that the security of proposed approach is guaranteed by a standard en-
cryption algorithm. According to the experiments conducted on several public datasets
and a large-scale synthetic dataset, the proposed secure fingerprint indexing approach still
maintains a very good performance compared to the fingerprint indexing approach with-
out considering security mechanism in Chapter 9.

The work in Chapter 10 was published in [134] GUOQIANG LI, BIAN YANG, RATHGEB
CHRISTIAN AND CHRISTOPH BUSCH, 2015, March. Towards generating protected finger-
print templates based on bloom filters. In Biometrics and Forensics (IWBF), 2015 Interna-
tional Workshop on (pp. 1-6). IEEE.

The work in Chapter 11 has been accepted by “The 15th IEEE International Conference
on Trust, Security and Privacy in Computing and Communications (IEEE TrustCom-16)’.






Chapter 10

Towards Generating Protected Fingerprint
Templates based on Bloom filters

Abstract

In order to satisfy the requirements for security and privacy of biometric enrolment
data records, it is essential to protect the reference data by applying appropriate tem-
plate protection schemes. Bloom filters have been applied successfully on iris biometrics
and face biometrics and achieved good result in terms of irreversibility and biometric
performance. In this paper we study, whether it is feasible to employ Bloom filters on
fingerprint templates. In order to be resilient with fingerprint sample variations, a pre-
alignment process is applied prior to binary template generation. After generating the
binary template matrix, we propose to subdivide the matrix and achieve a variable size
of the binary template. Experiments were conducted on public databases to confirm the
proposed ideas. According to experimental results, applying Bloom filters on fingerprint
template doesn’t degrade the accuracy of the fingerprint recognition system. Therefore,
we can conclude that it is feasible to apply Bloom filters on fingerprint biometrics.

10.1 Introduction

Fingerprint recognition has been widely adopted to authentication systems in order to ver-
ify the identity claim of an individual. From the security and privacy perspective, securing
the fingerprint reference data is essential because of the permanence properties of the bio-
metric fingerprint characteristic. Unlike conventional passwords, which can be re-enrolled
using a new password after leakage [196] this more challenging for biometric reference
data. In addition, it has been proven that the original fingerprint information and po-
tentially sensitive medical information can be reconstructed from a fingerprint template
[60, 78]. Therefore, studying biometric template protection schemes has received increas-
ing attention in the biometric community. In accordance with the international standard
ISO/IEC 24745 [103], a biometric template protection method need to meet two major re-
quirements:

e Irreversibility: it should be infeasible to reconstruct the original biometric template
from the protected template;

e Unlinkability: different versions of protected templates can be generated from the
same sample, but should not allow cross-matching.

A variety of biometric template protection schemes have been proposed in literature.
These approaches can be roughly classified into two categories: biometric cryptosystem
and cancelable biometrics (also refers to feature transformation) [171]. The idea of biomet-
ric cryptosystem is to protect or retrieve the cryptographic key by using biometric data.
The comparison process is operated by verifying the hash result of extracted key against
stored hash data. There are two types of fingerprint cryptosystems, which are based on
fuzzy vault [156, 114] and fuzzy commitment [191] respectively. The majority of these
approaches require some public information (called the helper data) to properly align fin-
gerprint samples, which is critical and challenging to achieve.
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Figure 10.1: The process of transformed template generation by applying Bloom filters on
fingerprint template

Ratha et al .[169] promoted the concept of cancelable biometrics, which can meet the
two requirements of irreversibility and unlinkability. The idea of cancelable biometrics is
to generate as many protected template (or called transformed template) as needed by issu-
ing a new transformation key, and the comparison process can be operated on transformed
templates. Researchers [168, 122, 67] have employed this concept to generate cancelable fin-
gerprint templates. However, these approaches caused a significant degradation in biomet-
ric performance. Another feature transformation approach based on minutia cylinder-code
representation [79] achieved good performance, but it doesn’t guarantee the unlinkability.

Bloom filters has been introduced in the field of research, deriving an iris template pro-
tection scheme by Rathgeb et al. [69, 84]. The irreversibility can be guaranteed by map-
ping multiple codewords to an identical position, and unlinkability based on application-
specific secret are current research topics with promising results [69]. Since applying Bloom
filters on iris templates and also on face templates is feasible, it inspired us to investigate
the application of Bloom filters on fingerprint templates. Comparing to iris template whose
size is fixed, the size of a fingerprint template is generally variable and large. This presents
a challenge to apply Bloom filters on fingerprint template. In this paper, we addressed
this challenge and explore introducing the concept of Bloom filters on fingerprint tem-
plates. The remainder of this paper is organized as follows: Section 10.2 describes the
details of pre-alignment, binary template generation and the mapping to Bloom filters; the
experimental results of performance evaluation are reported in Section 10.3. Section 10.4
discusses future works and concludes this paper.

10.2 Applying Bloom filters to fingerprint

As we mentioned earlier, the purpose of cancelable biometrics is to transform the finger-
print template into a protected domain where the matching process can take place. Fig-
ure 10.1 illustrates the process of generating this transformed template by applying Bloom
filters on fingerprint template. The first step of proposed approach is a fingerprint pre-
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alignment module where only minutiae located in a circle will be used for the binary tem-
plate generation as shown in Figure 10.2. The reason for adding this pre-alignment module
is that the minutiae included in the circle are more robust and reliable than the minutiae
closed to border during the fingerprint sample acquisition. The circle’s radius r is ad-
justable according to the resolution of fingerprint sample. The centre point (C;;, C,) of this
circle is the reference point of each sample image. This reference point can be efficiently
detected by using a simple rule:

e (1) if only one core point is detected by fingerprint template extractor (we chose Neu-
roTechnology Verifinger 6.0 extractor [32]), this core point will be considered as refer-
ence point;

e (2) if multiple core points are extracted, the uppermost core point will be chosen as
reference point;

o (3) if the extractor doesn’t detected any core point, then the reference point will be
calculated using equation 10.1-10.2.

max(m; z)) — min(m(im)
2

max(m; ) — min(m )
2

where m; ;) is the X coordinate of minutia m; and m; ) is the Y coordinate of minutia
m;.

Cy = min(m z)) + (10.1)

Cy= min(m(i,y)) + (10.2)

Figure 10.2: Pre-alignment: only minutiae (marked by red circle) which are located in the
yellow circle will be used for binary template generation

After fingerprint alignment, the proposed approach adapted the binary generation scheme
developed by Yang [215]. Figure 10.3 depicts the procedures of this scheme which will out-
put a binary template with size N x M, where N is a fixed value for all samples and M
relies on the number of minutiae in each sample. The binary template is composed by the
N —dimensional binary vectors generated from each minutiae vicinity. A minutiae vicinity
is a basic unit which is formed by four minutiae including a center minutia and its three
closest neighboring minutiae sorted by ascending order based on their Euclidean distance
with the center minutia [213]. Each minutiae vicinity contains 6 orientations which are
defined between minutiae pairs as seen in Figure 10.3. If we use each orientation as X
axis in a new coordinate system, the remaining minutia pair can be geometrically-aligned.
For instance in Figure 10.3, a new aligned minutiae pair J,1, J,2 can be obtained if we
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Figure 10.3: Procedures of binary template generation

use the orientation O as a new coordinate system. Thus 6 new minutia pairs can be ob-
tained after this geometric alignment. A 36-dimensional vector V' can be composed by
concatenating the coordinates z,y and angle information from these 12 new minutiae. This
36-dimensional vector will be used as input for projection and quantization which is per-
formed by the Equation 10.3.

t=Q(RTV) (10.3)

where RT consists of 16 random matrices used for all samples, Q(+) is a quantizer (positive
as 1 and non-positive as 0) to output an 36 * 16 bits binary string H. The post-processing
consists of two steps: firstly, the first half of H is XORed by the latter half to downsize the
binary string to H/2 bits; secondly, a N bit binary can be produced by discarding the last
H/2 — N bits, where we set H/2 > N in binary template generation.

Since Bloom filters operate on a binary block with word size w, we propose the bi-
nary matrix B is divided into a set of blocks from both horizontal and vertical direction as
shown in Figure 10.1. From horizontal direction, the columns are partitioned into 3 pieces
separated at p*" column and ¢*" column. From vertical direction, the binary matrix will be
divided into N/w parts. For instance, the first block is B(1 : w, 1 : p) and the second block
is B(1 : w,(p + 1) : q). The total number of blocks is 3 * N/w. Mapping each block BM;
into a Bloom filters b; is similar to employ Bloom filters on iris recognition in paper [69]. A
Bloom filter b is a bit array with length 2% — 1 and initially all bits to 0. The bit at position
h of Bloom filter b will be flipped to 1 if the decimal value of a column is equal to h,. The
bit will remain at 1 even if there are multiple columns mapped to the same position. This
is also the reason why Bloom filters meets the irreversibility requirement.

During the comparison phase, the dissimilarity score is calculated by using Equation
(10.4) for two transformed templates, where we assume R as reference and P as probe.

K
_ HD(b_R;,b_P;)
DS(R,P) = ;j:l TR (10.4)

where |b_R;| # 0,|b-P;| # 0, K is the number of Bloom filters, b_R; is the Bloom filter in
reference template R and b_P; is the corresponding Bloom filter in probe template P. |b|
denotes the amount of bits with value 1 in a Bloom filter b.
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10.3 Performance evaluation

To evaluate the performance of template protection scheme, researchers generally apply the
stolen-token case [190] which still guarantee the irreversibility. The following Equal Error
Rate (EER) is calculated under this assumption. In addition, a corresponding unprotected
EER is also calculated by directly using binary template without Bloom filters in order to
analyse the impact of applying Bloom filters. A comparison score from these binary tem-
plates is calculated as the number of match cases of all columns in the reference template
and all columns in the probe templates. We consider two columns are matched if the Ham-
ming distance between these two columns is less than a threshold T'H (empirically we set
T H to 40). The experiments were conducted on F'VC_2002_DB1A [143], FV C_2002_DB2A
[143] and MCYT-fingerprint-100 [19]. The fingerprint extractor adopted in our experi-
ments is NeuroTechnology Verifinger 6.0 Extractor [32] which sorts the minutia by its co-
ordinate Y in default. The details of experimental setting and results are introduced as
follows.

10.3.1 Experiments on FVC database
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Figure 10.4: DET curve on F'V(C2002_DB1A under different word size (Setting one)

The performance was evaluated on FVC_2002_DB1A and FV C_2002_DB2A respec-
tively. F'VC_2002_DB1A consists of 800 samples which were captured from 100 fingers
with 8 samples per finger. These samples have the size 388*374 pixels and are generally
sorted by the sample quality in descending order. We designed two types of experiments
to study the performance variation under different setting:

e Setting one: investigate the performance impact by varying the word size at 8, 10, 12
and 13. In this case, the first sample of each finger is enrolled as reference sample,
and the second sample of each finger is used for probe sample.

e Setting two: investigate the performance impact by using different sample quality. In
this setting, the first sample of each finger is still enrolled as reference sample, but
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Table 10.1: EERs on F'V (C2002_DB1A under different word size (Setting one).

Blocks’ EER after Bloom  EER without EER difference
number filters Bloom filters

8 96 0.19 0.02 -0.17

10 75 0.09 0.02 -0.07

12 63 0.04 0.02 -0.02

13 57 0.03 0.02 -0.01

Table 10.2: EERs on F'VC2002_D B1A using different probe samples (Setting two).

Probe EER after Bloom  EER without

samples filters Bloom filters EER difference
Second 0.03 0.02 oo
sample

Third 0.07 0.02 e
sample

Sixth 0.14 0.05 0
sample

Table 10.3: EERs on F'V C2002_D B2A under different word size (Setting one).

Blocks’ EER after Bloom  EER without EER difference
number filters Bloom filters

8 96 0.16 0.01 -0.15

10 75 0.03 0.01 -0.02

12 63 0.01 0.01 0

13 57 0.005 0.01 +0.05

the probe sample will be chosen from second sample, third sample and sixth sample
respectively. And the word size w is fixed at 13.

The radius r of the circle which is used in pre-alignment processing is set to 190 in
FV(C2002.DB1A, and p = 45,q = 90. Figure 10.4 illustrates Detection Error Trade-off
(DET) curve under setting one for F'V'C'2002_D B1A. We can observe that the performance
significantly improves as long as word size w increases. On the other hand, the compu-
tational complexity also rises with word size. Therefore, increasing the word size has to
stop at some point where the system can afford the complexity. Table 10.1 lists the ERRs
after applying Bloom filters and ERRs without Bloom filters under Setting one. We can see
accuracy performance slight decrease at word size w = 13. Table 10.2 gives the EERs under
Setting two. Observed from the results, the fingerprint quality has heave impact on the
accuracy performance which would be a challenging work in the future.

These two settings were also applied on database FVC_ 2002_.DB2A which has the
sample image with size 296 x 560 pixels. The parameters in this database were set as
r = 210,p = 45,q = 90. Figure 10.5 illustrates the DET curve under Setting one using
different word sizes. Table 10.3 lists the EERs for this setting, and Table 10.4 gives the
EEREs for using different samples as probe. We can see that the biometric performance even
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Figure 10.5: DET curve on F'V(2002_DB2A under different word size (Setting one)

Table 10.4: EERs on F'V C2002_D B2A using different probe samples (Setting two).

Probe EER after Bloom  EER without

samples filters Bloom filters DR difference
comple 0.005 0.01 +0.005
sample

Third 0.03 0,003 -
sample

Sixth 011 006 =
sample

slightly better than the performance without using Bloom filters, although the performance
still suffers from the low sample quality.

10.3.2 Experiments on MCYT100

The experiments were also conducted on MCY T-fingerprint-100 [19] which consists of
100 subjects with 10 fingers used for fingerprint sample acquisition. We chose the sample
with size 256 x 400 captured by an optical capture device which is model UareU from
Digital Persona [19]. We selected the third sample of each finger as reference, and the
second sample of each finger as probe due to the observation that these two samples have
better quality comparing to the remaining samples. The rest of parameters were set as r =
115,p = 45,q = 90. Table 10.5 lists the ERRs for ten fingers respectively. The results show
that using proposed approach on 6** finger doesn’t lose any information after applying
Bloom filters comparing to the performance without Bloom filters. The performance on the
rest of fingers slightly decreases.
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EER after Bloom  EER without

Finger ID filters Bloom filters EER difference
0 0.01 0.003 -0.007
1 0.04 0.02 -0.02
2 0.04 0.03 -0.01
3 0.07 0.03 -0.04
4 0.05 0.02 -0-03
5 0.03 0.01 -0.02
6 0.03 0.03 0
7 0.08 0.04 -0.04
8 0.09 0.07 -0.02
9 0.06 0.03 -0.03

Table 10.5: ERRs on database M CYT-fingerprint-100 running for ten fingers respectively

10.4 Conclusion

Due to the concerns of security and privacy on biometric data, we studied applying Bloom
filters to protected the fingerprint template in this paper. A pre-alignment process is de-
ployed before generating the binary template in order to be robust with the fingerprint
sample translation. In addition, we proposed to divide the binary template matrix from
both horizontal direction and vertical direction since the size of fingerprint binary template
is large and variable. Experiments were conducted on F'VC2002_BD1A, FV (C2002_BD2A
and MCYT-fingerprint-100 respectively. According to the performance evaluation, the
biometric performance doesn’t degrade after applying Bloom filters if the fingerprint sam-
ple has good quality. Therefore, we can conclude that it is feasible to apply Bloom filters
on fingerprint biometrics. Moreover, the biometric performance is still suffering from poor
quality fingerprint images based on the experimental results. Our future work will focus
on improving proposed approach which can be resilient to the low quality samples.
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Chapter 11

A Fingerprint Indexing Algorithm on
Encrypted Domain

Abstract

Fingerprint indexing has been extensively studied, and a number of approaches have
been proposed in the literature. However, the vast majority of proposed approaches are
based on original fingerprint templates without applying any protection mechanism.
Secure fingerprint indexing algorithm has been rarely investigated. This paper presents
a secure fingerprint indexing algorithm whose security is enhanced by a standard en-
cryption algorithm. The proposed approach generates a binary template and creates an
index space based on encrypted minutiae information. No original biometric informa-
tion needs to be stored in the database, thus the adversary is unable to reverse the plain
minutiae information without knowing the secret key. According to our experiments
on both public datasets and a large-scale synthetic dataset, the proposed approach still
maintains a very good performance in terms of low pre-selection error rate at small pen-
etration rate.

11.1 Introduction

A biometrics system is an authentication system, which can automatically recognize indi-
viduals based on their behavioral characteristics (such as gait, keystroke, signature, etc.)
or biological characteristics (such as fingerprint, face, iris, vein, voice, etc.) [143]. Finger-
print recognition is one of most studied biometric methods since the first research paper
on fingerprint automatic comparison was published in 1963 [194]. In addition, finger-
print recognition based authentication is also the most widely deployed in the industry
and government, especially in the forensics area. For instance, in 1969 U.S. FBI (Federal
Bureau of Investigation) initiated an automated fingerprint recognition system [209], and
it is hosting more than 70 million subjects with criminal background and 34 million civil
prints according to the FBI's IAFIS website [7]. It may be time-consuming to perform an
exhaustive comparison with all fingerprints stored in this large-scale database. In order to
avoid an exhaustive searching, a common idea is to reduce the search space which can be
accomplished by two methods for fingerprint: classification and fingerprint indexing. A
famous classification method is called Henry classification system which categorizes the
fingerprints into five classes: right loop, left loop, arch, whorl and tented arch [116, 194].
However, the fingerprints are unevenly distributed to these five classes (31.7% right loop,
33.8% left loop, 27.9% whorl, 3.7% arch and 2.9% arch) [143, 205]. Some researchers also
proposed other classification methods by using different features extracted from the fin-
gerprint [65, 119, 195, 110]. A common disadvantage of these classification methods is the
limited number of classes. Fingerprint indexing is a technique which accesses a subset of
the database by using a key value (also named index value) rather than searching whole
database [47]. The purpose of fingerprint indexing is to output a short list of candidate
identities which can be further used by a verification algorithm or human expert for man-
ual verification.

Researchers have proposed quite a number of fingerprint indexing approaches, which
generally consist of two components: (1) feature extraction; (2) index space creation and
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Figure 11.1: Block diagram of proposed fingerprint indexing approach which takes ISO
standard fingerprint template as input and produces a short list of candidates identities as
output.

candidates retrieval. Based on the features used for creating the index space, fingerprint
indexing approaches can be coarsely classified into four categories.

Global feature based approaches: orientation field [201, 110], ridge frequency [58]
and singular points [139, 142] are commonly used for feature extraction. An unsuper-
vised classification method (such as k-means) is commonly adopted for index space
creation. This indicates that the index space also contains some plaintext information,
for instance, a trained feature vector which represents each cluster after applying con-
tinuous classification.

Local feature based approaches: minutiae and local ridge information are used to
extract invariant features. Most of researchers have worked on using local features
for designing a fingerprint indexing approach. For instance, proposed approaches
in [76, 172, 51] chose combining minutiae and local ridge information for feature ex-
traction. Proposed approaches in [50, 81, 96, 223, 131] focused on minutia informa-
tion for feature extraction. A state of the art fingerprint indexing approach called
MCC-based (minutiae cylinder-code) fingerprint indexing approach [62] only uses
minutia information for feature extraction and LSH (Locality Sensitive Hashing) for
index space creation, however, this approach requires an original minutia template
for comparison after selecting a subset from the whole index space.

Sweat pore based approaches: this type of approach generally combines sweat pore
with minutia for feature extraction, e.g. proposed approaches in [183] and [161]. Dur-
ing index space creation, the index values are calculated from these extracted features.

Other approaches: A SIFT(reduced scale invariant feature transformation) based ap-
proach detects minutiae and special points for feature extraction [182]. A symmetrical
filters based approach generates a fixed length feature vector based on the [135].

The vast majority of published fingerprint indexing approaches are designed on plain-
text fingerprint template without considering any security mechanism. Even though most
of these approaches don’t directly store original minutia templates, they still need to store
some indirect information (such as cluster centroid after classification) which is calculated
from the original minutia templates. These indirect information may also leak people’s
biometric data once they are compromised.
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Figure 11.2: Local alignment: all minutiae included in the yellow circle are aligned with
the central minutia in a polar coordinate system whose reference point is m; and reference
angle is the direction (denoted by d;) of m;. This central minutia and another minutiae
included in the circle are named as a minutiae-disk.

Our work will focus on a secure fingerprint indexing approach which has been rarely
studied so far. In the literature, we found a secure fingerprint indexing approach that was
published in 2013 by Hartloff et al. [88] who proposed to calculate distances and certain
angles from minutiae template. These distances and certain angles are further used for
generating a set of paths, then the proposed approach applies fuzzy vault on these paths
for creating the index space. The security capability of this proposed approach relies on
fuzzy vault scheme which is vulnerable to brute force attack [145]. Recently, researchers
also proposed solutions to address this drawback [189, 57], however, these improved fuzzy
vault schemes haven’t been adapted for fingerprint indexing. In this paper, we present
a fingerprint indexing approach operating on the encrypted domain. The security goal
of the proposed approach is to thwart the adversary from reversing the plain minutiae
information without knowing the secret key. The proposed approach does not prevent
linkability attack, since linkability is unavoidable in the indexing applications. The rest
of this paper is structured as follows: Section 11.2 describes the details of the proposed
approach; the performance of the proposed approach is reported in Section 11.3; at the
end, Section 11.4 concludes this paper.

11.2 Fingerprint indexing on encrypted domain

Fingerprint indexing approach is a critical component for a large-scale fingerprint identifi-
cation system which generally consists of enrolment stage (offline stage) and identification
stage (online stage) as seen in Figure 11.1. The proposed secure fingerprint indexing ap-
proach takes ISO standard fingerprint templates as input and produces a short list of candi-
dates identities as output, and it is composed of five modules: local alignment, encryption,
binary representation generation, index space creation and candidates retrieval. The fol-
lowing subsections introduces these modules in details. Some of these modules follow the
techniques based on our previous work in [130].

11.2.1 Local alignment

Due to the sample variants which commonly occur during data acquisition, it is difficult to
properly align two samples that are stemming from the same source. Singular point based
fingerprint alignment is a possible way to solve this problem, but accurately detecting sin-
gular point is quite challenging and a falsely detected singular point may have strongly
negative impact for the subsequent processing steps. Instead of considering singular point
based fingerprint alignment, we propose a local alignment method. The basic idea of this
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Figure 11.3: Work flow of proposed encryption module: a standard encryption algorithm
(e.g., hash, AES, etc.) is used to encrypt three attributes.

method is considering each minutia as a reference point and to transform to a polar coor-
dinate representation, then nearby minutiae are aligned with respect to this reference point
(called central minutia). As illustrated in Figure 11.2, all surrounding minutiae in the yel-
low circle are aligned with the central minutia in a polar coordinate system. This central
minutia and another minutiae included in the yellow circle are defined as a minutiae-disk.
Thus the number of minutiae-disks is equal to the number of minutiae in the fingerprint.

Mathematically, we assume a fingerprint template 7" which contains n minutiae {m1, ms,
.. ,my, } with three properties for each minutia: m;(z, y, d), where x and y are the minutia
location and d is the minutia direction. A minutiae-disk (M D;) can be formed for each
minutia m;. A polar coordinate system is defined by using m, as reference point and the
direction (denoted by d;) of m; as reference angle. Then each minutia m;, included in the
minutiae-disk (yellow circle in Figure 11.2) will have a new coordinate m; (r, o) denoted in
Equation 11.1 and Equation 11.2.

r = DIS(mg, m;) (11.1)
where DIS is the Euclidean distance between the two minutiae.

o (atan2(my(y) — mi(y), m;(r) —m;(z)) + 27) = 180 (11.2)

where function atan?2 is ‘Four-quadrant inverse tangent” defined in [11].
The minutiae direction difference 6 between m; and my, is denoted by the following
equation:

0 = |mg(d) — m;(d)| (11.3)

The units of these three attributes are pixel, degree of arc (range: 0-360), and degree of
arc (range: 0-360). Let’s assume there are J minutiae in a minutiae-disk except the central
minutia. After the local alignment, we will have these J minutiae with new attributes
denoted by (mq(r, a,0), ma(r, ., 0), ...,m;(r,«,0)). The following encryption mechanism
will operate on each aligned minutia.

11.2.2 Encryption

The proposed encryption mechanism adapts a standard encryption algorithm (e.g., hash ,
AES, etc.) to secure fingerprint template as seen in Figure 11.3. The input of this encryption
function relies on a 128 bits random value (called NONCE) and three robust attributes (r*,
a*, %) generated by a robust feature extractor which takes (r, o, 0) as inputs. These three
robust attributes are calculated in Equations (11.4) - (11.6). A block cipher encoder (e.g.,
AES or 3DES) in the ECB mode or the CBC mode is chosen with using a secret key Key
which encrypts all fingerprint samples enrolled in the database. Note that here we do not
have the general security concern on the ECB mode assuming the three robust attributes are
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Figure 11.4: Input and output for a standard encryption algorithm: input relies on a 128 bit
NONCE and three robust attributes (r*, o*, 8*). 9 bits in NONCE will be affected after
combining (7*, a*, 8*). Output is the decimal format of selected bits.

largely different if the original minutiae attributes are different in one template. Figure 11.4
illustrates the details of input and output of a block cipher encryption. The input of the
block cipher encryption is the combination of these three robust attributes and NONCE.
Since the range of (r*, a*, §*) is integer values amongst (0,7), there are 9 bits of NONCE
that will be affected after this combination. The outputs (r**, a**, §**) are the decimal
value of selected bits (8 bits for each attribute) as seen in Figure 11.4. At the end, the
whole encryption module’s output (', a’, 8" is the result from a modulo addition operation
between (r, «, 0) and (r**, a**, §**), as seen in Figure 11.3. After the encryption process, the
minutiae information ((m(r, a, ), ma(r, @, 0), ..., ms(r, @, 0)) in a minutiae-disk is secured
and denoted by (m/(r',a’,0), my(r’ a6, ....m/;(r',a’, ") which will be further used to
generate a binary vector in the next subsection.

r* = |r/45] mod 8 (11.4)
o* = |a/45| mod 8 (11.5)
0" = 6/45] mod 8 (11.6)

11.2.3 Binary representation generation in the encrypted domain

The proposed binary representation generation method produces a fixed length binary vec-
tor from each minutiae-disk based on encrypted minutiae information. The procedures of
binary vector generation for each minutiae-disk is adapted from the binary vector gener-
ation method proposed in the article [130]. These procedures are also illustrated in Fig-
ure 11.5.

Before generating a binary vector, there is a training phase which will classify a set
of (r',a’,8") into K clusters where each cluster is represented by its centroid: {C(r,
o, 0),Co(r' 0,0, ..., C(r,a',0)}. The unsupervised learning scheme K — means is
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Figure 11.5: Procedures of binary vector generation based on encrypted minutiae informa-
tion.

used for this classification purpose, since it has been proven to be appropriate for finger-
print indexing [172, 129].

As illustrated in Figure 11.5, there are four steps to generate a fixed length binary vector
for a minutiae-disk:

Step 1: Apply local alignment and encryption mechanism on a minutiae-disk to gener-
ate encrypted minutiae: m’l(r’7 a, 9’), m;(r/ o, 9/), ey mi](r’7 o, 9’).

Step 2: Initiate a K bits binary vector with all components set to 0.

Step 3: Assign each m;c(r’7 o, 6’)7 k € (1,2,...,J) to nearest three clusters (closest clus-
ter, second closest cluster and third closest cluster) according to their Euclidean distances.

Step 4: Flip 0 to 1 if there is a m;c assigned to the corresponding cluster. Eventually, a
binary vector can be generated to represent this minutia-disk.

In step 3, the reason of choosing nearest three clusters is to tolerate sample intra-class
variations. In step 4, only the first change will take effect even if multiple m; have been
assigned to the same cluster. At the last, the number of binary vectors generated for a fin-
gerprint sample is equal to the number of minutiae in this sample. This binary template
is an encrypted template, since we directly generate it from encrypted minutiae informa-
tion. And this secure binary template will be used for index space creation and candidates
retrieval in the following subsection.

11.2.4 Index space creation and candidates retrieval

Locality Sensitive Hashing (LSH) is selected for creating index space. Algorithm 11.1 gives
the details of index space creation method whose inputs are ISO standard fingerprint tem-
plates and a set of hash functions. Each of these hash functions will randomly select 7 bits
from each binary vector. The result of each hash function is the input for a function called
CountOneBits(b) whose purpose is to count the number of 1 bits in the binary vector, for
instance CountOneBits(1010001) = 3. The pair (4, j), where ¢ is the template ID and j is
the minutiae ID, will be recorded only when CountOneBits(b) is not less than a parameter
MinoneBits- Note that the difference between this index space creation method with the
one used in [130] is that we don’t need to store original minutia templates. This difference
also leads to the changes during candidates retrieval.

Algorithm 11.2 gives the procedures of retrieving candidates identities from an index
space which is represented by a set of hash tables denoted by {H1, Ho, ..., Hx}. The hash
functions used during candidates retrieval are the same as used in Algorithm 11.1. An-
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Algorithm 11.1 Indexing tables creation on encrypted domain

Require: ISO standard templates of enrolled subjects: {T1,T>,...,Tg};
Hash functions:{ fu,, f#,, ..., i, } (A is the number of hash functions);
Ensure: Indexing tables: Hy, Ho, ..., Hp
1: for each ISO standard template 7;(i € 1,2, ..., E) do
2:  Generate binary template RB; by using proposed method including local alignment
module, encryption module and binary representation generation module. We as-
sume RB; = {T'(i,1),T(4,2), ...,T(i, J)}, where is the number of binary vectors gen-
erated from minutiae temple T; of RB;

3:  for each binary vector T'(i,5)(j € 1,2, ..., J) do
4 for each hash function fz, do
5 b:fH/\(T(Zvj)))
6: if CountOneBits(b) > minonepits then
7 record (i, j) in b — th bucket of indexing table H.
8 end if
9 end for
10:  end for

11: end for

other input for candidates retrieval is the probe template P which is also compliant with
the standardized ISO/IEC minutiae format [99]. Since the original minutiae templates are
not stored in the database, the similarity score will rely on the collisions in those targeted
buckets.

Algorithm 11.2 Candidates retrieval on encrypted domain

Require: Indexing tables: Hy, Ho, ..., Hp;
Hash functions:{ fu,, fr,, .. fHA };
ISO standard template of probe sample: P.
Ensure: Candidate entities.

1: Generate binary template PB for probe sample by applying as same procedures as
used in enrolment stage. We assume PB = {V}, V5, ..., Vo}, where Q is the number of
binary vectors of PB;

2: Initiate an array to store similarity score: S[E];

3: for each binary vector V,, do

4:  Assume m,, is the central minutia associated with binary vector V,,

5. for each hash function fx, do
6 b= fHA (Vw)
7: if CountOneBits(b) > minonepits then
8 for each pair (4, j) in b — th bucket of indexing table H, do
9 Sli) =Sl + 15
10: end for
11: end if
12:  end for
13: end for

14: Sort S[E] by descending order, and select the top-N as candidate entities.
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Table 11.1: Parameters setting for all experiments.

Parameter value Remark

R 300 pixels the radius of the minutiae-disk

K 1024 the length of binary vector

A 48 the number of hash functions

7 32 the number of bits selected by hash function

P 256 minutia distance threshold

o 45 minutia direction difference threshold
AN OneBits 2 the number of ‘1" bits in a binary vector
ZII;)};EE?I? AES-128 a standard encryption algorithm

11.3 Performance evaluation

11.3.1 Evaluation metrics and settings

The main purpose of experiments is to evaluate whether the proposed secure fingerprint
indexing approach still maintains a good accuracy performance. The fingerprint index-
ing approach in [130] generates the binary templates without considering any protection
mechanism, thus this approach can be considered as a plaintext domain based fingerprint
indexing algorithm. We will use this plaintext domain based approach as a benchmark to
investigate the performance variation of the proposed approach.

In accordance with ISO/IEC 19795-1 [97], the performance of fingerprint indexing algo-
rithm is reported by two criteria: penetration rate and pre-selection error rate. Penetration
rate is a proportion of enrolled references in a database where the identification system
has to search. A pre-selection error occurs when the enrolled reference corresponding to
the probe sample is not included in the pre-selected candidates. Generally speaking, the
better fingerprint indexing approach will achieve lower pre-selection error rate at the same
penetration rate comparing to other approaches. Table 11.1 lists the parameters used in our
experiments. The minutia templates were extracted by a commercial product VeriFinger
7.0 from ‘Neurotec Biometric 5.0 SDK’ [32].

In addition to the experiments on several public datasets, we also evaluate our approach
in a large-scale synthetic fingerprint dataset. The following subsections will report the
results on these datasets.

11.3.2 Evaluation on public datasets

There are two datasets selected from F'V(2002: FV(C2002.DB1_A and FVC2002_DB2_A.
Each of them is composed of 800 samples from 100 fingers. The first sample of each finger
is enrolled in the database during index space creation process. The rest of samples (in total
700 samples) are used as probe samples. Figure 11.6 and Figure 11.7 demonstrate the per-
formance on these two dataset respectively. We can see that the proposed secure fingerprint
indexing approach achieves the same performance as the approach in the plaintext domain
on FV(C2002.DB1_A. The performance on FV(2002_DB2_A is slightly worse than the
performance in the plaintext domain.

FV(C2006_DB2_A is the optical sensor based dataset in F'VC2006. It has 1680 samples
which were captured from 140 fingers. By default, the first sample of each finger is en-
rolled in the database. The rest of the samples (in total 1540 samples) are used as probe
samples during searching. Figure 11.8 demonstrates the performance which indicates that
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Figure 11.6: Performance evaluation on F'V(C2002_DB1_A.
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Figure 11.7: Performance evaluation on FV'C2002_.DB2_A.
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Figure 11.8: Performance evaluation on F'VC2006_DB2_A.

the proposed approach still maintains very good performance after applying a security
mechanism.

11.3.3 Evaluation on a large-scale dataset

The large-scale dataset is composed of a reference dataset and a probe dataset. The ref-
erence dataset consists of 250,000 subjects with two samples (can be considered captured
from left index finger and right index finger respectively) for each subject. Each subject
is assigned an unique ID from 1 to 250, 000. The first 400 subjects have real fingerprints
selected three datasets: F'V (2004_DB1_A [143], BloSec_FO which is distributed by the Bio-
metric Recognition Group of the Universidad Autonoma de Madrid [3], and FP_.CM_V300
which is distributed by the Chinese Academy of Sciences [109]. The rest of samples are gen-
erated by a synthetic generator SFinGE developed by University of Bologna [28]. The probe
dataset consists of 50,000 subjects which have the same sources as the first 50,000 subjects
in the reference dataset. In total, there are 600,000 samples involved in our experiment.

There are two samples (from different finger) for each subject for both the reference
dataset and the probe dataset. This gives us the opportunity to simulate a practical iden-
tification system which normally uses two fingers to identify a subject, thus we apply a
score-level fusion on two samples. This fusion method indicates that the output candidates
will be decided by the fused similarity scores generated from these two samples.

As same as we have conducted on public datasets, we evaluate the proposed approach
on plaintext domain and encrypted domain respectively. Since the purpose of the finger-
print indexing algorithm is to produce a short list of candidate identities which can be
further used by verification algorithm or human expert for manual verification, the length
of this short list shouldn’t be large. We consider to output 200 candidates which turns out
a 0.08% penetration rate. Table 11.2 lists the penetration rate and pre-selection rate for the
approach in plaintext domain and the approach in encrypted domain. According to these

142



11.4 CONCLUSION

Table 11.2: Performance evaluation on a large-scale dataset which consists of 250,000 refer-
ence subjects and 50,000 probe subjects.

. Pre-selection error rate on Pre-selection error rate on
Penetration rate . . .
plaintext domain encrypted domain
0.004% 0.668% 0.61%
0.002% 0.478% 0.44%
0.02% 0.32% 0.294%
0.04% 0.278% 0.27%
0.06% 0.256% 0.254%
0.08% 0.236% 0.234%

results, both of approaches achieved very low pre-selection error rate at small penetration
rate. The performance of the approach in encrypted domain even doesn’t deteriorate. A
possible reason is that the synthetic fingerprint has relatively good quality based on our
observation.

11.4 Conclusion

In this paper, a secure fingerprint indexing algorithm is presented based on a standard en-
cryption algorithm. The proposed approach only relies on minutia information which can
be obtained from ISO standard fingerprint template. An encryption mechanism is applied
on the minutiae information after a local alignment process. A binary templates generation
method is designed by using these encrypted minutia information. Index space creation
and candidates retrieval are conducted on the binary template without using any original
minutia information. We conducted our experiments on both public datasets (real finger-
prints) and a large-scale synthetic dataset which consists of 250,000 reference subjects and
50,000 probe subjects. According to the experimental results, we found out that the finger-
print indexing approach on encrypted domain performs slightly worse on real fingerprints
datasets compared to the fingerprint indexing algorithm on plaintext domain, but doesn’t
show any deterioration on the large-scale synthetic dataset. A possible reason is that the
synthetic fingerprint has relatively good quality. This also motivates us to improve the
performance on low quality fingerprints in the future. Another future work would be to
extract features by incorporating other information included in a ISO standard fingerprint
template, such as finger quality and minutia quality, etc.
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Chapter 12

Conclusions

We conclude our work in this chapter. Section 12.1 gives a summary of results in this
dissertation, and Section 12.2 discusses the future work.

12.1 A summary of results

Because of the wide acceptance for establishing the identity of an individual, we believe
that the fingerprint recognition based system will continue to play an important role in
the biometric system. In this dissertation, we studied several topics about the fingerprint
identification system and developed a couple of approaches which would contribute to
improving the performance of large-scale fingerprint identification systems. A summary
of our results is as follows.

e We demonstrated that the quality of the fingerphoto taken by the smartphone’s cam-
era can be assessed by proposing an approach to qualify the fingerphotos captured
in three different real-life scenarios. We assume the proposed approach also has the
capability to assess the quality of the fingerphotos taken from other contactless de-
vices (such as webcam, digital camera), since the photos taken by these cameras have
the very similar characteristics in terms of background, focusing difficulty and varied
illumination conditions.

o We developed three fingerprint indexing approaches based on different feature ex-
traction methods. We also improved the classification-based index space creation
method in order to better suit the features generated by our won approaches. By in-
tegrating an encryption module into the fingerprint indexing approach proposed in
Chapter 9, we designed a fingerprint indexing algorithm in the encrypted domain.
The proposed approach enables that no plaintext fingerprint data need be stored in
the database, meanwhile it achieves the similar performance (in terms of penetration
rate and pre-selection rate) as the fingerprint indexing approach without considering
a security measure.

o Besides the fingerprint indexing algorithm in the encrypted domain, we also devel-
oped a fingerprint template protection scheme based on Bloom filters, while Bloom
filters have been successfully used to protect face and iris data. According to the ex-
perimental results, the proposed approach has achieved promising performance on
the tested datasets.

e Fingerprint alignment is a challenging topic in a fingerprint recognition algorithm.
Several self-alignment modules have been designed in our work. In Chapter 8, we de-
signed a self-alignment module based on a minutiae vicinity. In Chapter 9 and Chap-
ter 11, we designed another self-alignment module which considers every minutiae
as the origin in a polar coordinator system. In Chapter 9, a self-alignment module is
developed to exclude the minutiae which are far away to the center of the fingerprint
area.
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12.2 Future work

With the rising deployment of the fingerprint identification systems in different devices
and diverse scenarios, new challenges will continuously emerge, and the existing research
aspects also need to be further studied in order to achieve desirable performance in the new
applications. In this section, we discuss the future work from two perspectives: (1) future
work related to the selected researcher aspects; (2) future work on other research aspects
related to a fingerprint identification system.
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o Further evaluation and improvement on the fingerphoto quality assessment ap-

proach.

Besides the future work discussed in Chapter 4 ~ 6, we think the proposed finger-
photo quality assessment approach needs to be further evaluated and improved. The
approached fingerphoto quality assessment approach was evaluated on a dataset
collected from 100 fingers under three scenarios: the indoor-scenario, the outdoor-
scenario and the dark-scenario. In order to evaluate the robustness under different
scenarios, we think the test dataset needs be expanded to include more subjects and
more real-life scenarios. In addition, a potential improvement can be achieved by
analysing the color of the fingerphoto. The existing quality assessment approaches
including our proposed approach extract features from the gray-level image. There
is information missing when we convert a color image to a gray-level image, and
we can observe the color difference between the finger area and background area.
By analysing this color difference, we believe at least the false detection rate can be
reduced.

Fingerprint indexing algorithm.

The database’s size of the running fingerprint identification system is continuously
growing, which implies that the pre-section error rate could be rising when the num-
ber of retrieved candidates remains same (in this case, the penetration rate decreases).
In order to reduce the pre-section error rate, it is essential to improve the existing ap-
proaches. There are two potential ways to achieving the improvement based on our
current approaches: (1) generate more robust features by combining the global fea-
ture (such as a reference point); (2) fuse the proposed binary feature with the existing
binary features (such as the binary vectors from minutiae cylinder code [61] or the bi-
nary vectors from minutiae vicinities [53]). Besides these future work, we insist that
studying the fingerprint indexing algorithm with security mechanism deserves more
attentions, since the vast majority of researchers are focusing on developing finger-
print indexing algorithm without considering any security measure, and the people
are getting concerned about the security and privacy of their biometric data.

Performance metrics for evaluating fingerprint indexing algorithm.

We think the current performance metrics for evaluating the fingerprint indexing al-
gorithm are not sufficient. In the literature, the majority of fingerprint indexing algo-
rithms report their performance in terms of pre-selection error rate (or another way
around: hit rate) and penetration rate. For instance, the penetration rate will be 1%
if the number of candidates retrieved by a fingerprint indexing algorithm is 10 and
the number of enrolled references is 1000. We think this penetration rate reports the
performance in terms of the overall purpose of the fingerprint indexing algorithm
(whose output is a shot list of candidates). It doesn’t reflect how much actual search-
ing space saved, since reducing the searching space is the key that a fingerprint index-
ing can improve the efficiency in a large-scale fingerprint identification system. Let’s
use an example to explain this. Without loss of generality, we assume the number of
retrieved candidates is still 10 and the number of enrolled reference is 1000. A index
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space consists of 100 clusters. During the enrolment stage, these 1000 reference sam-
ples will be assigned into 100 clusters. Note that a reference sample maybe assigned
into a number of clusters, and the number of each reference sample is variable. For
instance, the first reference sample is assigned into 20 clusters and the second refer-
ence sample is assigned into 30 clusters. During candidate retrieval stage, the number
of the searching space will be 25 clusters if a probe sample (called the first probe) is
assigned into 25 clusters. After locating these 25 clusters, the candidates for the first
probe will be the top 10 most appeared reference samples in these 25 clusters. We
report the penetration rate at 1%, and a pre-selection error occurs if the mated refer-
ence sample is not included in these retrieved 10 candidates. If another probe sample
(called the second probe) is assigned into 35 clusters in order to retrieve 10 candi-
dates as well, the searching space will be 35 clusters but we still report penetration
rate at 1%. As we can observe, the searching space for the first probe and the sec-
ond probe is different (25 clusters and 35 clusters respectively) but not reported as
a performance indicator. Unlike face and iris which normally have a fixed-number
features to represent a sample, it is difficult to develop a fixed-number features from
a fingerprint sample. We think this is the reason that leads to miss the information
about how much actual searching space saved by the fingerprint indexing algorithm.
This is also why the current two metrics are not sufficient and we need to define new
performance metrics for evaluating the fingerprint indexing algorithm.

¢ Fingerprint template protection algorithm.

A common challenge for all biometric template protection schemes is the recognition
accuracy degradation after meeting the security requirements (irreversibility, unlink-
ability and revocability) [155]. We also need to improve the recognition accuracy of
our proposed fingerprint template protection approach. Recently, researchers [55, 90]
also raised the vulnerabilities for Bloom filters based iris template protection scheme,
hence analysing and addressing these vulnerabilities on our won approach are also
the future work.

Another interesting future work is to create a large-scale fingerprint dataset as a refer-
ence dataset and a latent fingerprint dataset as a probe dataset. These latent fingerprints
have mated fingerprints in the reference dataset. Since identifying a latent fingerprint in
a large-scale fingerprint database is a typical use case in the law enforcement agencies,
evaluating the fingerprint indexing algorithm on such datasets reflects the reality need.

In addition, we think the following research aspects deserve more attentions. The im-
provement from these research aspects can benefit the above topics as well.

¢ Fingerphoto recognition algorithm.

Besides the fingerphoto quality assessment, we think the rest of fingerphoto based re-
search aspects (such as, segmentation, feature extraction and comparison algorithm)
are also very promising due to the popularity of the mobile devices. However, it
is very challenging to process the fingerphoto as we discussed earlier, and the most
of existing algorithms are developed for the fingerprint captured from the dedicated
sensor. For instance, a minutia is considered as a robust feature in the fingerprint.
Majority of the fingerprint recognition algorithms are based on the minutia feature.
But we observe that the number of minutiae that can be extracted from a fingerphoto
is much fewer than the number of minutiae in a fingerprint, which may cause a very
high error rate for the existing recognition algorithms when applying them on the
fingerphoto. There are a few fingerphoto recognition algorithms published in the lit-
erature as we discussed in Section 2.2, but their algorithms and evaluation are limited
on their own datasets. We believe these topics deserve more in-depth studies.

e Pre-processing algorithms.

149



12. CONCLUSIONS

150

In Section 1.2, we have discussed the importance of pre-processing algorithms includ-
ing segmentation, orientation field estimation, enhancement, binarization and thin-
ning. These pre-processing algorithms are extremely important for the low-quality
fingerprints and the latent fingerprints, especially when the latent fingerprints are
frequently used in the fingerprint identification system.

Global reference point detection.

Detecting a reliable global reference point for all types of fingerprints is challeng-
ing. If a reference point can be precisely detected from the fingerprint sample, the
subsequent processes can benefit a lot by considering this reference point. For in-
stance, invariant features can be extracted based on the reference point and used by
a fingerprint indexing algorithm. The computational complexity of the comparison
algorithm can be significantly reduced by using the reference point to avoid cross
comparison amongst minutiae. A global reference point is also the cornerstone to
properly align two fingerprint samples which are from the same source. We notice
that a number of reference point detection approaches have been presented in litera-
ture, but the problem is not well solved yet and would be the future work as well.
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Besides the three main research aspects, we also worked on other two topics: measur-
ing orientation for the arch fingerprint and testing fingerphoto recognition under real-life
scenarios. We categories these two topics into fingerprint alignment and fingephoto recog-
nition respectively as seen in the above figure.

In Appendix A, we designed an approach to measure the fingerprint orientation of arch
fingerprint by using a set of isosceles triangles and an input point with high curvature.
As we mentioned in the structure section (Section 1.4), this approach is semi-automated
approach which is the reason that we don’t include it in the main part. However, this
approach can be further improved to an automated approach and integrated into the fin-
gerprint identification system. In Appendix B, we investigated if it is feasible to recognize
an individual by using the fingerphoto taken from a smartphone’s camera under three
real-life scenarios. The experimental results revealed that it is very challenging to use those
fingerphotos for recognition due to the unstable and low quality samples. These results
motivated us that it is essential to control the quality of these fingerphotos in order to im-
prove the performance. This is also the reason that we’d like to report this work in the
appendix.

The work in Appendix A was published in [127] GUOQIANG L1, CHRISTOPH BUSCH,
BIAN YANG . “A novel approach used for measuring fingerprint orientation of arch finger-
print”. In Information and Communication Technology, Electronics and Microelectronics
(MIPRO), 2014 37th International Convention on (pp. 1309-1314). IEEE.

The work in Appendix B was published in [133] GUOQIANG LI, YANG BIAN, R. RAGHA-
VENDRA AND CHRISTOPH BUSCH. “Testing mobile phone camera based fingerprint recog-
nition under real-life scenarios.” NISK 1 (2012): 2.
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Appendix A

A novel approach used for measuring
fingerprint orientation of arch fingerprint

Abstract

It is no doubt that fingerprint recognition is the most common biometric modality,
which can be used to authenticate the identity of a person. Automatic identification sys-
tems based on fingerprint recognition have been extensively deployed in the industrial
and forensics area. The performance of these systems relies on the accuracy of the fin-
gerprint comparison algorithm, which is still suffering from the potential displacement
and rotation that might occur during fingerprint sample capture process. Especially the
strong rotation might decrease the identification accuracy. In order to address the rota-
tion issue, two fingerprint samples can be aligned to each other by the analysis of the
fingerprint orientation, which is generally represented by the orientation of core point
and potentially supported by the connecting line to delta(s). However, for arch finger-
print patterns such a core point doesn’t exist, and some researchers consider the point
with maximum curvature as a reference point for an arch fingerprint. But measuring a
robust fingerprint orientation for an arch fingerprint is still desirable. In this paper, we
propose an approach to measure the fingerprint orientation of arch fingerprints using a
set of isosceles triangles. We applied the proposed approach to measure the fingerprint
orientation for 80 arch fingerprint samples, which are selected from the challenging CA-
SIA Fingerprint Image database Version 5.0. The experimental results show that the
proposed approach is feasible to measure the fingerprint orientation for the arch finger-
prints, even for a partial imprint with strong rotation.

A.1 Introduction

Automatic fingerprint identification systems (AFIS) have been extensively deployed in di-
verse application scenarios due to their properties regarding uniqueness and permanence
of a fingerprint as a physiological characteristics. High accuracy is the crucial requirement
in these AFIS system, especially when the fingerprint identification is used as a tool for law
enforcement and forensic investigations. In order to achieve a better performance, prop-
erly aligning the reference sample and the probe sample is the critical step in the context of
comparing two fingerprint samples, specifically if the fingerprint samples are captured in
uncontrolled conditions. There are three major challenges involved in fingerprint sample
acquisition: translation, rotation and scaling. Researchers have been working on address-
ing these challenges since the fingerprint recognition was embedded into automatic identi-
fication systems. The most effort focused on translation and rotation issues, because captur-
ing fingerprint images from habituated subjects that are aware of the appropriate pressure
generally doesn’t lead to the scaling problem. Detecting a singular point as a global feature
has been commonly used to process the fingerprint alignment by researchers [204, 144]. In
particular, the location of singular points can be used to overcome the translation, and the
direction of the singular point (such as the core point orientation, which generally reflects
the global orientation of the pattern represented in the sample) can be applied to address
the rotation issue. The singular point or reference point detection has been studied over
the last two decades. Recently significant achievements have been obtained: tented arch
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fingerprint, left-loop fingerprint, right-loop fingerprint and whorl fingerprint can be easily
detected by analysis of singular points[64, 184, 142]. But finding a robust reference point
and it’s orientation for plain arch fingerprint still remains challenging [139]. This is also
reflected in commercial of the shelve fingerprint comparison subsystems (e.g. the Neu-
roTechnology Verifinger 6.0 product), which is unable to extract singularities for the vast
majority of arch fingerprint samples in our experiments (this will be described in details in
Section A.3). Therefore, it is still desirable to detect a reliable reference point and measure
its orientation for an arch fingerprint. Thus our work will focus on measuring a robust
fingerprint orientation for these rare but specifically challenging fingerprint patterns.

A variety of approaches have been proposed to detect the reference point and the ori-
entation for arch fingerprint in the literature. Most of methods operate on fingerprint ori-
entation field of the fingerprint sample [139, 198, 118] or curvature measurement [147, 70].
One typical approach of using an orientation pattern was proposed by Liu et al. [139]. They
developed a multi-scale analysis of orientation consistency, and a reference point of arch
fingerprint can be located by filtering the high orientation consistency. Another method us-
ing curvature measurement was presented by Nandakumar et al., who used this alignment
method for their fuzzy vault scheme in [156]. Their method relies on a set of points with
high curvature values called helper data. In order to obtain this helper data, an orientation
field flow curve is extracted first based on the orientation field estimation. This flow curve
is a global trait and similar to fingerprint ridges without breaks and discontinuities, thus
it will be sensitive to noise [70]. The wrong flow curves caused by noise will impact the
calculation of curvature values, and subsequently influences the determination of helper
data. Both of these methods were based on the global orientation field, which are sensitive
to noise. In contrary to previous methods, we will focus on exploring the local ridge pat-
terns to measure the fingerprint orientation with the help of multiple triangles which are
approximating a singular point.

The remaining of this paper is organized as follows: Section A.2 describes the initial idea
and procedures of our proposed approach; experimental set-up and results are introduced
in Section A.3; the conclusions are drawn in Section A.4.

A.2 fingerprint orientation measurement

A.2.1 Initial idea for arch fingerprint alignment

Since arch fingerprints don’t contain a core point in a strict sense [139], researchers consider
the point with maximum curvature as a reference point for an arch fingerprint [139, 118].
In order to tolerate the noise that is present in a fingerprint sample, we consider using self-
similar triangles (called isosceles triangle) that are defined on this reference point, which
can be used to align two fingerprint samples. Figure A.1(a) and Figure A.1(b) illustrate
two isosceles triangles detected in the reference sample and probe sample respectively.
Rotating the probe sample to align with the reference can be achieved by these two isosceles
triangles, as shown in Figure A.1 (c). Measuring the fingerprint orientation is the critical
step to accurately align these two samples. Meanwhile, the fingerprint orientation can be
calculated for both samples by using detected isosceles triangles. Furthermore, the point
with maximum curvature is not strictly required in this idea, since neighboring ridge lines
show approximately the same orientation and thus neighboring points (on parallel ridges)
with high curvature (as seen in Figure A.2) also can be used as input points to detect the
triangles. In consideration of generating a robust fingerprint orientation, the proposed
approach will detect a set of self-similar triangles (i.e., isosceles triangles) instead of only
one triangle. The details of this approach are described in the following section.
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(a) (b)

Figure A.1: Initial idea for arch fingerprint alignment: (a) a triangle is detected in the refer-
ence sample; (b) a triangle is detected in the probe sample; (c)Aligning two samples based
on detected triangles.

Figure A.2: The proposed approach does not only rely on the point with maximum curva-
ture. For a given example - these three points can be used as input point as well.

A.2.2 Procedures of measuring fingerprint orientation

In accordance with ISO/IEC 19794-2:2011 [99], the fingerprint orientation is measured as
an angle with respect to the horizontal axis from right to the left. This angle is generally
reflected by the direction of the core point detected in the fingerprint sample. As we know
arch fingerprints do not have such singular point. Instead, researchers [142, 77] usually
consider that the fingerprint orientation of arch fingerprint is approximated from horizon-
tal axis to the symmetrical axis of the orientation field. Figure A.3 illustrates five fingerprint
samples with fingerprint orientation o, aa, aig, g, a5 respectively. These five fingerprint
samples were captured from the same source and are taken from CASIA-FingerprintV5
database [5].

The proposed approach is based on the binary image which can be obtained from the
original fingerprint sample by applying the method provided in [9]. We assume this binary
image is denoted by a matrix M,,,»,,. The input data for our proposed method is location
of some point (h, g) with high curvature as described in the former section, assuming that
holds 1 < g < m,1 < h < n, and the output is the fingerprint orientation 0,0 < O <
27. The procedures of measuring this fingerprint orientation include 3 steps that will be
described as follows.

Step 1: Detecting the central isosceles triangle

Before detecting the central isosceles triangle along the ridge pattern by using the input
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Figure A.3: Tllustration of fingerprint orientation. Fingerprint samples are from CASIA-
FingerprintV5 [5].

point, it is necessary to adjust the input point (%, g) to the closest ridge unless it is already
located on the ridge within tolerance bounds. We assume the input point is denoted by
(i, j) after the adjustment. Starting from the input point two neighboring vertexes indicated
by (1;,1;), (r:, ;) are searched that are located on the same ridge line and will constitute the
central isosceles triangle. We define a function called ‘Detecting_triangle’, which requires
input point (7, j) and will return the two vertexes (l;,1;), (r;,7;). This function also defines
the traveling distance (i.e. side length) between (i, j) with these two vertexes as L. The
fingerprint orientation range is divided (O, 0 < O < 2) into four parts which will be called
‘tracking direction” in the rest of part: northeastern part (P;,0 < O < 7/2), northenwestern
part (P>, /2 < O < m), southwestern part (P;,7 < O < 3/(2m)), and southeastern part
(Ps,3/(2m) < O < 2m). The function ‘Detecting_triangle’ is composed of three steps.

(i—2| (-2 (i—2 (-2
J=2y| i—1}) J+1y | j+2)
(i—1,] (i—1, (-] -1,

= i-n M jsn]i+2)

lei = 0| (i, j) Ke.j+1]

i+, E+1, |G+ i+,
j=2li-0 LD j+n]j+2)
(i+2 | (i+2 (i+2|(i+2
=2 |i-1 j+1) | j+2)

Figure A.4: Neighborhood of the input point (4, j).
First a starting tracking direction Py, k € {1,2,3,4} is determined by calculating the
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binary values of neighboring points (as seen in Figure A.4) around input point (4, j):

Or= > Mzy) (A1)
i—2<x<i—1
JH1<y<j+2

0= > My (A2)
i—2<x<i—1
Jj—2<y<j-1

O3= > My (A3)
i+1<z<i+2
Jj—2<y<j-1

Os= > Mzy) (A4)
i+1<w<i42
JH1<y<j+2
We use the first minimal value from [O1, O2, O3, O4] as the starting tracking direction. We
assume this starting tracking direction is Py, k € {1,2,3,4}, also defined in Equation A.5.

Py, = minimum[O1; Og; O3; O4] (A.5)

Secondly, we define an additional function ‘Detecting_Vertex’ to find the first vertex
(l5,1;). The inputs of this function are (4,7) and starting tracking direction P. As we
defined earlier, the distance threshold between the input (4, j) and the vertex (;,1;) is set
to L. The idea of this function is to look for the next point (called intermediate point (p, ¢))
pixel by pixel along the fingerprint ridge towards the starting tracking direction until it
meets the distance threshold L or reaches the valley. The tracking direction will adjust to
the neighboring direction if the searching processing reaches the valley. The output vertex
(I3,1;) will be located once the search processing terminates. We define eight variables
to adjust the tracking direction as listed in Equation A.6-A.13. The initial value of the
intermediate point (p, ¢) is the input (7, 7). The details of the function ‘Detecting_Vertex’
are described in Algorithm A.1.

Wi=Mp-1,q¢-1)+Mp-1,q9)+Mp-1q+1) (A.6)
Wo=M(p—1,q) +Mp—1,g+ 1) +M(p,q+1) (A7)
Ws=M(p—1,9) +M(p—1,q+1) +M(p,q+1) (A.8)
Wi=M(p+1,9) +Mp+1,g+ 1) +M(p,q+1) (A.9)

Ws=M(p+1l,g—1)+Mp+1,q9)+M(p+1,q+1) (A.10)
W =M(p,q—1)+M(p+1,9q—1)+M(p+1,9) (A11)

Wr=M(pp+1,g—1)+M(p,g—1)+M(p—1,9—1) (A.12)
Ws =M(p,q—1)+M(p—1,9—1)+M(p—1,9) (A.13)

Thirdly, another vertex (r;, r;) can be detected by using the same function ‘Detecting_V
ertex’ with the input point (i, j) and a starting tracking direction P, which is determined
by the following equation.

ifp<i,g>j
ifp<i,g<y
ifp>iqg<y
ifp>ig>j

P, =

=W N

Step 2: Detecting the neighboring triangles
In order to achieve a robust fingerprint orientation, the neighboring triangles are de-
tected based on the central isosceles triangle as mentioned earlier at the beginning of this
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Algorithm A.1 Function of detecting an isosceles triangle

Require: the location information of an input point: (7, j);
the initial tracking direction: Py, k € {1,2,3,4};
Ensure: the location information of the vertex:(1;,1;);
1: Define eight variables as listed in Equation A.6-A.13;
2: Define the distance between intermediate point (p,¢) with the input point (4, j) as:
dis = sqrt((p —i)* + (¢ — 7))
3: while dis < L do

4. if P, == 1 then
5: if W5 < 3 then
6: if M(p —1,q + 1)==0 then
7: Setp=p—1,g=q+1;
8: Continue (Go to the beginning of the loop);
9: end if
10: if M(p, ¢ + 1)==0 then
11: Setg=q+1;
12: Continue;
13: end if
14: if M(p — 1,¢)==0 then
15: Setp=p—1;
16: Continue;
17: end if
18: end if
19: if W, < 3 AND W; <= W3 then
20: Setp=p—1,9g=q—1;
21: Adjust the tracking direction: P, = 2;
22: Continue;
23: else
24: Setp=p+1l,g=q+1;
25: P, =4;
26: Continue;
27 end if
28:  end if
29: for P, =2,3,4do
30: The procedures are similar with the P, = 1;

31:  end for
32: end while

section. We define a middle point (b;, b;) whose location is computed by Equation A.14 and
A15.

b, = ceil((l; +1:)/2) (A.14)
b; = ceil((; +15)/2) (A.15)

We consider the direction from middle point to the input point (¢, j) as upward direc-
tion, in contrast to the direction from the input point to the middle point as downward
direction. And there are T triangles, which will be detected from the upward direction
and downward direction respectively. These triangles can be found using the same func-
tion ‘Detecting_triangle’ with several neighboring points around the input point (4, j) (as
shown in Figure A.4). These neighboring points can be easily located by searching the
neighboring ridges from the input point (7, j) along the upward direction and downward
direction respectively.

Step 3: Calculating the fingerprint orientation
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In total, there are 27" + 1 triangles that have been located after the previous steps. The
fingerprint orientation can be derived from the set of values resulting from the individual
triangles and thus we obtain a robust measure for the orientation angle. The individual
fingerprint orientation of each triangle is calculated by using the following equation.

arctan((j — b;)/(b; —@)) +m ifb; <i,b; >j
21 — arctan((j — b;)/(i — b;)) ifb; <i,b; <j
arctan((b; — 7)/(i — b;)) ifb; >i4,b; <j
m™— arctan((bj *])/(bl — Z)) if b; > i,bj >3
We assume the fingerprint orientation of the central triangle is Ay. The fingerprint ori-
entations for the upward triangles are denoted as A1, As, ..., Ar, and Ari1, A1y, ..., Aor
indicate the fingerprint orientations of the downward triangles. The fingerprint orientation
of the pattern in fingerprint sample I can be computed by discarding the outer percentiles
(i.e. ignoring those fingerprint orientations which are far from the average value Avg).

Avg = 2o<e<ar Ae
’ 1+2T
The absolute differences between each individual fingerprint orientation with Avg is
denoted by Dif f. in Equation A.18. If the difference value Dif f, is more than a thresh-
old DT, the corresponding triangle will be discarded for calculating the final fingerprint
orientation oy of the fingerprint pattern. Therefore, the final fingerprint orientation o; is
calculated as in Equation A.19.

(A.16)

(A.17)

Diff. = abs(A. — Avg),0 < ¢ < 2T (A.18)
27
<
oy = 2e=09el0c = DT) 0(; = D7) (A19)

where Z is the number of o, that are not exceeding the threshold DT

Figure A.5: Only 2 out of 80 arch fingerprint samples were extracted singular points by
“Verifinger 6.0 extractor’. The core point for each of the two images is marked by a red
Cross.

A.3 Experimental set-up and results

A.3.1 Database preparation

80 arch fingerprint samples are selected from a very challenging database CASIA-FIDV5.0
(Fingerprint Image Database Version 5.0) [5]. All of them show strong rotation and a di-
verse quality. These 80 samples were captured from 16 fingers. Figure A.8 illustrates three
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Figure A.6: Generate the ground-truth fingerprint orientation by using a tool ‘"MB_Ruler’.

partial fingerprint samples, and Figure A.9 shows five samples which were captured from
the same source, but with different rotations. Before testing the proposed approach, we
used a commercial of the shelve fingerprint feature extractor ‘Verifinger 6.0 extractor’ to
detect the singular points on these 80 arch fingerprint samples. There are only 2 samples
for which the commercial algorithm could detect core points. But even these two detected
singular points are not accurate, as one easily observe when analyzing Figure A.5.

Number of samples

8 et 00D W) 7B e T o3 e

Finger orientation distribution (degrees)

Figure A.7: Fingerprint orientation distribution of database
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Figure A.8: Partial fingerprint samples with detected triangles. Red triangle denotes the
central triangle.

Figure A.9: Fingerprint samples with detected triangles. All five samples are from the same
source.

A.3.2 Ground-truth generation

In order to evaluate the performance of our proposed approach, we manually marked up
the input points and the fingerprint orientation as ground-truth for our experiments. The
input points were determined by human experts visual inspection according to the de-
scription in Section A.2. As we introduced earlier, the point with maximum curvature is
not required, instead the neighboring points with high curvature also can be used to mea-
sure the fingerprint orientation due to the flexibility of proposed approach. The ground-
truth fingerprint orientation of the prepared database is obtained by a digital tool called
‘MB_Ruler’[18]. ‘MB_Ruler’ can measure an angle starting at horizontal axis from right to
left. This angle just reflect the definition of the fingerprint orientation. Figure A.6 illus-
trated a sample with ground-truth 75.62 measured by ‘"MB_Ruler’. Figure A.7 shows the
distribution of the ground-truth fingerprint orientation of these 80 arch fingerprint sam-
ples.
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A.3.3 Performance evaluation

We applied the proposed approach to measure the fingerprint orientation for prepared
database. The parameters described in Section A.2 are set as follows: L = 30,T = 3,DT =
10. Figure A.9 illustrates five samples with detected triangles, and the central triangle is
marked by red color. These five samples are from the same source. Figure A.8 shows that
the proposed approach is still able to detected the triangles on partial fingerprint samples.
The fingerprint orientation can be calculated by using formula A.19 based on these detected
triangles. We computed the difference between these detected fingerprint orientation and
ground-truth, and displayed the result in Figure A.10. We can see that there are 93.75% (75
out of 80) samples with angle differences less than 10 degrees. This difference is acceptable,
since observation errors during ground-truth generation is also inevitable. Thus the exper-
imental results support the assumption that the proposed approach has the capability of
measuring the fingerprint orientation for arch fingerprints, and this fingerprint orientation
can be further used to align the fingerprint samples.

12 T T T T T T T T T T T T T T
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Difference between ground-truth and measured fnger orlentatlon

Figure A.10: Differences between ground-truth and measured fingerprint orientation for
80 arch fingerprint samples.

A.4 Conclusion

In this paper, We present an approach to measure the fingerprint orientation for arch finger-
print samples. The proposed approach detects a set of isosceles triangles by using an input
point as starting point. Subsequently an orientation value is calculated for each triangle.
The fingerprint orientation of the fingerprint sample can be obtained by discarding those
orientation values which are far from the average value. The proposed approach has been
tested on a very challenging database containing 80 arch fingerprint samples with strong
rotation. In order to evaluate the performance, we manually estimate the fingerprint orien-
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tation of this database as ground-truth. The results of analysing detected fingerprint orien-
tation with the ground-truth indicates that the proposed approach is capable of measuring
the fingerprint orientation for arch fingerprints, which can further be used for fingerprint
alignment. Our future work will focus on detecting a more robust input point to be used
for the proposed method.
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Appendix B

Testing Mobile Phone Camera based
Fingerprint Recognition under Real-life
Scenarios

Abstract

Fingerprint recognition has been widely used for personal verification in commer-
cial and forensic fields, but its implementation using mobile phones cameras is still an
emerging technology. In this paper, we evaluate the feasibility of fingerprints recognition
via mobile phone camera under real-life scenarios including (1) in-door with office illu-
mination, (2) natural darkness, and (3) out-door natural illumination with complicated
background. We selected three popular smartphones (Nokia N8, iPhone 4, Samsung
Galaxy I) to capture fingerprint images. NeuroTechnology and NIST functions (mindtct
as minutiae extractor and bozorth3 as minutiae comparator) were adopted to generate
ISO standard minutiae templates and compute the comparison scores among different
subsets of the generated templates. The subsets are grouped by using different scenarios
and different mobile phone cameras. The results of our evaluation indicate that, unlike
the in-lab scenario, it is a very challenging task to use mobile phone camera for finger-
print recognition in real life scenarios and thus it is essential to control the image quality
during the sample acquisition process.

B.1 Introduction

Nowadays, a majority of smartphones are equipped with a camera with 2 mega pixels or
above. The owners of mobile devices can handle their business in multiple locations in a
convenient manner and can improve the efficiency of their business tasks by online opera-
tion. According to Ciscos report Visual Networking Index (VNI) Global Mobile Data Traffic
Update 2011-2016, the number of mobile-connected devices will exceed the population on
earth by the end of 2012 [6]. At the same time smartphones known as a personal digital
assistant are usually adopted to record users sensitive corporate or personal information,
such as social security numbers, credit card numbers, usernames, passwords, etc. However
mobile devices can easily be lost or stolen. Claudia Nickel conducted a survey to investi-
gate how people use their mobile devices in her dissertation [1]. The survey shows 12.3%
of the participants had their phone lost or stolen once, additional 3.8% even more than
once. Such incidents sketch the severity of such a risk. Unfortunately Personal Identifica-
tion Number (PIN) or passwords are commonly chosen for the authentication of a genuine
user. But PIN and passwords may be forgotten or stolen by an individual who observes
the owner interacting with his devices and typing the secret number of string. Biomet-
ric characteristics cannot be forgotten [101] and thus be suitable as identifiers for personal
verification and the subjects need not to memorize them.

Fingerprints are the most common modality in forensic and governmental databases.
The US-VISIT program uses fingerprint recognition systems to enforce homeland and bor-
der security. Currently, biometric authentication has been globally adopted to implement
National ID verification and voter registration methods [173]. Especially for smartphones,
it is easy and inexpensive to develop and deploy fingerprint authentication. Motorola has
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Table B.1: Specification of cell phone cameras.

Cell phone name Nokia N8  iPhone4 Samsung Galaxy S
Mega pixel (max) 12.0 5.0 5.0
Resolution option selected  1536x1936  2592x1936 1600%960
Auto-focus Yes Yes Yes
Image format JPEG JPEG JPEG
ISO control automatic  automatic automatic
Flash source Xenon LED no flash
Flash setting automatic  automatic no flash
Aperture /2.8 /2.8 £/2.6

information not

Sensor size 1/1.83 1/3.2 available

unveiled in 2011 the first Android smartphone with a build-in fingerprint reader which
allows only the owner to unlock the phone [37]. On the other hand, it could be interesting
to use mobile phones camera to capture fingerprints, since an optical camera is already a
popular component in a mobile phone nowadays. If such cameras can be exploited for
fingerprint capturing, no dedicated fingerprint sensors are needed to squeeze in a phones
limited physical space.

A recent research [73] has shown it is feasible to implement fingerprint recognition us-
ing mobile phones cameras under the laboratory environment. Other researchers [160, 149]
used webcams to capture the fingerprint images under the laboratory environment as well.
But how well does it work in real-time scenarios is still of curiosity to us, which is the drive
of this work.

In this paper, we show an evaluation of different mobile phones’ cameras based finger-
prints recognition under various real-life scenarios. Section B.2 introduces our procedures
for data collection and off-line performance testing. The evaluation results are described in
Section B.3. Section B.4 gives the conclusion.

B.2 Data collection and template comparison settings

B.2.1 Data collection

We captured samples from 100 different fingers consisting of 25 groups of right index fin-
ger, right middle finger, left index finger and left middle finger. We captured these 4 fingers
from a subject because in most cases subjects feel more convenient to take photos on them
than on other fingers. Meanwhile, samples captured from index and middle fingers are
usually high in quality by empirical observation. We took three photos for each finger.
Three smart phones were selected for this experiment - iPhone 4, Samsung Galaxy I, and
Nokia N8. Both iPhone 4 and Samsung Galaxy I have a 5 megapixel embedded camera.
Nokia N8 features with a 12 megapixel embedded camera (Table B.1). The camera embed-
ded in Samsung Galaxy I is without flash. We refer the Nokia 8, iPhone 4 and Samsung
Galaxy I to cam-NOK, cam-IPH and cam-SAM in the remainder of the paper.

We defined three typical scenarios to take finger photos and all of the scenarios cor-
respond to typical convenience use cases of the mobile phone as a pocket device [218].
The first scenario is an in-door scenario with good illumination condition with a desktop
as background under an office environment. Figure B.1(a) gives a finger sample taken in
this in-door scenario. The second scenario is the natural darkness scenario in which the fin-
gerprint samples are captured in very poor (almost dark) natural illumination such that the
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(d) cropping image

Figure B.1: Fingerprint samples under different scenarios and cropping pre-processing.

Table B.2: Definition of sessions

Session No. Interpretation

Session 1 Scenario indoor, Nokia N8 camera
Session 2 Scenario indoor, iPhone 4 camera
Session 3 Scenario indoor, Samsung Galaxy I camera
Session 4 Scenario dark, Nokia N8 camera
Session 5 Scenario outdoor, Nokia N8 camera
Session 6 Scenario outdoor, iPhone 4 camera
Session 7 Scenario outdoor, Samsung Galaxy I camera

flash light has to be activated. We note that in this scenario only Nokia N8 can capture sam-
ples with good contrastness while the other two cameras failed to do so at all. This in this
scenario only Nokia N8 was employed for testing and the camera flash was automatically
turned on in this scenario, Figure B.1(b). The third scenario is the out-door scenario which
samples were taken outdoors with complicate background (mainly lawn, lake, houses, and
cars in our experiments). Figure B.1(c) shows an example in the third scenario. All of the
phones have been used to capture three samples for each finger. In the following sections,
scen-IN, scen-DARK, scen-OUT refer to in-door, natural darkness, and out-door scenarios
respectively.

In our experiments, 7 sessions, shown in Table B.2, are created for each finger to capture
3 samples. In total there were 2100 (25 subjects x 4 fingers x 3 samples x 7 sessions)
fingerprint images captured.
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Table B.3: Description of Abbreviations

Abb. Description
scen-IN Scenario indoor
scen-DARK Scenario dark

scen-OUT Scenario outdoor
cam-NOK Camera Nokia N8
cam-IPH Camera iPhone 4
cam-SAM Camera Samsung Galaxy I

Smp Sample

Sub Subject

B.2.2 Template comparison settings

Figure B.2(a) gives a matrix composed of all captured samples. The explanation of abbre-
viations is listed in Table B.3. The columns correspond to 21 captured images (7 sessions 3
samples) for each finger. NeuroTechnology (referred to NT) and NISTs mindtct / bozorth3
have been adopted to extract and compare the minutiae templates from the fingerprint
images. Among the three samples captured from each finger, the one with maximum de-
tected minutiae (by NT) is deemed as the good-quality sample. Matrix B (Figure B.2b)
is composed by these good-quality samples. Before extracting the template from finger-
print image and comparing the templates, the foreground (finger area) from raw images
is cropped manually, assuming in practice such segmentation can be achieved in real time
by background subtraction in a video sequence recording the full finger probing process.
Figure B.1d shows a fingerprint sample after such a cropping.

Fingerprint recognition can happen in various scenarios. For instance, a user enrols a
finger sample to his/her smartphone at office, and then he/she can verify his/her identity
to lock/unlock the screen at office or at home. Comparison experiment I and III are derived
from this situation for device access control. In other scenarios we would like to do remote
authentication while verification may be done in a supermarket using our smartphone or a
third-party’s mobile phone. Comparison experiment I and comparison experiment IV are
for such application using mobile phone as a wireless terminal for identity authentication.
In comparison experiment V, we don’t take account of different scenarios and different
cameras due to a majority of samples with a low image quality. Genuine scores have been
generated by comparing the samples from the same finger. Comparing the samples from
different fingers we got the imposter scores. In order to reduce the computational com-
plexity, imposter scores were taken from the sample pair (SmpX, SmpY) that the row index
of SmpY is more than the row index of SmpX in matrix B. The details of five comparison
experiment methods are described in the following.

Comparison experiment I: intra-camera and intra-scenario. In this case, it compared
the samples taken by the same camera in the same scenario. The good-quality samples
denoted in Matrix B are selected as reference images. The other two images from the same
fingerprint are used to compare to the good-quality sample. Thus the number of genuine
scores is 1400. The number of imposter scores is Z?il (100 — 7) x 14.

Comparison experiment II: inter-camera and intra-scenario. This method compared
the samples taken by different cameras in the same scenario. Thus, the images from dark
scenario havent been adopted in this case. We only consider the good-quality samples in
Matrix B in this experiment. The samples from the cam-IPH in scen-INH are selected as
the reference with the probe images from the cam-NOK and cam-SAM in scen-INH. The
samples from the cam-SAM in scen-OUT are considered as the reference with the probe
images from the cam-NOK and cam-IPH in scen-OUT. The number of genuine scores is
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seen-IN seen-DARK seen-OUT
—t—
cam-NOK cam-IPH cam-SAM cam-NOK cam-NOK cam-IPH cam-SAM

— — — —P— — Tt —t—
Smpl Smp2 Smp3 Smpl Smp2 Smp3 Smpl Smp2 Smp3 Smpl Smp2 Smp3 Smpl Smp2 Smp3 Smpl Smp2 Smp3 Smpl Smp2  Smp3

Right Index

Right Middle

Sub001
Left Index
Left Middle
100x21
Right Index
Right Middle
Sub025
Left Index
Left Middle
(a) Matrix A composed of all captured images
seen-IN scen-DARK scen-OUT
e, = A
cam-NOK  cam-IPH cam-SAM ~ cam-NOK CﬂmT-NOK cam-IPH  cam-NOK -
Goodl Goodl Goodl Goodl Goodl  Goodl Good|
Right Index
Right Middle
Sub001
Left Index
Left Middle
100x7
Right Index
Right Middle
Sub025

Left Index
Left Middle

(b) Matrix B

Figure B.2: Derived matrix using only the best fingerprint samples
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Table B.4: Description of Abbreviations

Reference images Probe images

cam-NOK with ]

1 scen-DARK cam-IPH with scen-IN
cam-NOK with ]

2 scen-DARK cam-SAM with scen-IN
cam-NOK with -

3 scen-DARK cam-IPH with scen-OUT
cam-NOK with

scen-DARK cam-SAM with scen-OUT

cam-IPH with scen-IN cam-NOK with scen-OUT
cam-IPH with scen-IN cam-SAM with scen-OUT
Smp Sample

N o O >

400. The number of imposter scores is 377, (100 — i) x 4.

Comparison experiment III: intra-camera and inter-scenario. This method only com-
pared the good-quality samples from the same camera in different scenarios. The samples
from the cam-NOK in scen-DAR are considered as the reference with the probe images from
the same camera in scen-INH and scen-OUT. The samples from the cam-IPH in scen-INH
are considered as the reference with the probe images from the same camera in scen-OUT.
The samples from the cam-SAM in scen-OUT are considered as the reference with the probe
images from the same camera in scen-OUT. The number of genuine scores is 400 and the
number of imposter scores is Z?Zl (100 — %) x 4.

Comparison experiment IV: inter-camera and inter-scenario. This method only com-
pared the good-quality samples taken by different cameras in different scenarios. Table B.4
indicates how to select the reference images and probe images. Thus the number of genuine
scores is 700. The number of imposter scores is 37>, (100 — i) x 7.

Comparison experiment V: in this experiment, one best-quality sample was manually
selected by the operator (mobile phone holder) as a reference from all the 21 samples cap-
tured from one finger. This results in 50 fingers with at least 2 samples that can generate
minutiae templates by the NeuroTechnology minutiae extractor with sample quality con-
trol functionality. This experiment tries to investigate the optimistic accuracy performance.

B.3 Evaluation results

In this paper, we chose the NeuroTechnology and NIST algorithms to calculate the gen-
uine scores and imposter scores. The comparison scores can be benchmarked from three
combinations of procedures that are NIST-mindtct minutiae extractor with NIST-bozorth3
comparator, NT extractor with NIST-bozorth3 comparator, and NT extractor with NT com-
parator.

When benchmarking the algorithm performance of a biometric system, the Equal Error
Rate (EER) is usually chosen to compare the accuracy among different algorithms. EER is
the rate where False Match Rate (FMR) [101] and False non-Match Rate (FNMR) [101] are
equal.

It is different from the laboratory environment that camera and hands are both fixed.
It was impossible to avoid hand and camera shaking during taking photos in real-life sce-
narios. And the cameras usually focused on the background in the outside scenario. It is
quite hard to get stable and good quality images. Table B.5 displays the EER value of five
comparison experiment methods according to the different comparison experiments.
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Figure B.3: The statistics of score value on comparison experiment V

173



B. TESTING MOBILE PHONE CAMERA BASED FINGERPRINT RECOGNITION UNDER
REAL-LIFE SCENARIOS

Table B.5: EER values of five comparison methods.

NIST_NIST NT_NIST NT_NT
Comparison 44.5% 45.4% 41.9%
Comparison 48.7% 49.3% 49.6%
Comparison 47.7% 48.5% 46.9%
Comparison 47.8% 48.5% 49.1%
Comparison 48.3% 25.4% 24.8%

A statistics of genuine scores and imposter scores is showed in Figure B.3 according
to the comparison experiment V. X-axis indicates the score value and Y-axis describes the
number of each value. In the case for NT extractor and NIST-BOZORTH comparator, the
number of imposter scores that are less than 10 is 11567 (in total 12687), and the portion is
91.2%. The amount of zero scores is 12680 and the portion is 99.9% for the NT extractor and
NT comparator. Only 7 imposter scores are more than 0.

In general, the value of genuine scores by NIST-bozorth3 comparator is less than the
value of NT comparator that operates on the same samples, as seen in Figure B.3. Judged
by human eyes, the image quality is getting better along the increase of genuine scores.
NeuroTechnology fingerprint template matching algorithm is able to identify fingerprints
even if they have only 5-7 similar minutiae [33]. That means NeuroTechnology gets the
zero value when only 4 similar minutiae are extracted. That is why the number of zeros of
genuine scores generated by NeuroTechnology is much more than the number of zeros of
genuine scores generated by NIST-mindtct. Also, NIST-mindtct extractor generates more
minutiae than NT extractor usually for the same fingerprint images

B.4 Conclusion and future work

Due to the complicated background, hand and camera shaking during taking photos, the
result of experiments indicates it is impossible to get a desirable performance of finger-
print recognition using mobile phone cameras in real-life scenarios even though it might
be working well under laboratory environment [73, 160, 149]. Another reason to the unde-
sirable performance reported in this paper could be the fact that existing consumer mobile
phone cameras are mostly optimized to capture human face or other more attracting ob-
jects in a frame instead of fingerprints. This can be clearly observed from our experiments
that the iPhone 4 in general fails to auto focus on the finger area in the outdoor scenario.
Therefore, if the application of fingerprint recognition using existing mobile phone camera
needs to be feasible in real-life scenarios, it is essential to control the image quality during
sample collections. As future work, we will test real-time quality control and enhancement
for the raw image generated from the mobile phone cameras, and implements them on
mobile phones. Comparisons with build-in fingerprint sensors in mobile phones are also
to be tested.
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