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Chapter 1

Introduction

Broadband seismic data has become the new standard of seismic data used in geophysi-

cal prospecting. The main goal of the work performed during this PhD project has been

to examine the potential of acquiring marine seismic data with variations in the source

depth from shot to shot to further improve marine broadband seismic data. In conven-

tional seismic data acquisition, the source has been kept at a constant depth. The source

depth influence the frequency content of the resulting seismic data. There are at least

two reasons for this: The first reason, independent of what kind of source that is used,

is interference between the waves propagating directly downwards from the source and

the waves propagating downwards after they have reflected from the air-water interface.

This interference cause energy in some frequency bands to increase, while energy in other

frequency bands will be reduced. At particular frequencies, there will be close to no en-

ergy. These frequencies are referred to as notch frequencies. Throughout this thesis, the

waves that has been reflected from the air-water interface will be referred to as the ghost

reflection. The reason for this is that it appears to come from a position above the air-

water interface. The second reason why the source depth influence the frequency content

of marine seismic data is because the nature of the most common source used in marine

seismic: Which is the air gun. The air gun is based on generating an oscillating air bubble

that expands rapidly and generates acoustic pressure. Air-gun arrays consisting of up to

40 air guns may be used as source. The frequency content of the acoustic energy will

depend, among several parameters, on the pressure of the surrounding water. A bubble

that is oscillating at a greater depth (having higher surrounding pressure) will produce a

more high-frequency signal than a bubble that is oscillating at shallower depth.

The motivation for varying the source depths during marine seismic acquisition is that,

in theory, it could yield a data set where the energy is distributed more evenly over all

frequencies within the seismic bandwidth. No narrow frequency band will suffer from

having less energy due to the source ghost.

In addition to acquiring seismic data with a broader bandwidth, modern seismic acquisi-

tion is often performed with more than one source used at the same time. This way, more

data can be acquired in a given time window, yielding more cost-efficient seismic acquisi-
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tion. Acquiring seismic data with simultaneous sources result in data where the wavefield

from the different sources are overlapping in time. Separation of these wavefields must

be carried out prior to conventional imaging.

This thesis is a collection of several independent papers organized in chapters. The re-

maining part of this Chapter consist of an introduction to some theory and concepts that

are relevant as background for the work presented, a motivation for the work that has been

performed and a brief summary of the publications that have been published or submitted

to peer-reviewed journals.

1.1 Marine seismic acquisition

The goal of seismic data acquisition is to obtain information about the geology in sub-

surface. The most common marine seismic experiment is the towed streamer experiment

(see Figure 1.1). This kind of seismic acquisition usually consists of one or more seismic

sources that emit acoustic energy that propagate as waves from the source, and one or sev-

eral cables with sensors distributed along them that measure acoustic wavefield generated

by the source. These cables are referred to as streamers. The sources and the streamers

are towed behind a seismic vessel. If one streamer is used, the experiment is referred to

as 2D seismic acquisition, and if more than one streamer is used, it is referred to as 3D

seismic acquisition. Conventionally, the sensors in the streamers have been hydrophones

that measure the pressure variations in the water due to the acoustic wave. Nowadays, it

is also becoming more common to use multi-component streamers that measure particle

motion in addition to pressure. Other marine seismic acquisition strategies exist. Exam-

ples of this are ocean bottom seismic (OBS), where the recording devices are placed on

the seafloor and vertical seismic profiling (VSP), where the receivers are positioned in

well bores.

The seismic data must be processed in order to obtain images of the subsurface that re-

sembles geological boundaries (referred to as imaging or migration) or rock parameters

(referred to as inversion). In exploration geophysics, the goal is to obtain images and

physical parameters of the subsurface so geologists can perform interpretation of the ge-

ology. The foundation for high-quality images and inversion results is related to quality

of the raw seismic data.

1.2 Marine broadband seismic data

Marine broadband seismic acquisition shares the same experiment setup as conventional

marine seismic acquisition, e.g., sources in front of streamers. The main differences are

in the ways the source arrays are designed, the type and geometry of the streamers used,

and in the processing of the resulting data. As the name implies, broadband seismic

provide data with a broader bandwidth than conventional seismic. The geology we want

2



In-line
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Figure 1.1: A sketch of towed-streamer marine 3D seismic acquisition. Two source

arrays, each consisting of three sub arrays, are illustrated. The streamer can be up to 12

km long, and their depths typically range between 5 to 50 m. The distance between the

sources and the first recording channel in the streamer is typically 50 to 200 m depending

on the acquisition type. The paravanes to the sides are used to pull the streamers out to

the sides.

to image have variations on all scales, all the way from molecular composition; to pores in

sandstone; to large variations in rocks deposited over millions of years. By increasing the

bandwidth in the seismic data, we obtain information about variations in the geology on

more length scales. Ideally, we want to have an infinite bandwidth with equal distribution

of energy with respect to frequency so that what we record is the impulse response of

earth. For exploration seismic in a marine setting, a bandwidth from 2 to 200 Hz is

considered very good. If we assume that this bandwidth is the "visible" bandwidth of

seismic, an analogy to light can be made: A familiar concept in optics is how light refracts

through a prism. If we use a white light beam, we are able too see the full spectrum of the

light on the other side of the prism. However, if we use a coloured light beam, we are only

be able to see this part of the spectrum on the other side of the prism. This is illustrated

3



in Figure 1.2. If the bandwidth of the seismic data is limited, we will not be able to image

the variations in geology on all the desired length scales.

In reflection seismic we can only obtain information about the scales corresponding to the

bandwidth of the seismic source and the bandwidth that we may record. There are several

factors in seismic acquisition that affect the total bandwidth:

• Total output from the source:

– Bandwidth of air-gun array

– Array directivity

– Source ghost

• The recording equipment:

– Instrument response

– Receiver grouping

– Receiver ghost

• The signal-to-noise ratio

The two first bullet points in the list above, without going into details, are to a certain

degree known in seismic acquisition. To correct for and/or reduce the impact of these

factors is probably the biggest difference between old seismic and modern broadband

seismic acquisition and processing. Measures can be done in acquisition, and type of

acquisition equipment, to reduce the impact of the ghost reflections. Processing must be

performed to remove its effect on the data. The signal-to-noise ratio (S/N) is a measure

Full bandwidth Limited bandwidtha) b)

Figure 1.2: a) How white light refracts in a prism. b) How colored light refracts in a

prism.
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of the relative amount of signal compared to noise in the data. The S/N is frequency

dependent, and a high S/N is desired over the full bandwidth. If no noise is present, it

would be straight forward to remove the effect of all the factors limiting the bandwidth

within the bandwidth of the source. However, noise is always present during seismic

acquisition, and the S/N is the key parameter in determining whether or not it is reasonable

to correct for the different factors in a given frequency band.

The motivation for acquiring data with a broader bandwidth can be seen in the following

example: A photograph of small scale structural geology (modified from Fossen and

Gabrielsen, 2005) is used as a geological model. Reflection coefficients are based on the

relative color difference vertically in the photograph. For each lateral position, a reflection

series is calculated:

Ri =
Ii+1 − Ii
Ii+1 + Ii

, (1.1)

where Ri is the reflectivity at depth i, and Ii is a value based on the intensity of the

color in the photograph, and can be thought of as the acoustic impedance (product of the

velocity and the density of the medium) at depth i. The velocity is assumed constant

(2000 m/s, 1m = 1 ms) for simplicity. Synthetic seismic sections, or reflection images, are

generated by convolving the reflectivity series with bandpass filters. The geological model

and the reflection images for three different frequency bands are shown in Figure 1.3.

Figure 1.3b shows a reflection image where a bandpass filter with corner frequencies 10-

15-45-55 Hz is used, this image provides high resolution, and most of the boundaries seen

in Figure 1.3a is visible. Figure 1.3c shows an image where a bandpass filter with corner

frequencies 2-3-10-15 Hz is used, here the resolution is not as good as in Figure 1.3b,

and most of the thin layers are not resolved. However, the large scale differences are

clearer defined, compared to Figure 1.3b. Figure 1.3c shows an image where a bandpass

filter with corner frequencies 2-3-45-55 Hz is used. Here, we observe that the resolution

is even better than in Figure 1.3b, and it is easier to distinguish the boundaries between

geology with large contrast (e.g. very dark or very light). For interpretation, we see that

the section in Figure 1.3d is preferred.

Equation 1.1 gives the relative difference in the geology. If we would like to go back to

the I , we must invert thee equation. An approximation to this is to take the cumulative

sum, or integrate each trace to obtain a relative impedance. Figure 1.4b,c and d show the

relative "impedance" of the corresponding reflection images in Figure 1.3. We observe

that when a broader bandwidth is used, we obtain an image that is closer to the geological

model.

In the examples above, attenuation has not been included. Attenuation is the term used for

frequency dependent damping of the seismic signal (e.g. Knopoff, 1964; Futterman, 1962;

Kjartansson, 1979). Attenuation of the seismic signal can be related at least to two differ-

ent phenomena: 1) Intrinsic absorption of energy and 2) Scattering due to heterogeneity.

A commonly used model for attenuation is the constant-Q model:

A(r, ω) = A0(ω)e
−πωr
Qc , (1.2)

5



where A(r, ω) is the signal recorded at a distance r away from the source with strength

A0(ω), Q is the quality factor, c is the velocity and ω = 2πf is the angular frequency,

where f is the frequency. Equation 1.2 shows that higher frequencies are attenuated more

than low frequencies. Figure 1.5 shows the corresponding images as in Figure 1.3 when

Q = 50 is included. We observe that the section in Figure 1.5b has very low amplitudes

at large times, and that the section with low frequencies, in Figure 1.5c, is less affected

by attenuation.

Although these examples are simple and unphysical, they clearly demonstrate the effect

of bandwidth in seismic data. It is obvious from the example that both low and high

frequencies are desired for a better understanding of the subsurface. Low frequencies

illuminate the larger variations in geology and are less affected by attenuation due to

absorption and scattering, while the high frequencies are illuminating smaller variations

in geology. For inversion and imaging of deep structures, the low frequencies play an

important role.
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Geological Model
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Figure 1.3: a) Geological model based on photograph from Fossen and Gabrielsen

(2005). b), c) and d) shows synthetic seismic sections obtained by convolution model-

ing, where different band-pass filters (indicated above the respective figures) are used as

source.
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Geological Model
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Figure 1.4: a) Geological model based on photograph from Fossen and Gabrielsen

(2005). b), c) and d) shows relative impedance sections obtained by integrating each

of the traces in Figure 1.3b), c) and d). We observe that d), with a broad bandwidth,

results in an image that is closer to the true model.
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Figure 1.5: Geological model based on photograph from Fossen and Gabrielsen (2005).

b), c) and d) shows synthetic seismic sections obtained by convolution modeling, where

different band-pass filters (indicated above the respective figures) are used as source.

Constant-Q attenuation (Kjartansson, 1979) is applied.
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1.2.1 The ghost reflection

The ghost reflection is the term used for the wavefield that has been reflected at the free

surface, i.e., the air-water interface for marine seismic data (van Melle and Weathernurm,

1953). The contrast in acoustic properties (density and velocity of sound) is large between

water and air. The amplitude of the reflected wave is given by the reflection coefficient

as:

R0 =
ρaca − ρwcw
ρaca + ρwcw

, (1.3)

where ρ and c are the density and velocity of sound, respectively, and the subscripts

denote air (a) and water (w). The typical density and velocity of sound in water is 1000

kg/m3 and 1500 m/s, respectively, while the same parameters for air is 1.2 kg/m3 and

330 m/s. The reflection coefficient from the air-water interface is thus R0 =-0.99945 ≈
-1. This shows that all up-going waves will be reflected at the free-surface and propagate

down with approximately the same strength, but opposite polarity. The air-water interface

works as a mirror for seismic waves. When the seismic data is recorded, we record both

the up-going waves as they pass the receivers, and the down-going wave that has been

reflected at the free surface. The latter appears in the data as it was recorded at a ghost

receiver that is positioned above the free surface. The wavefield from a source at a given

depth, will consist of the direct wave and the ghost reflection. Figure 1.6 shows how this

will appear for an impulse source positioned at 10 m depth in different domains. We

observe that there is a diversity of notch frequencies with respect to angle for a single

source depth (Figure 1.6b).

The wavefield recorded at position r from a source at position rs is given as:

s(x;xs, t) =
1

|x− xs|w(t− τ) +
R0

|x− x′
s|w(t− τ ′) (1.4)

where w(t) is the source signature, x = (x, y, z), xs = (xs, ys, zs), x
′
s = (xs, ys,−zs),

are the recording, source and ghost-source positions, respectively, τ = |x − xs|/c and

τ = |x − x′
s|/c are the travel times from the source and ghost source to the recording

position, respectively, and c is the velocity in the medium. If we assume (x− xs)/z � 1,

zs/z � 1 and R0 = −1, we can approximate equation 1.4 as:

s(x;xs, t) ≈ 1

|x− xs|
[
w(t− τ)− w(t− τ −Δτ)

]
. (1.5)

Here, Δτ is the difference in the travel time between the primary and ghost events:

Δτ ≈ 2zs cos θ

c
.

By taking the Fourier transform of equation 1.5 we obtain:

S(ω) =
eiωτ

|x− xs|W (ω)

[
1− eiωΔτ

]
, (1.6)
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Figure 1.6: a) A source positioned 10 m below a free surface. Receivers are positioned

250 m away from the source at angles -90◦ to -90◦ from vertical. The resulting wavefield is

illustrated at three different times (t1, t2 and t3), where blue and red illustrates the direct

and ghost, respectively. b) Amplitude spectra versus angle, where the amplitudes are

normalized to the maximum value of the direct wave. The periodicity and position of the

ghost notches vary with angle. The solid black box shows a typical region of frequencies

and angles that is used in imaging of shallow geology. The dashed box indicates the

region that is typical for deep imaging. c) Impulse response from the source positioned

10 m below the free surface. The time axis is centered on the time for the direct wave.

where ω = 2πf is the angular frequency. This equation can be written as the follows:

S(ω) = R(ω)G(ω), (1.7)

with

R(ω) =
eiωτ

|x− xs|W (ω) and G(ω) = 1− eiωΔτ ,

being the signal that we would have recorded without a ghost and the ghost filter, respec-

tively. The ghost filter describes how the free surface alter, or filter, the seismic signal.
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Figure 1.7: The amplitude spectra of vertical ghost responses for source depths 5 m (blue)

and 10 m (black). The amplitude scale is in decibel (dB relative to 1).

The ghost spectrum is given as:

|G(ω)| = 2

∣∣∣∣ sin
(
ωΔτ

2

) ∣∣∣∣. (1.8)

We see that the maximum and minimum value of |G(ω)| are 2 and 0, respectively. Fig-

ure 1.7 shows the vertical (θ = 0) ghost spectra for source depths 5 and 10 m. We observe

that the ghost reflection give rise to notches in the spectrum, and that the position of these

notches are dependent on the source depth. The position of the notches are given by:

fn =
c

2z
· n for n = 0, 1, 2, . . . . (1.9)

The scale that is used for the amplitudes in Figure 1.7 is the decibel scale given as:

AdB = 20 log10

(
A

A0

)
,

where A is the amplitude of the signal and A0 is a reference amplitude. If the A is twice

the magnitude of A0, AdB is close to 6.
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1.2.2 Source-side deghosting

Source-side deghosting is the process where the ghost reflection on the source side is

attempted removed. To remove the ghost, an inverse ghost filter can be applied to the

recorded seismic data, S(ω), in equation 1.7:

R(ω) = G−1(ω)S(ω) =
S(ω)

G(ω)
. (1.10)

A problem with this process, is that G(ω) is zero at the notch frequencies, making this

highly unstable in the presence of noise. A more robust approach is to use Wiener decon-

volution:

G−1(ω)S(ω) ≈ G∗(ω)S(ω)
|G(ω)|2 + ε2

, (1.11)

where superscript ∗ indicates complex conjugate and ε is a regularization term, related

to the noise level in the data, used to avoid division by zero. Equation 1.11 gives the

correct phase-shifts to the data, but will not correctly restore the amplitudes. Figure 1.8

illustrates how different values of ε affect the deghosting result. Figure 1.8a shows a trace

where a Ricker wavelet with peak frequency of 40 Hz is used, the same trace with a ghost

corresponding to a source depth of 10 m and the ghosted trace with noise. Figure 1.8b

shows the amplitude spectra of the trace with no ghost, with ghost and the noise. Fig-

ure 1.8c shows the deghosted result for different constant values of ε with the true trace

overlaid, and Figure 1.8d shows the corresponding amplitude spectra. We observe, in

Figure 1.8d, that the amplitudes of the deghosted result in the areas where the S/N is low

are amplified too much (f < 5Hz and f > 105Hz). The ε parameter can be chosen

frequency dependent to better represent the S/N for different frequencies. This illustrates

source-side deghosting for a wave that has traveled vertically. A seismic shot gather con-

tain traces where the take-off angle, or angle of emergence, is deviating from vertical (see

Figure 1.6b). The vertical approximation is often used in processing of seismic data, but

better results can be achieved if this deviation is included in the deghosting filters.

Receiver-side deghosting is an equally important process for obtaining broadband seis-

mic images. However, since the focus of this thesis is on the source side, no detailed

description will be given for the receiver-side deghosting. For further reading on receiver-

side deghosting, the reader is referred to Amundsen (1993); Fokkema and van den Berg

(1993); Posthumus (1993); Tenghamn et al. (2007); Soubaras (2012).
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Figure 1.8: a) Synthetic seismic trace, ghosted trace and ghosted trace with noise. b)

Amplitude spectra of the trace, ghosted trace and noise. c) Deghosting of the trace with

ghost and noise using different constant values of ε. A trace without the ghost is overlain

for comparison (dashed). d) The amplitude spectra of the deghosted results in c).
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1.3 Air gun as acoustic source

The most common source of acoustic signal used in marine seismic acquisition today is

the air gun, or arrays of multiple air guns. The air gun was developed in the 1960’s by

Stephen Chelminski, who also co-founded Bolt technologies. An air gun works in the way

that pressurized air is filled in a chamber. When this air is released, it forms a bubble of air

that will expand rapidly. As the bubble expands, the pressure inside the bubble decrease.

When the pressure is lower than the pressure in the water surrounding it, the bubble slows

down, and will eventually start to contract. As it contracts, the pressure inside the bubble

will again increase and eventually start expanding. The bubble oscillates like this until it

dissolves or breaks the air-water interface. In this section, the fundamentals of how the

air-gun source works is described. The physics of such a bubble was first described by

Rayleigh (1917).

1.3.1 Rayleigh equation for bubble motion

Let us now examine how an expanding bubble in an incompressible fluid will affect the

particle motion of its surroundings. Let us assume that there are no boundaries in this

fluid and that the motion has spherical symmetry with respect to the centre of the bubble.

We denote R as the radius of the bubble and U the velocity of the bubble wall. The

relationship between R and U is given by:

U =
dR

dt
. (1.12)

The rate of the volume of fluids pushed away as the bubble expands a small radius dR
over a short time dt is given as

dV

dt
= 4πR2dR

dt
, (1.13)

where 4πR2 is the area of a sphere with radius R. The rate of volume going through a

shell at a radius r away from the centre of the bubble due to the same expansion must

therefor be:
dV

dt
= 4πr2

dr

dt
. (1.14)

This gives a relationship between the particle velocity at a distance r and the bubble-wall

velocity when the bubble radius is R:

u =
dr

dt
=

UR2

r2
. (1.15)

The total kinetic energy in the liquid surrounding the bubble is given as the integral:

Ek =

∫ ∞

R

1

2
4πρu2dr, (1.16)
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which is evaluated to:

Ek = 2πρU2R3. (1.17)

The potential energy of this system equals the work done by the bubble when it expands

from the initial radius R0 to R:

W =

∫ R

R0

(p− p∞)4πR2dR. (1.18)

The total energy of the system is therefore given by:

E = Ek +W = 2πρU2R3 +

∫ R

R0

(p− p∞)4πR2dR. (1.19)

The total energy of this system must be constant with respect to time, if we assume that

there is no loss of energy to the surroundings (dissipation), hence

dE

dt
= 0. (1.20)

We now, for simplicity, ignore the time dependency of the pressure inside the bubble (i.e.
dp
dt

= 0) and we find:

2ρ

(
2
dR

dt

d2R

dt2
R3 + 3

(
dR

dt

)3

R2

)
= 4 (p− p∞)R2dR

dt
. (1.21)

By rearranging this equation we obtain the Rayleigh equation for bubble motion:

R
d2R

dt2
+

3

2

(
dR

dt

)2

=
p− p∞

ρ
. (1.22)

This equation is a non-linear differential equation, that must be solved numerically. The

pressure, p, inside the bubble is often approximated by assuming a gas law that relates the

pressure and volume of the gas at different stages of the expansion. A common approxi-

mation is to assume that the air expands adiabatically:

p = p0

(
R0

R

)3γ

. (1.23)

Here, R0 and p0 is the initial radius of the bubble and the initial pressure inside the bubble,

respectively. The parameter γ is the adiabatic constant for air (diatomic gas) is γ =
7/5. The Rayleigh equation is derived under many assumptions: Incompressible fluid, no

energy dissipation and that the change in pressure with respect to time is very small. The

Rayleigh equation serves as a good model for understanding the basics of bubble motion,

but cannot be used to model air-gun bubbles. There are several other models for bubble-

motion (e.g. Kirkwood and Bethe, 1942; Gilmore, 1952; Ziolkowski, 1970; Plesset and

Prosperetti, 1977). These models are derived using more complicated physics that take
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into account, for instance, compressibility of the fluid, mass- and heat-transfer, and/or

other energy dissipation effects. Even though these models are more complicated, it is

often required to calibrate them to observed data. An example of such calibration is to

introduce damping terms in the Rayleigh equation:

R
d2R

dt2
+

3

2

(
dR

dt

)2

− α
dR

dt
+ β

(
dR

dt

)2

=
p− p∞

ρ
. (1.24)

Here, α and β are damping parameters that controls how fast the signal decays, and the

bubble-time period, respectively (inspired by Landrø and Sollie, 1992).

Examples of bubble motion as predicted by the Rayleigh equation, with and without

damping, are shown in Figure 1.9 for source depths of 5 m and 10 m. In this exam-

ple, we observe that both the period at which the bubbles oscillates and the maximum

radius are different for the 5 m and 10 m case.

The nature of the air-gun bubble is oscillatory, as seen in Figure 1.9. Rayleigh (1917)

studied the collapse time of small cavities. Cavities are small bubbles, or voids in the

water, that form when the pressure in the water drops below the vapor pressure. Rayleigh

(1917) assumes the pressure inside these cavities is very low (p ≈ 0) and found:

τc = 0.91468R0

√
ρ

p∞
(1.25)

This equation gives the time for an empty cavity to collapse from its maximum radius. For

a bubble that oscillates, this will correspond to half a period. Willis (1941) assumed adi-

abatic expansion of the air inside the bubble and found the following bubble-time period:

τRW = 1.3625ρ1/2
p
1/3
0 V

1/3
0

p
5/6
∞

, (1.26)

where V0 = 4/3πR3
0 is the initial volume of the air bubble. This equation is known as

the Rayleigh-Willis equation. We see that the bubble-time period will decrease as the

surrounding pressure increases.

1.3.2 Acoustic pressure from an oscillating bubble

The acoustic pressure generated by an oscillating bubble can be given as (Gilmore, 1952):

pa(r) = ρ
R

r

(
H +

1

2

∣∣∣dR
dt

∣∣∣2) , (1.27)

where r is the distance from the centre of the bubble, ρ is the density of the water, R is

the radius of the bubble and H is the enthalpy at the bubble wall given as:

H =

∫ p

p∞

dp

ρ
. (1.28)
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Figure 1.9: Results from modeling of bubble motion using the Rayleigh (left) and

damped Rayleigh equations. The initial volume of the modeled bubble is 600 inch3 (9.8

l), the initial pressure is 2000 psi (137.9 bar) and the external pressure (p∞) corresponds

to the pressure at water depths of 5 m and 10 m, approximately 1.5 bar and 2 bar, respec-

tively. a) and b) The radius of the bubble. c) and d) The bubble-wall velocity. e) and f)

The pressure output at 1 m. The blue lines are for a source depth of 5 m and the black

lines are for a source depth of 10 m.

The empirical Tait-equation is often used to evaluate H (Ziolkowski, 1970; Landrø and

Sollie, 1992; Landrø et al., 1993b). If we assume that the density of water is independent

of the pressure, i.e. incompressible, then H can be approximated as:

H ≈ p− p∞
ρ

. (1.29)

Here p is the pressure inside the bubble and p∞ is the hydrostatic pressure.
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1.3.3 Air-gun arrays

A single air-gun is often considered too weak as a source in seismic acquisition. Nor-

mally, arrays of up to 40 to 50 air guns and air-gun clusters (two or three air guns that are

placed close together) are used (Dragoset, 2000). The air-gun arrays are usually organized

in sub-arrays that might be up to 20 m long and separated by up to 10 m. The volumes of

the air guns are chosen so that the bubble-time periods are not interfering constructively,

so that combined signature is as close to an impulse as possible. This is referred to as a

tuned array (Kologinczak, 1974; Dragoset, 2000; Landrø and Amundsen, 2010). When

several closely spaced air guns are fired simultaneously, the pressure and water movement

from nearby air guns will affect the movement of the bubbles, and the resulting pressure

signature will be different than if the guns were fired separately. This non-linear inter-

action is described in Ziolkowski et al. (1982). Superposition of air-gun signatures fired

separately will therefore not provide the correct description of the total source signature

from an air-gun array. The source signature from an array can be described through the

superposition of equivalent non-interacting signatures, referred to as notional source sig-

natures (Ziolkowski et al., 1982; Parkes et al., 1984). Figure 1.10 shows notional source

signatures from an air-gun array consisting of 28 air guns modeled with a commercial

air-gun modeling software. The modeled air-gun array is 16 m long, in three sub-arrays.

Figure 1.11a and b shows the source signatures and the amplitude spectra, respectively,

from the air-gun array in Figure 1.10 vertically below the source and at an angle of 20

degrees from vertical in the in-line direction (along sub-array). The ghost reflection is not

included in this example. We observe that the source signature is dependent on the angle,

but is similar for frequencies up to 60–70 Hz. This directivity is dependent on the length

of the array, and the ghost reflection will also influence the directivity. The recorded

seismic data will have the source signature imprinted on each event. Ideally, we would

like to have seismic data from an impulse source. The shape of the source signature can

be removed from the recorded data in a similar fashion as we remove the source ghost

(section 1.2.2). This is referred to as designature or debubbling (Wood et al., 1978).
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Figure 1.11: a) Source signature from the 28-gun air-gun array. Vertically below the array

(blue) and 20 degrees from vertical (black) in the in-line direction (along the sub-arrays).

b) The corresponding amplitude spectra of a). No ghost is included.
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1.4 Seismic wave propagation

Seismic waves are small disturbances in pressure or stress that propagate through or at

the boundary of a medium (Ewing, 1957). The equations that describe seismic wave

propagation are the equation of motion, and a constitutive relationship between stress and

strain (Hooke’s law).

1.4.1 Equation of motion

The equations of motion are given as

ρ
d2u

dt2
= ∇σ, (1.30)

where u = u(x, t) is the particle displacement vector, ρ = ρ(x) is the density and σ =
σ(x, t) is the stiffness tensor, at position x and time t (dependencies omitted), given

respectively as:

u =

⎡
⎣u1

u2

u3

⎤
⎦ and σ =

⎡
⎣σ11 σ12 σ31

σ12 σ22 σ32

σ13 σ23 σ33

⎤
⎦ .

The subscripts indicate the directions, i.e., 1 = x, 2 = y and 3 = z. For the stress, σij

describes the stress applied in the i direction on surface with normal j. For an acoustic

medium, where no shear forces exist, σij , reduce to a diagonal tensor with the pressure,

p:

σ =

⎡
⎣−p 0 0

0 −p 0
0 0 −p

⎤
⎦ .

1.4.2 Hooke’s law

The relationship between stress and strain is given as:

σij = C̃ijklεkl, (1.31)

where C̃ijkl = C̃ijkl(x) is the fourth-order stiffness tensor and

εkl =
1

2

(
∂uk

∂xl

+
∂ul

∂xk

)
, (1.32)

is the strain tensor. Einstein summation convention is used. Due to symmetry of the

stress and strain tensors, the number of independent stiffnesselements reduces from 81 to
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21, equation 1.31 can be written in Voigt notation (11 → 1, 22 → 2, 33 → 3, 23 → 4,

13 → 5 and 12 → 6) as:⎡
⎢⎢⎢⎢⎢⎢⎣

σ1

σ2

σ3

σ4

σ5

σ6

⎤
⎥⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎢⎣

C11 C21 C31 C41 C51 C61

C12 C22 C32 C42 C52 C62

C13 C23 C33 C43 C53 C63

C14 C24 C34 C44 C54 C64

C15 C25 C35 C45 C55 C65

C16 C26 C36 C46 C56 C66

⎤
⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎣

ε1
ε2
ε3
ε4
ε5
ε6

⎤
⎥⎥⎥⎥⎥⎥⎦
.

We see that there are 21 different stiffness coefficients in C. For a homogeneous, isotropic

elastic medium, C reduce to

C =

⎡
⎢⎢⎢⎢⎢⎢⎣

λ+ 2μ λ λ 0 0 0
λ λ+ 2μ λ 0 0 0
λ λ λ+ 2μ 0 0 0
0 0 0 μ 0 0
0 0 0 0 μ 0
0 0 0 0 0 μ

⎤
⎥⎥⎥⎥⎥⎥⎦
, (1.33)

where λ and μ are the Lamé parameters. The parameter μ is a measure of the elastic

mediums ability to resist shear movement, and is referred to as the shear modulus. The

elastic mediums ability to resist compression is the bulk modulus, which is related to the

Lamé parameters as: K = λ+ 2/3μ.

1.4.3 Wave equation

By combining equation 1.30 and equation 1.31 we obtain an equation that describes wave

propagation. For an elastic medium, this equation is given as (Aki and Richards, 2002):

ρ
∂2u

∂t2
= (λ+ 2μ)∇ (∇ · u)− μ∇× (∇× u) , (1.34)

Here, · denotes inner product and × is the cross product. The displacement vector, u, can

be written in terms of potentials:

u = ∇φ+∇×Θ, (1.35)

where φ is a scalar potential and Θ is a vector potential. By inserting equation 1.35 into

equation 1.34, it can be shown that the potentials are solutions to the following wave

equations:
1

c2p

∂2φ

∂t2
= ∇2φ (1.36)

and
1

c2s

∂2Θ

∂t2
= ∇2Θ, (1.37)
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where the velocities, cp and cs, are given, respectively, by

cp =

√
λ+ 2μ

ρ
and cs =

√
μ

ρ
.

The two potentials are describing different parts of the wavefield: The scalar potential is

describing P-waves, or compressional waves, and the vector potential is describing, S-

waves, or shear waves. In a homogeneous elastic media, these are not coupled, but for

a heterogeneous media conversions between P- and S-Waves occur (Aki and Richards,

2002).

1.4.4 Solution to the wave equation for an impulse source

For simplicity, an isotropic and acoustic medium (μ = 0) is considered. The solution to

the acoustic wave equation for an impulse source is of special interest:

1

c2
∂2g(x, t;x0)

∂t2
−∇2g(x, t;x0) = δ(x− x0)δ(t). (1.38)

The right-hand side of the equation is a source term, where δ(x) is the Dirac delta function,

which is given as:

δ(x) =

{
1, if x = 0

0, otherwise.

This source is an impulse source at position x = x0. The solution to equation 1.38 is

called a Green function, and is the impulse response of the medium. For an unbounded,

homogeneous and isotropic medium, the Green function is given as

g(x, t;x0) =
δ(t− t0)

4π|x− x0| , (1.39)

where the |x− x0| is the distance between the points x and x0, and t0 = |x− x0|/c is

the time it takes for the wave to travel the distance |x− x0|. The Green function holds

information about the amplitude and the travel-time of the wavefield between two points

in the medium. Analytical Green functions for complex media are more complicated and

in general difficult to obtain.

1.4.5 Reciprocity theorem

We now consider the two equations:

1

c2
∂2p1(x, t;x1)

∂t2
−∇2p1(x, t;x1) = δ(x− x1)f1(t) (1.40)
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and
1

c2
∂2p2(x, t;x2)

∂t2
−∇2p2(x, t;x2) = δ(x− x2)f2(t). (1.41)

A Fourier transformation over time of equations 1.40 and 1.41 yields:

ω2

c2
P1(x, ω;x1) +∇2P1(x, ω;x1) = −δ(x− x1)F1(ω) (1.42)

and
ω2

c2
P2(x, ω;x2) +∇2P2(x, ω;x2) = −δ(x− x2)F2(ω). (1.43)

Here, P1(x;x1, ω), P2(x;x2, ω), F1(ω) and F2(ω) are the Fourier transforms of p1(x;x1, t)
p2(x;x2, t), f1(t) and f2(t), respectively. The dependency on ω is omitted in P1 and P2

for simplicity. Let us introduce the vector:

F = P1(x;x1)∇P2(x;x2)− P2(x;x2)∇P1(x;x1) (1.44)

The divergence of F is given as:

∇ · F = P1(x;x1)∇2P2(x;x2)− P2(x;x2)∇2P1(x;x1) (1.45)

By inserting equations 1.42 and 1.43 into equation 1.45, we obtain:

∇ · F = P2(x;x2)δ(x− x1)F1(ω)− P1(x;x1)δ(x− x2)F2(ω). (1.46)

Now, by using the divergence theorem∫
V

∇ · FdV =

∮
S

F · ndS, (1.47)

where V is the volume closed by the surface S, and n is the outward pointing normal

vector to S, we obtain:∫
V

[
P1(x;x1)δ(x− x2)F2(ω)− P2(x;x2)δ(x− x1)F1(ω)

]
dV =∮

S

[
P1(x;x1)∇P2(x;x2)− P2(x;x2)∇P1(x;x1)

] · ndS. (1.48)

This integral is Rayleigh’s reciprocity theorem between two independent wavefields in

the same acoustic medium. From this equation it is possible to derive several useful

representations, depending on the choice of boundary conditions, the source type and the

causality of the wavefield with respect to time. By choosing the surface S to be infinite

away from x1 or by choosing S as a free or rigid boundary we get

P1(x2;x1)F2(ω) = P2(x1;x2)F1(ω). (1.49)

If the source functions are equal, we obtain the best known formulation of the reciprocity

relationship: The source-receiver reciprocity given as

P1(x2;x1) = P2(x1;x2). (1.50)
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This equation shows that the acoustic wavefield due to a source at x1 recorded at x2

is the same as the acoustic wavefield due to a source at x2 recorded at x1, if the same

source function is used. If we now choose f2(t) = δ(t), in equation 1.41, which gives

p2(x, t;x2) = g(x, t;x2), equation 1.49 reduces to:

P1(x2;x1) = G(x2;x1)F1(ω) (1.51)

This result shows that if we know the Green function between the two points x1 and x2,

and the source function F1(ω), we can predict the pressure at the position x1 due to a

source at the position x2 with source function F1(ω). By choosing the source position x1

to lie outside S, again with f2(t) = δ(t), equation 1.48 reduces to the acoustic Kirchhoff

integral

P1(x2;x1) =

∮
S

[
G(x2;x)∇P1(x;x1)− P1(x;x1)∇G(x2;x)

] · ndS. (1.52)

The Kirchhoff integral allows us to extrapolate the wavefield recorded on the surface S
forwards or backwards in time, depending on what Green function we choose, the causal

(forward) and anti-causal (backward), respectively. We observe that the dependency on

the source position in equation 1.52 is not necessary, as long as we now the Green function

between x to x2, and have recordings of P and n · ∇P on the surface S.

In conventional seismic data acquisition, only the pressure is recorded. Both pressure and

the normal derivative of the pressure (n · ∇P ) are recorded in multi-component seismic

data acquisition. If we only know either the pressure or the normal derivative of pres-

sure, we cannot know which direction the wavefield came from. When both are known,

it is possible to perform more advanced processing of seismic data (Amundsen, 1993;

Ikelle and Amundsen, 2005; Amundsen and Robertsson, 2014), including separation of

the recorded wavefield in up- and downgoing wavefields (receiver-side deghosting). More

details on acoustic and elastic reciprocity can be found in Fokkema and van den Berg

(1993) and Arntsen and Carcione (2000); Aki and Richards (2002); Ikelle and Amundsen

(2005).

1.5 Finite-difference method

The wave equation can only be solved analytically for some specific models, boundary

conditions and initial conditions. For complex models, numerical methods must be used.

Modeling of seismic wave propagation is an important part in seismic imaging and in-

version. The most common way of solving the wave equation for complex models is by

replacing the derivatives in the equations of motion and Hooke’s law with finite-difference

(FD) approximations:

df(x)

dx
≈ 1

Δx

N∑
n=−N

anf(x± nΔx). (1.53)
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Where f(x) is the function we want to find the derivative of, x is a position in a speci-

fied dimension, Δx is a step length in the same dimension. The coefficients an are the

finite-difference coefficients. Higher accuracy of the FD-approximation is obtained when

more points (2N ) are included in equation 1.53 or a smaller step length Δx is used. By

increasing the number of points used for differentiation or decreasing the step length, the

computational time also increase. The most common ways of finding the finite difference

coefficients are either through Taylor expansion, where the FD-operator will be accurate

to the order of 2N in Δx for central difference operatord, or by trying to minimize the

grid dispersion (e.g. Holberg, 1987). Given initial and boundary conditions, the particle

motion and stress propagation can be solved using FD-methods on a discrete points in

space and for a discrete number of times.

An example of a modeled seismic shot record is shown together with the acoustic velocity

model in Figure 1.12. The evolution of the corresponding acoustic wave propagation is

shown in Figure 1.13. Here, a staggered-grid approach using central difference operators

(Virieux, 1986) is used to solve for the wavefield.
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Figure 1.12: a) The velocity model used for modeling of seismic data. b) The recorded

wavefield from the dashed line in a), resulting from a source positioned at the star in a).

The amplitudes have been gained with a factor corresponding to the travel-time to the

power of 1.5.
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Figure 1.13: Seismic wave propagation. Evolution of the acoustic wavefield overlaid the

velocity model. The times from the onset of the source is indicated above each figure.

27



1.6 Sampling Theory

All data being recorded digitally is sampled. By sampling, we refer to observing a con-

tinuous physical quantity only at some discrete points in time or space. The separation

between samples in time or space must be chosen carefully so that the recorded data make

sense to us. Sampling theory is fundamental for a vast scientific, technical and everyday

applications. The basis of sampling theory is the Comb function or sampling function:

c(t,Δt) =
∞∑

m=−∞
δ(t−mΔt), (1.54)

where δ(t) is Dirac’s delta function and Δt is the sampling period. Equation 1.54 can be

written in terms of a Fourier series as:

c(t,Δt) =
∞∑

n=−∞
cne

2πint
Δt , (1.55)

where i =
√−1 is the imaginary unit and cn is the complex Fourier-series coefficients

given as:

cn =
1

Δt

∫ Δt/2

−Δt/2

c(t)e
−2πint

Δt =
1

Δt

∫ Δt/2

−Δt/2

∞∑
m=−∞

δ(t−mΔt)e
−2πint

Δt =
1

Δt
. (1.56)

Thus, the Comb function can be written as:

c(t,Δt) =
1

Δt

∞∑
n=−∞

e
2πint
Δt . (1.57)

The Fourier transform of the Comb function is given by:

C(f) =

∫ ∞

−∞
c(t)e−2πftdt =

1

Δt

∞∑
n=−∞

∫ ∞

−∞
e−2πt(f−n/Δt)dt (1.58)

This integral can be found through the frequency-shift property of the Fourier transform,

and is given as:

C(f) =
1

Δt

∞∑
n=−∞

δ
(
f − n

Δt

)
(1.59)

This shows that the Fourier transform of a Comb function in the time (or space) domain

corresponds to a Comb function in the frequency (or wavenumber) domain.

A sampled signal can be written as the product between a continuous signal and the Comb

function:

s(t) = g(t)c(t,Δt) (1.60)
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where s(t) is the sampled function and g(t) is the continuous function. If we take the

Fourier transform of s(t), we obtain:

S(f) = G(f) ∗ C(f) (1.61)

where ∗ denotes convolution. This shows that the whole frequency spectrum of G(f)
will reoccur around every frequency that is an integer multiple of Δt−1. This is shown

in Figure 1.14 for a 200 Hz Ricker (Figure 1.14a) wavelet for two different sampling

intervals of 0.5 ms (Figure 1.14e) and 1 ms (Figure 1.14d), respectively. The highest

frequency of the 200 Hz Ricker wavelet is around 750 Hz. The corresponding amplitude

spectra are shown in Figure 1.14b,c and d. We observe that when the signal is sampled

densely (0.5 ms) the reoccurring amplitude spectra do not overlap. When the signal is

sampled more coarsely (1 ms), the spectra overlap. The blue thin lines in Figure 1.14f

shows the original spectra around f = −1000 Hz, 0 Hz and 1000 Hz for reference.
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Figure 1.14: a) A continuous signal in time: 200 Hz Ricker wavelet. b) The amplitude

spectra of the signal in a). c) Signal in a) sampled every 0.5 ms. d) The amplitude spectra

of the signal in c). e) Signal in a) sampled every 1 ms. f) The amplitude spectra of the

signal in e). The blue thin lines in f) shows the original spectra around f = −1000 Hz, 0

Hz and 1000 Hz.

There are restrictions on how high frequencies the continuous signal can contain when we

perform sampling. The highest frequency that can be in the signal, and still be sampled
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correctly, is the Nyquist frequency given by (Nyquist, 1926):

fN =
1

2Δt
. (1.62)

If the signal is sampled correctly, it is possible to reconstruct the continuous signal using

sinc-interpolation (Shannon, 1949). If the signal is not sampled correctly, we say that the

signal is aliased, i.e. energy that originally had a given frequency will appear at another

frequency. Seismic recording equipment usually contains an analog low-pass filter that

removes energy at frequencies higher than the Nyquist frequency to avoid aliasing. In

seismic acquisition, aliasing is not a problem for sampling in time domain. However, for

spatial dimensions, and especially sampling in the X-line, aliasing is abundant.

1.7 Motivation for VSDA

Broadband seismic data acquisition is the new standard for marine seismic acquisition.

Data with a broad bandwidth is desirable for interpretation and inversion of seismic data,

as illustrated in section 1.2. In marine seismic acquisition, the ghost reflections on the

receiver and source side limit the fidelity of the recorded seismic data. Removing the

ghost reflections is one of the most important processes to recover the full bandwidth of

the seismic data. The ghost reflections have been known for a long time (e.g. van Melle

and Weathernurm, 1953), but it has taken more than 50 years for broadband seismic ac-

quisition to become reality. Several solutions for mitigating the ghost reflections on the

receiver side exist, including multi-component streamers, slanted streamers and streamers

at two depths (over/under acquisition). In the past two decades, all these methods have

been successfully commercialized. The first tests presented of marine broadband seis-

mic streamer acquisition system was the over/under system (Sonneland and Berg, 1985;

Brink and Svendsen, 1987; Posthumus, 1993). However, the over/under acquisition was

not very successful in the 80’s and early 90’s, this was because the acquisition systems

did not have proper control of the streamer positions. The first commercial broadband

seismic success was the Geo-Streamer provided by PGS. The GeoStreamer is a streamer

that consist of both hydrophones and geophones (Tenghamn et al., 2007), utilizing an

old idea (Pavey and Pearson, 1966) for separating the recorded wavefield into up- and

down-going wavefields. The up-going wavefield corresponds to the receiver-ghost free

wavefield. In response to this, CGG introduced their Broadseis acquisition system and

WesternGeco (now part of Schlumberger) introduced two acquisition systems: ObliQ and

DISCover. Both the Broadseis and ObliQ systems are based on the idea of slanting the

streamers to obtain ghost notch diversity (Ray and Moore, 1982). The data acquired with

this type of streamer geometry are processed to output receiver-ghost free data (Soubaras

and Dowle, 2010; Moldoveanu et al., 2012). The DISCover acquisition system is based on

over/under streamers (Parrack, 1974; Posthumus, 1993), that are steerable to better con-

trol the positioning (Kragh et al., 2010). Broadband processing of conventional single-

level, hydrophone-only, seismic data by means of inverse ghost filtering (e.g. Fokkema
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and van den Berg, 1993; Amundsen, 1993) or/and by using inversion based "bootstrap"

methods (Wang and Peng, 2012; Wang et al., 2013) have also resulted in major uplift in

the quality of the resulting seismic images (e.g. Zhou et al., 2012; Dhelie et al., 2014).

In 2014, Schlumberger launched their IsoMetrix seismic acquisition system (Robertsson

et al., 2008a). The IsoMetrix system consists of multi-component streamers, measur-

ing pressure and particle acceleration in both vertical and horizontal directions. This

makes it possible to separate the wavefield into up- and down-going wavefields, as for the

GeoStreamer technology. Furthermore, the particle accelerations can be used to obtain

spatial gradients of the pressure wavefield (equation 1.30 with p= −σ), and by using the

multichannel sampling theorem (Linden, 1959), it is possible to reconstruct the wavefield

in cross-line direction with very high fidelity (see Robertsson et al., 2008a).

The seismic acquisition strategies described above are developed mainly to mitigate the

problem of the receiver ghost in marine seismic acquisition. The source-side ghost is

also degrading the recorded seismic data. A major difference between source-side and

receiver-side deghosting is related to the angle of incidence. For data recorded on a

streamer, with some length and sampling interval, it is possible to tell at what angle the

wave-fronts passed the streamer. Knowledge of this angle is crucial for the deghosting

process as the time-delay of the ghost is angle dependent. For source-side deghosting,

it is the angle of emergence that controls the source-ghost delay time. The emergence

angle from the source is in general not known from the recorded data. It is often assumed

that the earth consist of horizontal layers so that the angle of emergence from the source

equals the angle of incidence at the streamer. This way, source-side deghosting can be

applied in frequency-wavenumber or tau-p domains (e.g. Amundsen, 1993; Agudo et al.,

2016). A problem with deghosting in general is that the process involves a division by

zero in the frequency domain (see equation 1.10). This makes deghosting very sensitive

to noise. For source-side deghosting, several solutions have been proposed and commer-

cialized, and all involve deconvolution. A popular way of making this deconvolution

stable has been to use multi-level sources to fill the deep ghost notch (Moldoveanu, 2000;

Sablon et al., 2013; Shen et al., 2014). This is analogous to using over/under streamers

for receiver-side deghosting, but is not quite the same. This is because data acquired with

over/under streamers consist of separate recordings at two levels, while for the multi-level

source, the signal from the sources are not separated since the sources are fired at about

the same time. Another approach for source-side deghosting is the inversion-based boot-

strap method (Wang et al., 2015; Fu et al., 2015), which inverts for the deghosted (and

designatured) data, and can be applied for both the source and receiver sides.

An ideal seismic source, would be a combination of monopole and dipole sources. If the

signal from the two were designed properly, it would result in a purely down-going wave,

i.e., ghost free. This is analogous to multi-component recordings where we measure the

vertical motion (dipole) and pressure (monopole) at one level. However, making powerful

marine dipoles is not trivial, and research on this is topic is ongoing (e.g. Meier et al.,

2015).
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The source-side analogy to slanted-streamer acquisition involves changing the source

depth on a shot-to-shot basis: Variable source-depth acquisition (VSDA). Research on

this is at least limited, and to my knowledge, no publications on this topic existed prior to

this PhD project. There are probably several reasons for this: It is operationally difficult

to change the source depths with current technology, the far-field source signature will be

different from shot to shot, thus making processing more difficult, and no research has

shown the benefit of performing this kind of acquisition. The first part of this thesis is

devoted to exploring the potential of variable source-depth acquisition of seismic data.

Several aspects and implications related to VSDA are presented.

1.8 Simultaneous source separation

In addition to increasing the usable bandwidth of seismic data, optimizing acquisition with

respect to quality and cost is important in modern seismic acquisition. This section is not

linked to VSDA, but serves as a brief introduction to simultaneous source separation.

It is becoming more common to acquire seismic data using simultaneous sources during

acquisition (Beasley, 2008; Hampson et al., 2008; Abma et al., 2015; Kumar et al., 2015;

Zhan et al., 2015; Langhammer and Bennion, 2016), also known as blended acquisition

(Berkhout, 2008). By using simultaneous sources it is possible to cover a larger area

over the same time period, to achieve data with denser shot sampling and data richer in

azimuths. A problem that arises when acquiring data with several sources fired (almost)

simultaneously, is that the recorded data consist of wavefields from more than one source.

Before the data can be processed into images or inverted in the normal fashion, separation

of the wavefields from the respective sources must be carried out. There exist different

methods for doing so: Using time-dithered sources (Moore et al., 2008; Hampson et al.,

2008; Abma et al., 2015), source encoding (e.g. Robertsson et al., 2008b; Mueller et al.,

2015), and the recent signal apparition method (Robertsson et al., 2016a). The most com-

mon method has been to use time-dithered sources, for example, two sources that are

fired with scheduled time-dithers (delays) apart. The time-dithering is varied from shot

to shot, but always known. There are at least two different ways of separating this kind

of data: 1) The recorded data can be sorted into appropriate domains where the interfer-

ing signal from the other source can be treated as noise and filtered out. 2) The use of

inversion to predict and subtract the interfering signal (Abma et al., 2015). In the source

encoding approach, the individual source elements of a source array (e.g. air gun for ma-

rine acquisition) are fired in an encoded sequence rather than simultaneously. By using

two source arrays with orthogonal source encoding in simultaneous acquisition, separa-

tion can be achieved by cross-correlating the data with the respective source encodings

(Mueller et al., 2015). The seismic apparition, or signal apparition, method proposed by

Robertsson et al. (2016a), rely on different, but periodic sampling in shot domain. If a sig-

nal consists of two signals that are sampled differently, they have different periodicity in

the frequency domain (see section 1.6), and separation can be achieved by carefully pick-

ing out different parts of the FK-spectra. In work, not related to VSDA, performed during

32



this PhD, the potential of using the apparition methodology to separation of simultaneous

source towed-streamer seismic data is proposed.

1.9 Thesis structure

The main part of the thesis comprises 6 independent papers, either published or submitted

to peer-reviewed journals, that are organized in chapters. Because of this, there are to

some extent overlapping introductions and different notation. The four first chapters con-

sist of the work related to VSDA. Chapter 6 and Appendix A consist of work that have

been performed during this PhD period, but not particularly related to VSDA. A brief

summary of the papers are given below:

In Chapter 2, variable source-depth acquisition (VSDA) is presented for the first time.

An inversion is used to find an optimal sequence of source depths for obtaining a white

frequency spectra in final image. An example using measured quasi near-field signatures

shows that VSDA can provide a whiter frequency spectra when data from several source

depths are stacked in the final image.

Chapter 3 describes an empirical relationship between source signatures from an air gun

fired at different depths. A correction factor to the Rayleigh-Willis equation for sources

close to the free surface is also presented here. Tests of the empirical relationship show

that the method works well as long as the difference in source depth is not too large (< ±
10 m). Furthermore, the corrections factor improves the predicted source signatures for

sources that are position shallow.

Chapter 4 is a modeling study of three different source strategies for marine seismic ac-

quisition: Single-level source (conventional acquisition), multi-level source and variable

source-depth acquisition. This study provides useful insight into the potentials of VSDA.

Although the modeling is relatively simple, it shows that ghost-notch diversity in VSDA

results in better signal-to-noise ratio in a broad bandwidth compared to the other strate-

gies. The variations in source signature between successive shots in VSDA results in

lower quality data in low-fold areas, e.g., for very shallow geology, but is not apparent in

deeper parts of the image (t > 0.3 s)

Chapter 5 describes a method for implementing arbitrary marine source wavefields in

finite difference methods. The method is a hybrid approach where an analytical source

wavefield is injected on to the finite difference grid. The analytical wavefield is based on

notional source signatures that are assumed to be known. This can be used to implement

sources that does not coincide with with the grid points in finite difference methods.

The apparition methodology (Robertsson et al., 2016a) is used to perform wavefield sepa-

ration on synthetic simultaneous-source towed-streamer data in Chapter 6. The separation

is performed in the common-offset domain. The examples show that the separation pro-

cess works quite well on the given examples. We propose to use this for separation of site

survey and conventional seismic data acquired simultaneously.

33



Appendix A is a study of shallow gas accumulations in the Central North Sea. A new trap-

ping mechanism for shallow gas is proposed. The study is mostly based on interpretation

in conventional 3D seismic data.
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Chapter 2

Variable source depth acquisition for
improved marine broadband seismic
data∗

Kjetil Eik Haavik and Martin Landrø
Norwegian University of Science and Technology, Trondheim, Norway

2.1 Abstract

In marine seismic data acquisition, varying the source depth along a sail line gives diver-

sity in sequential shot gather frequency spectra. Undesired alterations of the frequency

spectra are created by the source ghost and by air-gun bubble oscillations. By deliberately

varying the source depth along a sail line, it is possible to obtain a seismic data set that

will have energy more evenly distributed within the main frequency band of the source

output. This is obtained when data acquired with different source depths are stacked in

imaging. We formulate a simple inverse problem that seeks to find the optimal distribution

of source depths over a sequential series of shots that shape the amplitude spectrum of the

final image into a desired shape. We assumed that the data are receiver-side deghosted,

that designature could be applied to each shot gather, and that the shot gathers could be

redatumed to a common datum prior to imaging.

∗Paper published in GEOPHYSICS, Volume. 80, number 3 (May-June 2015); P. A69–A73.
DOI:10.1190/geo2014-0437.1

35



2.2 Introduction

Recent interest in broadband seismic, and especially the low-frequency end, has triggered

several seismic acquisition solutions. Increasing the bandwidth of the seismic signal in

the low end of the frequency spectrum improves penetration and resolution in reflection

seismic data, and it is beneficial in waveform and impedance inversion (ten Kroode et al.,

2013). Marine seismic acquisition systems that provide seismic data with broader band-

width have been developed, and the most important feature of these systems is their ability

to eliminate the ghost reflections from the free surface. The ghost reflections causes deep

notches in the amplitude spectra of the recorded data at frequencies determined by the

depths of the source and the receivers. Improvements in positioning systems, recording

devices, computer power and new processing algorithms are probably the most important

factors that have made it possible to realize older ideas dealing with the ghost (e.g. Berni,

1982; Ray and Moore, 1982; Sonneland and Berg, 1985). For the receiver side, broadband

acquisition systems can be divided into two main categories: (1) Multicomponent record-

ings (e.g. Loewenthal et al., 1985; Robertsson et al., 2008a; Vaage et al., 2008; Day et al.,

2013) and (2) slanted streamer profiles (e.g. Ray and Moore, 1982; Soubaras and Dowle,

2010; Moldoveanu et al., 2012), which allows for deghosting by wavefield separation

and deconvolution, respectively. However, deghosting of conventional seismic data, i.e.

pressure measurements at constant streamer depth, also result in improvements of the final

image compared to non-deghosted data (Zhou et al., 2012; Dhelie et al., 2014). The source

side deghosting algorithms used today rely on predictive deconvolution and/or by using

multi-level sources to avoid the notches introduced by the ghost reflection (Moldoveanu,

2000; Hopperstad et al., 2008a; Sablon et al., 2013; Halliday, 2013).

Here, we present a new strategy for acquiring seismic data for improving the ghost notch

and bubble notch diversity related to the air-gun source. As a reciprocal experiment to the

slanted streamer, the source depth is varied along a sail line to obtain notch diversity in

the amplitude spectra. Furthermore, by choosing the source depths carefully it is possible

to optimize the shape of the frequency spectrum for the final seismic image.

Theory

2.2.1 Notches in the air gun spectrum

The acoustic signal generated by an air gun has been studied extensively (Giles, 1968;

Ziolkowski, 1970; Vaage et al., 1983; Ziolkowski et al., 1982; Landrø et al., 2011; Barker

and Landrø, 2013). The low frequency output from an air-gun array is primarily re-

lated to the bubble that expands and contracts several times before it dissolves or breaks

the air-water interface. The bubble-time period is dependent on the firing pressure P ,

air-gun volume V and source depth z in meters, and is given by the Rayleigh-Willis for-
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mula(Rayleigh, 1917; Willis, 1941):

τ = const.
P

1
3V

1
3

(10 + z)
5
6

. (2.1)

The low frequency output will have a maximum at the frequency fb = τ−1. The bubble

also create notches, or depressions, in the frequency spectrum that are periodic related to

the bubble time period as (Landrø and Amundsen, 2014a):

fbn =
n+ 1

2

τ
, n = 0, 1, 2, . . . . (2.2)

Interference between the primary downgoing wavefield and wavefield reflected at the free

surface causes notches in the frequency spectrum. Assuming that the signal is recorded

vertically below the air gun, the notches are positioned at the frequencies given by:

fgn =
c

2z
n, n = 0, 1, 2, . . . , (2.3)

where c is the sound velocity of water and z is the source depth. Thus, the far-field

amplitude spectrum from an air gun will have notches related to both bubble oscillations

and the free surface. The notches, or depressions, due to the bubble oscillations are small

compared to the notches caused by the ghost reflection. This is because a tuned air-gun

array has a diversity of bubble periods. The severity of these notches and depressions

depends on the free-surface reflection coefficient for the ghost notches and the primary to

bubble ratio for the bubble related notches, respectively.

The low frequency output from an air-gun array is almost unaffected by the source depth

(Hegna and Parkes, 2011; Hopperstad et al., 2012; Landrø and Amundsen, 2014a). There

are two major effects related to the depth of the source that influences the low frequency

output from an air gun. The bubble time period increases as the source depth decreases;

resulting in more low frequency energy. However, the change in ghost response due to

the same decrease in source depth will counteract that increase in low frequency output.

Hopperstad et al. (2012) showed even greater constraints on the low frequency output

from an air-gun cluster: The output well below the lowest bubble resonance frequency is

only determined by the total quantity of air released, i.e. the product of firing pressure

and the total volume.

2.2.2 Inverting for optimal source depths

Acquiring seismic data with a constant source depth will result in a data set that contains

notches due to the ghost reflection and the bubble oscillations at the same frequencies

throughout the data set. To avoid this we suggest to use various source depths along sail

lines. Our objective is to obtain a data set that, over a sequence of shots, has energy

distributed equally amongst all frequencies in the final image. If we, for simplicity, only
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consider the signal propagating vertically from the source, the total frequency spectrum

of the final stacked image from combining data acquired with N different and predefined

source depths is given as:

s(f) =
N∑
i=1

aiki(f), (2.4)

where ki is the vertical far-field amplitude spectrum from the source fired at depth i, f
is the frequency, and ai is a weight factor at the ith source depth. The choice of ai will

determine the shape of the total frequency spectrum and ai is used to find the number

of sources that should be positioned at depth zi in a shot sequence. Equation 2.4 can be

written in matrix notation as s = Ka.

We formulate an inverse problem that seeks to find the set of ai that shape the total fre-

quency spectrum s of the final image into a desired frequency spectrum sd. We define the

objective function for this inverse problem as

Φ(a) = Φd(a) + βΦm(a), (2.5)

where a is the model vector that contains the weights, Φd is the data objective function,

β is a regularization parameter (Tikhonov and Arsenin, 1977) and Φm is the model ob-

jective function. We use the standard least-squares norm for the data and model objective

functions, respectively:

Φd(a) =
1

2
‖Wd(Ka− sd)‖2, (2.6)

and

Φm(a) =
1

2
‖Wma‖2, (2.7)

where Wd is the data weighting matrix and K is a matrix containing the kernel functions.

The kernel functions for this problem are the amplitude spectra for vertical far-field source

signatures from sources fired at different depths. Wm is a weighting matrix in model

space. Here, we use Wm as the differential operator that will penalize rapid variation

in a. This is done for practical reasons, as we would like to have a smooth transition

between the different source depths during acquisition. A solution that minimizes the

objective function in equation 2.5 with respect to a is given in e.g. Oldenburg and Li

(2005) as:

a =
(
KTWT

dWdK+ βWT
mWm

)−1 (
KTWT

dWdsd
)
. (2.8)

We suggest to design a sequence of source depths (SSD) that will result in an amplitude

spectrum of a desired shape. The number of shots within the SSD times an integer should

be equal to the common mid point (CMP) fold to ensure that all CMP’s contain traces

from all source depths within an SSD. It is clear that the depths of sequential sources

must be close to make the necessary changes in source depth as smooth and simple as

possible. There might be several potential practical solutions to achieve this, but what we

foresee is a source depth controller that continuously moves sources up and down in a

gentle and smooth manner.

38



2.3 Optimal source depths using field data

A field experiment was conducted in a Norwegian fjord a few years ago (Landrø and

Amundsen, 2014a). A single 600 in3 air gun was used as source. The water depth at

the location is approximately 390 m, and the weather conditions were excellent during

tests. The source was positioned at approximately 3, 5, 7, 10, 15, 20, 25, 30, 35 and

40 m, and a hydrophone was positioned 20 m below the source. The far-field signatures

from the sources fired at different depths were estimated by the notional source method

(Ziolkowski et al., 1982) and then convolved with the source ghost functions for the re-

spective source depths. The data were filtered with a high-cut filter (out-230-250 Hz)

and normalized to the highest amplitude. The estimated far-field signatures are shown in

Figure 2.1. The far-field signatures in Figure 2.1 show the expected characteristics from

sources fired at different depths. The primary pulse is aligned for all source depths (white

spike at approximately 0.025 s), and the ghost reflection is seen as the black spike follow-

ing the primary pulse and is deviating more as the source depths are increasing. The first

bubble can be seen at approximately 0.2 s for the first trace, and is shifted towards earlier

times as the source depths increase.

We perform two inversions as described in equation 2.8, one with regularization (β 	= 0)

and the second without regularization. The kernel matrix K contains the frequency spec-

tra of the estimated vertical far-field signatures from each depth and the identity matrix

was used for the data weighting matrix wd. For the desired spectrum sd, we use a white

spectrum within the frequency band of interest (0 - 250 Hz). We would like to find the

combinations of source depths that will give the flattest amplitude spectrum using 40

shots. The results from these inversions are compared to the amplitude spectrum of a

multilevel source that consists of two air guns at 6 and 9 m and have strengths equivalent

to two-thirds and one-third of the air gun used in the inversion, respectively. Because

there are no records from sources fired at 6 and 9 m, we use notional source signatures

from the sources fired at 5 and 10 m and then convolve them with the ghost response for 6

and 9 m, respectively, and tuned them on peak. This will not give the correct bubble time

period, but will give the amplitude spectra closest to the much-used 6 and 9 m configura-

tion. The inversion results are shown in Figure 2.2 and the corresponding distribution of

source depths are shown in Figure 2.3.

The inversion results in Figure 2.2 show that the variable source depths (blue and black

curves) give whiter amplitude spectra than the multi-level source (red curve). The ghost

notches corresponding to source depths of 6 and 9 m are 125 and 83 Hz, respectively,

and we observe a large difference in amplitudes between the multi-level source and the

inversion results in the vicinity of those frequencies. We observe a significant improve-

ment also for low frequencies, especially around 10 Hz, where the inversion results show

an improved amplitude response of up to 12 dB. The notch around 10 Hz, and oscillating

behaviour observed in the spectrum of the multi-level source is a result of the the bub-

ble oscillations. This behaviour is far less pronounced in the amplitude spectra estimated

from the inversion. The cause for this is the diversity of bubble notches as multiple source

39



3        5       7      10      15      20      25       30     35      40 

Source depth (m)

T
im

e
 (

s
)

Estimated far-field signatures 

  
0
.5

  
  
  
  
 0

.4
  
  
  
  
  
0
.3

  
  
  
  
 0

.2
  
  
   

  
 0

.1
  
  
  
  
  
 0

Figure 2.1: The estimated far-field signatures for zero offset from a single 600 in3 air gun

fired at depths ranging from 3 m to 40 m. Note how the bubble pulse delay is reduced as

the source depth increases. Also note the free surface ghost and how it is delayed as the

source depth increases.
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Figure 2.2: The total amplitude spectra from combining data from air guns fired at differ-

ent depths. The black and blue curves are the amplitude spectra from the inversion with

and without regularization, respectively. The red curve is the amplitude spectrum from a

multi-level source with sources at 6 and 9 m. Since no source signatures were recorded

from sources at 6 and 9 m, we estimated these far-field signatures by convolving the the

notional source signatures from 5 and 10 m with the ghost response for source depths of

6 and 9 m, respectively; hence the star.
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Figure 2.3: The number of shots per source depth in a sequence of 40 shots. The red

circles represents the number of the distribution of the strength of the multilevel source

with airgun depths of 6 and 9 m.

depths are included. The amplitudes from the multi-level source from 3 - 9 Hz is around

0.5 dB higher, with a maximum difference of approximately 2.5 dB at 7.5 Hz, compared

to the amplitudes from the constrained inversion result (black curve). In the frequency

band between 170 and 230 Hz we find that the amplitude response from the multi-level

source is better than the inversion result. The optimal source depths (Figure 2.3) obtained

by inversion show that about 50 % of the shots should be fired at depths in the range 3.4

to 7.5 m, and only 15 % deeper than 15 m. This results aligns well with the discussion in

(Landrø and Amundsen, 2014a).

2.4 Discussion

We use the amplitude spectrum resulting from combining data acquired for different

source depths for the same take-off angle (vertical). However, a CMP gather contains

a signal that left the source with other take-off angles. The optimal source depths in a

SSD should therefore be modeled for a specified target. In general, the effect of directiv-

ity will influence shallow targets more than deep targets if this is not taken into account

in survey design. To be able to benefit the most from variable source depth acquisition

(VSDA), each shot gather needs to be redatumed to a common datum, and designature

and deghosting should be applied. The two latter processes involve spectral shaping of

the data and are fairly common processing steps in modern seismic processing. The term

designature often includes debubbling and deghosting. The debubble process is stable be-

cause the bubble notches or depressions are small compared with the severe ghost notches.
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However, the result of debubbling is dependent on a good estimate of the source signa-

ture. The source-side deghosting process consists of deconvolving the recorded data with

the ghost response. This process is unstable in the vicinity of the ghost notches, where

we have a poor signal-to-noise ratio (S/N) and where we, in practice, divide by zero. If

the same source depth is used throughout a seismic survey, it will lead to a data set that

suffers from a poor S/N in the vicinity of these frequencies, and we are in a way repeating

the same error every shot. VSDA as proposed here will ensure that the final data set has

energy distributed more evenly among the frequency band of the source output. Except

for the notch present at 0 Hz common for all source depths, notch diversity will ensure

that there are no frequency bands within our main signal that have poorer signal to noise

ratio than others; i.e., we are not repeating the error. The deghosting process is theoreti-

cally sound, but it suffers from a division by zero at the ghost notch frequencies. VSDA

is a way to optimize seismic data for processing during acquisition, rather than to do it all

during processing. Seismic data acquired with variable source depths will not give a sub-

stantial difference on the low-frequency end (less than 6 Hz) of the frequency spectrum

compared with other air-gun source configurations. The low-frequency response from an

air-gun array is only weakly dependent on the source depth. If we position the source

deeper, it will result in a source ghost response more favorable for the low frequencies,

but the corresponding reduction in the bubble time period yields less low-frequency out-

put (Hegna and Parkes, 2011; Hopperstad et al., 2012; Landrø and Amundsen, 2014a).

However, the main effect and goal of this acquisition strategy is to obtain diversity of the

notches related to the ghost and the notches or depressions caused by the bubble. The field

data studied here are from a single 600 in3 airgun, and the bubble is therefore be more

pronounced than compared with a tuned air-gun array. Still, is possible to obtain a fairly

white spectra. We think that the combination of VSDA and large sources, such as the

hypercluster (Hopperstad et al., 2012), will yield data sets that have more low frequency

energy and that this can be exploited to improve marine broadband seismic data.

The inversion presented here requires knowledge of the source signatures from each of

the source depths. These source signatures should have a high S/N, and ideally be noise

free, to prevent the influence of noise in the inversion. Available for this study, we have

recordings from a single large air gun fired at depths ranging from 3 to 40 m. This method

is not restricted to using a single air gun; as long as the source signatures are known, this

method can be used. An alternative to measuring the signatures may be to model them for

the different depths. More sophisticated inversions can include source signature modeling

as a forward model in an iterative scheme. In such a scheme, more model parameters, such

as number of air guns, pressure, and total volume can be included. However, we choose

to use the simple inversion here to illustrate the main point of VSDA.

2.5 Conclusions

We suggest gradually changing the source depth along sail lines during acquisition to

introduce diversity of the notches and depressions in the frequency spectra caused by the
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ghost reflection and the bubble oscillation, respectively. Using an inversion to find the

optimal source depths over a sequential series of shots, we obtain an amplitude spectrum

in the final image that is close to a desired and predefined shape. Here, we specify a white

spectrum within the frequency band of the source output as the desired spectrum. The

desired shape can be changed to accommodate other shapes, but the final shape is always

limited by the bandwidth of the source used.

Based on the recorded seismic data obtained from firing a large single air gun at various

source depths, we show that it is possible to use an inversion technique to obtain an

optimal sequence of shot depths to produce a close-to-white frequency spectrum. When

comparing the spectrum from a multilevel source (6 and 9 m) with the total spectrum of

an optimal SSD over 40 shots, we find that the variable source depth spectrum has energy

that is more evenly distributed.
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Chapter 3

Estimation of source signatures from air
guns fired at various depths: A field test
of the source scaling law∗

Kjetil Eik Haavik and Martin Landrø
Norwegian University of Science and Technology, Trondheim, Norway

3.1 Abstract

Recent advances in marine broadband seismic data acquisition have led to a range of

new air-gun source configurations. The air-gun arrays have conventionally been kept at

a constant depth, but in order to attenuate the source-side ghost reflection new source

strategies involving multiple source depths have been proposed. The bubble-time period

for an air-gun bubble is dependent on, among many parameters, the firing depth. We

use quasi-near-field measurements of air-gun signatures to validate a version of the well-

known source scaling law, where the characteristic bubble-time period is used as scale.

We find that the source scaling law can be used to estimate a source signature from one

depth knowing the source signature at a different depth from the same gun. Furthermore,

we present a correction term to the Rayleigh-Willis bubble-time equation to correct for the

fact that interaction between the bubble and free surface reduce the bubble-time period.

This correction term improve our results significantly for air guns positioned close to the

air-water interface. The error between the estimated and measured source signatures is

dependent on the difference in source depth. For a depth difference of ±5 m we estimate

signatures that have NRMS-differences ranging between 5 and 6 % from the measured

signature at the given depth, and 8-12 % when the difference is ±10 m.

∗Paper published in GEOPHYSICS, Volume. 81, number 3 (May-June 2016); P13–P22. DOI:
10.1190/geo2015-0369.1 Parts of this work was presented at the 84th SEG Annual Meeting in 2015
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3.2 Introduction

Recent advances in marine broadband seismic technologies have led to several new source

configurations. The overall goal of these configurations is to attenuate the ghost reflection

from the air-water interface, and therefore reduce the deep notches in the frequency spec-

tra. The different source configurations and acquisition strategies include e.g. multi-level

time-synchronized sub arrays (Cambois et al., 2009; Sablon et al., 2013), slanted arrays

(Shen et al., 2014; Telling et al., 2014) and variable source depth acquisition (VSDA)

where the source depth is varied between successive shots along a sail line (Haavik and

Landrø, 2015). A common factor in the new marine source configurations is that they in-

volve sources at more than one depth. It is well known that the bubble-time period of the

air-gun bubble is dependent on the hydrostatic pressure, i.e. the Rayleigh-Willis formula.

In fact the whole signature is dependent on the hydrostatic pressure and hence the firing

depth. Since many of the new marine source configurations involve sources at different

depths, we think that it will be of importance to have a tool to easily predict how the

source signatures will change when the firing depth is changed. Here we present a simple

method for predicting how depth variations will affect the source signatures. This can be

used to improve the shot-to-shot de-signature process of seismic data, in particular data

acquired with VSDA. However, other applications of this method may be: Calibration be-

tween 4D surveys if there are known source depth variations or simply to predict source

signatures at various source depths from one measurement. The latter can for instance be

used in finding optimal sequence of source depths in VSDA (Haavik and Landrø, 2015)

or optimal depths for separate guns in a slanted array (e.g. Shen et al., 2014).

In this work, we show that the source scaling law (e.g. O’Brian, 1969; Giles and Johnston,

1973; Ziolkowski et al., 1980; Ziolkowski, 1986) offers a nice way to estimate the change

in signature as the source depth is altered. The source scaling law states that a source

signature will change if there are changes in the acquisition parameters, such as initial

energy of the bubble or the hydrostatic pressure, and that the new source signature will be

a scaled version of the initial signature with respect to amplitude and time. Here we adapt

a formulation by Giles and Johnston (1973) which is used to correct air-gun signatures for

pressure variations from surrounding seismic sources. Giles and Johnston (1973) used a

sample-to-sample correction to the source signature that was based on the change in the

bubble-time period due to an external pressure change. The key parameters in the source

signature estimation is thus the bubble-time period, and a good understanding of this is

crucial. For shallow firing depths we use a correction term to the Rayleigh-Willis formula

to estimate the bubble time period. The correction term reduces the bubble-time period

and arises from similar effects as to why clustering of air guns increases the bubble-time

period. This correction was first described by Herring (1941). To the authors knowledge,

this has not been adapted in the exploration geophysics community, even though other

work in Herring (1941) has been cited (e.g. Ziolkowski, 1970; Landrø and Sollie, 1992;

Ziolkowski et al., 1998). We think it is worthwhile to describe this in some detail here.

We use quasi-near-field measurements of air gun signatures to validate the well-known
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source scaling law. Air-gun signatures was measured from a 600-in3 air gun fired at

depths ranging from 3 m to 40 m with the same initial pressure of 2000 psi.

Theory

3.2.1 Bubble-time period close to a free surface

The air-bubble generated by an air gun oscillates with a fundamental time period which is

dependent on the firing pressure Pi, air-gun volume Vi and the hydrostatic pressure P∞ at

a given water depth, and is given by the Rayleigh-Willis formula (Rayleigh, 1917; Willis,

1941):

TRW = const.
P

1
3
i V

1
3
i

P
5
6∞

, (3.1)

where

P∞ = p0 + ρgz, (3.2)

p0 is the atmospheric pressure which is practically equivalent to a 10 m column of water,

ρ is the density of water, g is the acceleration of gravity and z is the source depth in me-

ters below the air-water interface. The physics involved in deriving the Rayleigh-Willis

formula consists of a simple model for bubble motion in an incompressible, inviscid and

infinite medium (Rayleigh, 1917) and an assumption that the maximum radius can be

estimated based on adiabatic expansion (Willis, 1941). Rayleigh’s equation for bubble

motion is derived assuming there are no constraints from the surroundings. The effect of

bubble oscillation close to a free surface or a rigid wall was first described by Herring

(1941), who showed that the kinetic energy of the system of a bubble and rigid wall or

a bubble and free surface is increasing or decreasing, respectively, compared to the case

where the bubble is positioned in an infinite medium. Correspondingly, the bubble-time

periods increase and decrease for the two respective cases compared to bubble-time pe-

riod of a bubble in an infinite medium. Later, many scientists have studied the interactions

between an oscillating bubble and a boundary (e.g. Rattray, 1951; Chahine, 1977; Blake

and Gibson, 1981; Wang et al., 1996; Barker and Landrø, 2012). In the exploration geo-

physics community, it is established that clustering of air-guns increase the bubble-time

period (e.g. Vaage and Ursin, 1987; Strandenes and Vaage, 1992; Barker and Landrø,

2012), but the reduction in bubble-time period when an air-gun is close to a free surface

has not been discussed to the same detail.

The problem of an oscillating bubble or collapse of a cavity close to a free surface has

been studied extensively in other scientific communities (e.g. Voinov and Voinov, 1975;

Chahine, 1977; Blake and Gibson, 1981; Wang et al., 1996). When the bubble is close

to the free surface, its motion will change the shape of the free surface and in addition

the shape of the bubble gets distorted due to the non-spherical flow. A key parameter

determining this effect is the ratio between the initial depth from the free surface to the
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center of the bubble (b) and the maximum bubble radius (Rm), α = b/Rm. In the ab-

sence of gravity, bubbles where α > 1.5 tend to remain spherical during most of the

life-time (Wang et al., 1996). Chahine (1977) showed that as long as the air bubble is

positioned sufficiently away from the air-water interface (α >> 2.5), the problem involv-

ing a free-surface can be approximated to the first order by describing the system through

superposition of a source and a sink potential. In contrast, the problem of an oscillating

bubble close to a rigid surface, or equivalently bubbles from two clustered guns, can be

described by a system of two similar source potentials. The latter was done by Barker and

Landrø (2012) who derived an explicit expression for the bubble-time period for clustered

air guns. By using the same type of arguments, we will here derive an expression for the

bubble-time period close to a free surface. Barker and Landrø (2012) assumed that the

bubble-time period could be approximated using the relationship:

TB = C
REQ

UEQ

, (3.3)

where C is some gun-type dependent constant, REQ is the radius of the bubble when the

pressure inside the bubble equals the hydrostatic pressure, assuming that the initial state

of the bubble is spherical and that it expands adiabatically:

REQ = R0

(
P0

P∞

)1/3γ

, (3.4)

and UEQ is the bubble-wall velocity when the radius is REQ. Here the parameter γ is a gas

constant, where we have used γ = 1.13 equal to the value used in Ziolkowski (1970) and

R0 is the radius of the assumed spherical bubble with volume V0. Following Barker and

Landrø (2012), we use a monopole velocity potential for describing the particle motion in

the water surrounding the bubble:

φ = −UR2

r
, (3.5)

where R is the bubble radius, U is the bubble-wall velocity and r is the distance away from

the center of the bubble. Furthermore, all energy dissipation effects are neglected and it

is assumed that the water is inviscid and incompressible. This model will result in the

same sort of bubble dynamics as in Rayleigh (1917). As we are interested in the relative

changes in the bubble-time period, the error introduced by these assumptions should be

small, especially for the time interval it takes the bubble to reach REQ. By integrating

the kinetic energy from the bubble wall to infinity, we find the total kinetic energy in the

water surrounding the bubble as:

Ek(R,U) = 2πρU2R3, (3.6)

where ρ is the density of water. The potential energy of the bubble can be evaluated to:

Ep(R) = −
∫ R

REQ

4πr2 [P (r)− P∞] dr. (3.7)
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By assuming adiabatic expansion and that the state where R = REQ is a state of zero

potential energy, equation 3.4 can be used to find:

Ep =
4

3
πP∞

⎡
⎢⎣R3 −R3

EQ +

(
REQ

R

)3γ

R3 −R3
EQ

γ − 1

⎤
⎥⎦ . (3.8)

An expression for UEQ can be obtained by comparing the energy states corresponding to

initial conditions (R = R0) and where there is zero potential energy (R = REQ):

2ρπU2
EQR

3
EQ =

4

3
πR3

0P∞β̂, (3.9)

where

β̂ = 1− β
β− γ−1

γ γ − 1

γ − 1
(3.10)

and β = P0/P∞. UEQ is thus found to be:

UEQ =
1

3

√
6P∞
ρ

β̂

β
1
γ

. (3.11)

The bubble-time period for a single air gun fired in an infinite homogeneous medium

(equation 3.3) can then be found:

TB =
1

2
CREQβ

1
2γ

√
6ρ

β̂P∞
. (3.12)

This equation gives good numerical scales for the Rayleigh equation (Barker and Landrø,

2012). We also note that it is consistent with the bubble-time periods derived in Rayleigh

(1917) and Minneart (1933).

So far we have repeated the derivation of Barker and Landrø (2012). We will now consider

two non-overlapping bubbles of radius R at a distance 2b away from each other. The flow

around these bubbles is described by superposition of two single-bubble potentials. In

contrast to Barker and Landrø (2012), one of the potentials is scaled with a coefficient r0:

φ = −UR2

r
− r0UR2

√
r2 + 4b2 + 4rb cos θ

, (3.13)

where θ is the angle between the depth-axis and a line from r = 0. This potential must

satisfy the boundary condition mid-way between the bubbles,

n̂ · ∇φ = 0, (3.14)

for a rigid boundary (r0 = 1), and

φ = 0, (3.15)
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Figure 3.1: The vertical particle velocity surrounding the bubble in a) and infinite

medium (r0 = 0), b) a rigid boundary (r0 = 1) and c) a "stationary" free surface

(r0 = −1). The color scale is relative to the bubble-wall velocity. It is clear from su-

perposition of potentials that the vertical particle velocities are zero at z = 0 in b) and

twice the magnitude of a) in c) at z = 0.

for free surface (r0 = −1), where n̂ is the unit normal vector to the plane midway between

the two bubbles and the dot (·) denotes the dot product. We assume that the bubbles are

spherical, but the potential in equation 3.13 does not satisfy the boundary condition at the

bubble wall(s) for a spherical bubble:

n̂ · ∇φ = U, (3.16)

where (̂n) is the unit normal vector to the bubble wall and U is the bubble-wall velocity.

This will be discussed below. Figure 3.1 shows the particle velocities derived from the

potential in equation 3.13 for the three different cases where r0 = −1, 0, 1.

We assume that r0 = −1 in equation 3.13 is equivalent to describing bubble motion a

distance b away from a free surface. However, compared to a rigid boundary, the air-

water interface is free to move. By setting r0 = −1 we specify that the free surface

cannot move.

Following Barker and Landrø (2012) we get the following expression for the total energy

in the water caused by one of the air bubbles:

Ek =
1

2
ρ

∫
Ω

|∇φ|2 dV = −1

2
ρ

∫
∂Ω

∂φ

∂r
φdS, (3.17)
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where Ω is the liquid domain and ∂Ω is its boundary. Using Sommerfeld’s radiation

condition we can take this boundary to be the bubble wall. The integral can be evaluated

to (see Barker and Landrø, 2012):

Ek =
1

2
πρU2R3A(κ, r0), (3.18)

where

A(κ, r0) =
4κ+ 4r0 − r20 ln

(
κ−1
κ+1

)
κ

+
2r20

1− κ2
, κ ≥ 4 (3.19)

where κ = 2b/REQ. This a more general formula compared to Barker and Landrø (2012),

and by specifying r0 = 1 we obtain the same equation. When setting r0 = −1 we

observe that the total energy in the system decreases, compared to the case where the

bubble oscillates in an infinite medium. As in Barker and Landrø (2012), limb→∞ Ek =
2πρU2R3, is consistent with the single-bubble model. We note that this is independent on

the coefficient r0.

The normalized kinetic energy for the three different scenarios r0 = −1, r0 = 0 and

r0 = 1 are shown in Figure 3.2 for 1 < κ ≤ 150. We observe that the kinetic energy

surrounding the bubble behaves differently if the bubble is close to a wall, a free surface

or in an infinite medium. We would expect that the normalized Ek should tend to zero

when κ goes to 0 for the case where r0 = −1, as this would correspond to two sources of

equal strengths with opposite polarity canceling each other. For the case when r0 = 1, it is

tempting to think that the normalized Ek should approach 2 as kappa goes to 0. However,

this limit cannot be evaluated in this model (see Barker and Landrø, 2012). Although

Equation 3.18 is valid for κ > 1, it is derived under the assumption that the bubbles are

non-interacting, i.e. α > 1. For a source depth of 3 m Rayleigh modeling gives the

relationship Rm ≈ 2REQ and therefore κ > 4 is the minimum requirement for this theory

to be valid. The relationship between Rm and REQ, κ and α at different depths for a

600-in3 air gun are shown in Appendix 1.

By comparing the initial energy of the air bubble to the energy when the bubble has

reached equilibrium radius (i.e. when there is no potential energy in the bubble), we find

the following expression for the bubble-time-period:

Tr0 = C
1

4
REQβ

1
2γ

√
6ρ

β̂P∞

√
A(κ, r0). (3.20)

To find the ratio between the bubble-time period for a bubble in an infinite homogeneous

medium and the bubble-time period for a bubble close to a boundary, we divide equa-

tion 3.20 by equation 3.12 to obtain:

Tr0

TB

=
1

2

√
A(κ, r0). (3.21)

We propose to use equation 3.21 as a correction term to the Rayleigh-Willis formula:

T ∗ = TRW
1

2

√
A(κ, r0). (3.22)

51



κ 

E
k / 

(2
π
 ρ

 U
2 R

3 )

Normalized kinetic energy

 

 

10
1

10
2

0

0.5

1

1.5
Equation 18: r

0
= -1

Equation 18: r
0
= 0

Equation 18: r
0
= 1

Figure 3.2: Normalized kinetic energy around one of the bubbles in vicinity of a free

surface (r0 = −1), a wall (r0 = 1) and in infinite medium (r0 = 0). The shaded area

indicates where κ ≤ 4.
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It is possible to include more terms in the potential to make it satisfy the boundary con-

dition at the bubble wall (equation 3.16), but this will again cause the potential to break

the boundary condition at the rigid/free surface. This was done by Herring (1941) who

derived the following equation for the bubble-time period close to a rigid boundary or a

free surface, neglecting terms of higher orders in R/b:

T ∗
H = TRW

(
1 + r0

Ra

4b

)
, (3.23)

where Ra is the average bubble radius over a bubble period, r0 = 1 for a rigid surface and

r0 = −1 for a free surface. By performing modeling of bubble motion with the Rayleigh

equation, we have found an approximate relationship Ra ≈ 3
2
REQ for a bubble of initial

radius corresponding to 600 in3 fired at different depths with initial pressure of 2000 psi.

The hydrodynamic cause for the change in kinetic energy when the bubble oscillates

close to a free surface is that there is less inertia in the fluid surrounding the bubble

(Cole, 1948). The effect of the free surface is that it reduces the inertia of the oscillating

system without changing the spring constant and therefore reduces the bubble-time period

(Herring, 1941).

3.2.2 Source scaling

The source scaling as used here is adapted from Giles and Johnston (1973), who used

this to correct source signatures for external pressure variations. Their method involves a

sample-to-sample stretch/squeeze and amplitude correction to the source signature. The

stretch correction corresponds to multiplying the sampling time with the ratio between

the bubble-time period for a given source setup (Pi, Vi and zi) and the bubble-time pe-

riod resulting from having external pressure variations from other air-guns in the array

in addition. The amplitude correction was deduced by assuming that the output pres-

sure is proportional to V 1/3 and that the change in bubble-time period could be written in

terms of an apparent change in the chamber volume of the gun. The amplitude correction

term can, using these assumptions, be shown to be the reciprocal of the ratio between the

bubble time periods (Giles and Johnston, 1973). Using these relations we find that:

s2(t) =
1

a
s1(at), (3.24)

where s2(t) and s1(t) are the source signatures from the same air-gun (i.e. same volume

and pressure) from depths z2 and z1, respectively, and a is the ratio between the bubble-

time periods from the the two depths. This result is the well-known source scaling law

(O’Brian, 1969; Ziolkowski et al., 1980). More detailed descriptions of the source scaling

law can be found in Ziolkowski (1986), Ziolkowski (1993) and Ziolkowski and Bokhorts

(1993) who discuss the scaling parameter a in terms of energy of the source. For our

purpose, the simple relationship using bubble-time periods given in Giles and Johnston
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(1973) is very practical since it incorporates the firing depth which we are concerned with

here. The ratio is given as:

a =
T ∗
2

T ∗
1

(3.25)

where the subscripts indicate the different states (e.g. differnt depths) and T ∗ is the mod-

ified Rayleigh-Willis formula given in equation 3.22 or equation 3.23.

To estimate the source signature from an air gun fired at a depth z2 we use a known source

signature from the same air gun fired at a depth z1 and do the following steps:

1. Measure the near-field or quasi far-field signature from an air-gun fired at depth z1

2. Obtain the notional source signature using e.g. the method of Ziolkowski et al.

(1982).

3. Span the notional source signatures from step 2 on a new time axis (t̂ = at) using

interpolation.

4. Scale the resulting signature with a−1.

5. Use a frequency filter to obtain the source signature in the desired frequency band.

By spanning the notional source signature on a new time axis we are literally stretching

or squeezing the signature. The corresponding change in the frequency domain is well

known through the scaling property of the Fourier transform. A change in time domain

t̂ = at will result in a stretch/squeeze in the frequency domain f̂ = f/a. In step 4, it is

important to use correct bandwidths prior to stretch or squeeze. If the highest frequency

wanted in the estimated signature is fm, frequencies up to fm/a must be present in the

signature that is used as basis for the estimation.

3.3 Field data

A field experiment was performed a few years ago (Landrø and Amundsen, 2014a). A

single 600-in3 air gun was fired at depths 3, 5, 7.5, 10, 15, 20, 25, 30, 35 and 40 m

and a hydrophone was positioned 20 m vertically below the air gun. The water depth at

the location is approximately 390 m. The experiment was repeated two or three times

per source depth and the data showed good repeatability (NRMS-difference of ∼ 5.5

% between successive shots at same depths). The average source signatures from the

respective depths were used to reduce noise. The data was de-ghosted to find the notional

source signatures from each depth. An iterative approach was used to find the travel-times

and geometrical spreading that resulted in the best deghosting results. The estimated

notional source signatures are shown in Figure 3.3. The source signatures exhibit the

expected depth dependence; we observe that the bubble pulse delay is reduced as the

firing depth is increased, as predicted from equation 3.1.

54



3 5 7.5 10 15 20 25 30 35 40

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

Notional source signatures

T
im

e 
(s

)

Source depth (m)

Figure 3.3: The estimated notional sources for different source depths ranging from 3 to

40 m, in the full bandwidth (0 - 500 Hz). Note how the bubble pulse delay is reduced as

the source depth increases. Residual ghosts are highlighted in the ellipse (dashed ellipse).
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air-gun modeling and from the Rayleigh-Willis equation with and without indicated

correction-terms. The gray area indicates where κ ≤ 4.

The bubble-time periods were picked between the primary and first bubble and between

the first and second bubble for each depth. The measured bubble-time periods are shown

together with the estimated bubble-time periods using equation 3.22, equation 3.23, the

best-fit Rayleigh-Willis curve (equation 3.1) and the modeled bubble-time periods from a

commercial air-gun modeling software in Figure 3.4. We see that the measured bubble-

time periods fit the depth dependence of the Rayleigh-Willis formula quite well at depths

deeper than 7.5 m, and that the bubble-time periods at shallower depths fit the corrected

Rayleigh-Willis formula very well.

To demonstrate the source scaling law we estimate the source signature at 30 m from

signatures measured at other depths. Figure 3.5 shows the source signatures used for this

analysis, along with the estimated signatures and the difference between the measured

and the estimated signatures for 5 m depth difference. The corresponding signatures and

differences in the frequency domain are shown in Figure 3.6. Figures 3.7 and 3.8 show

the equivalent plots for a 10 m depth difference. We see that the signatures estimated from
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±5 m depth have NRMS-differences around 5% between the estimated and measured sig-

nature at that depth. The source signature estimated from a source signature fired at ±10

m difference has an NRMS-difference around 8 % between the measured signature at that

depth. Figure 3.9a shows the NRMS-differences between estimated 20-m signatures us-

ing data from all other depths as input and the measured 20-m signature. Source scaling

was done with and without the correction of equation 3.22 to the Rayleigh-Willis equa-

tion. We observe that the NRMS-error decreases significantly when we use the correction

term, ∼ 10 % for the signature estimated from the 3-m signature. This improvement is

most pronounced for shallow source depths. This is expected since these equations rep-

resent corrections due to the free surface. It is clear that a correction term is needed,

however, the results from using the two different correction terms (equations 3.22 and

3.23) are very similar. Equation 3.23 from Herring (1941) requires knowledge of the av-

erage radius of the bubble (Ra), while equation 3.22 require that we know REQ. Since

REQ is a function of the initial source depth, firing pressure and gun volume it is more

practical to use. The gas constant γ is needed for both.

Figure 3.9b shows the estimated signatures using equation 3.22 for the source scaling.

Note that we have chosen 20-m depth as a reference depth. Similar results (relative) are

found if we use for instance 10 m as reference depth. In Figure 3.9b we see that the

bubble-pulses from the different depths are well-aligned in time. We also observe that the

pressure amplitude of the bubble pulses decreases with depth.

3.4 The effect of the hydrophone instrument response on
source scaling

In the process of estimating a source signature by using source scaling, we map the am-

plitude and phase from one frequency in the measured signature to a different frequency

in the signature we try to estimate (f̂ = f/a). This method is therefore sensitive to

frequency dependent alterations to the signal, i.e. filters. We can observe large differ-

ences at low frequencies in both phase and amplitude in Figure 3.6b and c. We think

that this can partially be attributed to the instrument response of the hydrophone used in

this experiment, in addition to low signal-to-noise ratio at these frequencies. The typical

instrument response (transfer function) for a hydrophone has a roll-off in amplitudes be-

low a certain natural frequency and corresponding phase-shifts. The amplitude and phase

at a given frequency in the source signature is scaled and rotated by the hydrophone re-

sponse when it is recorded. When the amplitude and phase at this frequency are mapped

to a different frequency, the amplitude scaling and phase rotation will follow as well. It

will appear as if the estimated signature was recorded with a hydrophone response that is

scaled (H(f̂) = H(f/a), where H is the hydrophone response). This will result in errors

at the frequencies affected.

To show how a hydrophone instrument response may affect the results of source scaling

we present a simple example: We create a synthetic data set of notional source signatures
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Figure 3.5: a) The source signatures from 25, 30 and 35 m. b) 30 m-signatures estimated

from signatures measured at 25 and 35 m, respectively, shown together with the measured

signature from 30 m. c) The difference between the estimated and measured signature.
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Figure 3.6: a) The amplitude spectra of the source signatures from 25, 30 and 35 m.

b) Amplitude spectra of the estimated 30 m signatures from 25 and 35 m, respectively,

shown together with the spectrum of the measured signature from 30 m. The amplitude

differences between the estimated and measured signatures are shown in dashed lines.

c) The difference in phase between the measured signature at 30 m and the signature

estimated from 25 and 35 m.
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Figure 3.7: a) The source signatures from 20, 30 and 40 m. b) 30 m-signatures estimated

from signatures measured at 20 and 40 m, respectively, shown together with the measured

signature from 30 m. c) The difference between the estimated and measured signature.
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Figure 3.8: a) The amplitude spectra of the source signatures from 20, 30 and 40 m.

b) Amplitude spectra of the estimated 30 m signatures from 20 and 40 m, respectively,

shown together with the spectrum of the measured signature from 30 m. The amplitude

differences between the estimated and measured signatures are shown in dashed lines.

c) The difference in phase between the measured signature at 30 m and the signature

estimated from 20 and 40 m.
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in a 0.4 s window. b) A portion of the estimated 20-m signatures from the indicated

depths.

62



from an air-gun fired at different depths. This is done by using the average signature from

Figure 3.9b , and then remove an instrument response given by:

H(f) =
1

1− if0/f
, (3.26)

where f is the frequency, f0 is the natural frequency of the hydrophone and i is the imag-

inary unit. The resulting signature was scaled to other depths using source scaling as

presented here (with equation 3.22), and the same instrument response was added to each

of the different signatures. Assuming that source scaling works, these signatures now

represent the type of signatures we record in field using the same hydrophone. Here we

used f0 = 5Hz. The same type of analysis that was done for the real data (Figure 3.9)

was performed on the synthetic data set. The result is shown in Figure 3.10. We note that

since we have used the same source scaling twice, back and forth, the only difference is

the effect of the hydrophone instrument response. In Figure 3.10a we observe that the ef-

fect of the hydrophone gives the same kind of behaviour of the NRMS-differences versus

difference in source depth as seen in the real data example. Furthermore, Figure 3.10b

shows that the predicted source signatures is changing appearance, especially around the

bubble pulse (∼0.1 s). This is also what we see in Figure 3.9b.

3.5 Discussion

Our findings suggest that the source signature from an air gun fired at a given depth can

be estimated from a measured source signature from the same air gun fired at a different

depth. Good results are obtained for depth variations up to 10 m. The NRMS-difference

increases almost linearly with the depth difference between the depth where we try to

estimate a signature and the depth of the signature we use for the estimation. There are

probably many causes for the differences between the measured and estimated signatures

presented here. Random noise is certainly present, but some of the differences are more

systematic. As seen in Figure 3.3, there are residual ghosts after deghosting and stacking

the signatures from the same depths. Since the ghost event is not part of the notional

source signature it will not scale, and residual ghosts will contribute to the difference.

The travel-time for the ghost event is dependent on the source depth and therefore the

difference between measured and estimated signatures as presented here will have resid-

ual ghosts from both amplitude and travel-time "errors". Furthermore, the process of

deghosting is more vulnerable to noise when the source depth is shallow. This is be-

cause the direct event and the ghost event have almost similar magnitudes which makes

the signal-to-noise ratio poor at specific frequencies. This will result in notional source

signatures with more noise. This problem can probably be reduced by using near-field

measurements instead of quasi-near-field measurements in this kind of analysis.

The limit from Chahine (1977) that α  2.5 will correspond to approximately κ  10
which means that our theory is not valid for the 600-in3 air gun unless it has a source depth

greater than 3 m. In the data presented here the shallow-most source is positioned at 3
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Figure 3.10: This Figure shows the same as in Figure 3.9 but for synthetic data as de-

scribed in the text. a) The NRMS-difference between the estimated 20-m signatures from

the indicated source depths and the 20-m signature. The NRMS values are extracted in a

0.4 s window. b) A portion of the estimated 20-m signatures from the indicated depths.
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m. It is also from this depth where the error is biggest when source scaling is performed.

However, our results show that when the correction term is used in the source scaling,

the error from the source at 3 m is not much bigger than the error from source from 40

m when trying to estimate a 20-m signature (see Figure 3.9). Even though the limit from

Chahine (1977) may not be fulfilled, our simple method performs very well.

Our example on how the hydrophone instrument response will affect the result from

source scaling shows that the measured data should be corrected for the hydrophone re-

sponse prior to performing source scaling. Unfortunately, we did not have the instrument

response for the hydrophone used in this field experiment. Other frequency dependent al-

terations that may affect the signal in this experiment are attenuation and the actual value

of the free-surface reflection coefficient. The measurements are recorded 20 m below the

air gun and the difference in attenuation between the different firing depths is expected

to be small. However, the ghost event from the shot fired at 40 m has traveled more than

three times the distance compared the ghost from the shot fired at 3 m. This might be

of importance. The free-surface reflection coefficient is frequency dependent, and this

is probably the major cause for the residual ghosts in the notional source signatures in

Figure 3.3.

From a practical point of view, deriving precise notional source signatures during real

acquisition conditions, with e.g. swell, firing time variations, air leakage and air-gun

swing, might be quite difficult. What we foresee is to derive notional source signatures

from near-field measurements acquired in a controlled setting. This experiment can be

repeated many times to obtain good quality notional source signatures at a reference depth

in an ideal setting. This data can then be compared to near-field data from field acquisition

and robust parameters, such as the bubble-time period, can be used to say something

about the variation in depth relative to the reference data. This information can then be

used as input to source scaling of the notional source signatures that was obtained in the

controlled setting to design a signature suitable for the de-signature process. This can

be done on a shot-to-shot basis. We think that a de-signature strategy like this might be

more robust than using notional source signatures derived from each shot directly. This

is because the notional source signatures estimated from the controlled experiment(s),

by using source scaling, may contain less noise. The source scaling law can be used in

source de-signature between sequential shots as described above. This would be very

important for VSDA seismic data (Haavik and Landrø, 2015), where the source depth is

deliberately varied between sequential shots. Source depth variations are also common in

conventional seismic acquisition and may for instance cause large errors in repeatability

between time-lapse surveys (Andorsen and Landrø, 2000).

The source scaling law is very simple to use when the only difference between the mea-

sured signal and the desired signal is the firing depth. This is because the stretch or

squeeze in time is proportional to the ratio between bubble-time periods which can be

found from the Rayleigh-Willis formula, or from a modified version of the Rayleigh-

Willis formula (equation 3.23 or 3.22) if the air gun is close to the free surface. Here we

have used the source scaling law to estimate changes in the signature with respect to depth
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variations, but the source scaling as presented here, with equation 3.24 and 3.25, predicts

that it should be able to perform the same analysis between signatures fired with different

initial pressures, volumes, at different temperatures (see Landrø, 2014) or a combination

of these and source depths. The validity of this is, however, not demonstrated here.

As shown here, this method can be used to model how the signature from a given air gun,

and potentially an air-gun array, will change with source depth. This can be used as an

alternative to conventional air-gun modeling when reference notional source signatures

are known. Due to its simplicity, we think that source scaling may greatly simplify in-

version schemes involving forward modeling of air-gun signatures. Examples of this may

be to find the optimal sequence of firing depths in a VSDA sequence (see Haavik and

Landrø, 2015) or the optimal source depths in a slanted or multi-level air-gun array (see

Shen et al., 2014).

It is important to specify that the source ghost does not scale in general, and the analysis

presented here is for the notional source signatures. Ziolkowski (1986) presents specific

conditions for when the source ghost scales with depth as well.

3.6 Conclusion

We have tested the accuracy of the source scaling law for a single air gun with respect

to the source depth. Our study using quasi-near-field measurements of a large single

air gun fired at depths ranging from 3 to 40 m shows that the source scaling law works

very well for predicting the signatures from the same air gun fired at different depths.

We have shown that by using a modified version of the Rayleigh-Willis formula, which

includes a correction term for when the air gun is fired close to the free surface, gives

better results in estimating the source signatures. When estimating the notional source

signature from an air gun fired at a given depth from notional source signatures recorded

at other depths, we find NRMS-differences down to ∼ 5-6 % for ±5 m difference in

source depth and 8-12 % for a difference of ±10 m. In comparison, the average NRMS-

differences between raw measurements from the same source depth without deghosting

is ∼5 %. For most applications we find that the source scaling law is sufficiently accurate

to be used to predict source signatures at various depths, given that the source signature

is known or measured at a given reference depth. This may be used as an alternative to

conventional air-gun modeling.

3.7 Acknowledgements

We acknowledge Lundin Norway AS for financial support to Kjetil E. Haavik’s PhD

project. We would like to thank Statoil ASA for contributing with the source signatures.

We thank the Norwegian Research Council for financial support to the ROSE consortium

66



at NTNU. Furthermore, we thank three anonymous reviewers for comments and sugges-

tions that improved this manuscript.

3.8 Appendix: Relationship between bubble parameters

In our model for bubble motion close to a free surface we use κ = 2b/REQ as the parame-

ter that controls how large the correction term to the bubble-time period is. Equation 3.22

is derived assuming that the bubble walls of the two potentials are not overlapping, e.g.

α = b/Rm > 1 which approximately corresponds to κ > 4. This restriction comes from

our model using two potentials (equation 3.13). In addition to this, a stricter limit is posed

in Chahine (1977), that α >> 2.5 for this model based on the method of images to be

valid for describing interaction between the free surface and a bubble. Figure 3.11a shows

the relationship between Rm and REQ for 600-in3 air gun fired at different depths mod-

elled using the Rayleigh equation with γ = 1.13. Figure 3.11b shows the corresponding

values of κ and α.
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Figure 3.11: a) The ratio between Rm and REQ for different source depths for a 600-in3

air gun assuming Rayleigh bubble motion b) α = b/Rm and κ = 2b/REQ for different

source depths for a 600-in3 air gun assuming Rayleigh bubble motion.
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Chapter 4

Variable source depth acquisition for
(an overall) improved signal-to-noise
ratio in marine broadband seismic data:
A modeling study∗

Kjetil Eik Haavik and Martin Landrø
Norwegian University of Science and Technology, Trondheim, Norway

4.1 Abstract

Marine seismic data acquisition has conventionally been carried out with a source array

positioned at a single depth. The resulting source-ghost notch is often taken as the limit for

the bandwidth of the data. In broadband seismic data acquisition, multi-level sources are

now being used to fill in these notches. Here we present a modeling study where variable

source-depth acquisition (VSDA) is compared to conventional single-level source and

multi-level source acquisition. Our results show that an overall (not all over) improvement

of signal-to-noise ratios are obtained using VSDA compared to the other source strategies.

Due to the nature of VSDA, having different far-field signatures for different shots, the

amplitude versus offset behaviour of the VSDA is not ideal. In stacked images, these

variations are mostly seen in very shallow reflectors (< 0.3 s).

∗Paper submitted to GEOPHYSICS August 2016
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4.2 Introduction

The interest for broadband seismic data has led to several new configurations and acqui-

sition strategies for the marine seismic source. The key objective of these source config-

urations, or strategies, is to mitigate the long-standing problem related to the source-side

ghost. The source ghost cause deep notches in the frequency spectra of the far-field sig-

natures, and the recorded seismic data will therefore have poor signal to noise ratio (S/N)

at frequencies in the vicinity of these notch frequencies. The notch frequencies are deter-

mined by the towing depth of the source. Changing the depth of an air-gun source results

in a change in the frequency spectra of the output pressure produces by air-guns. This

change can be described qualitatively by stretching or squeezing the amplitude spectrum

from a given airgun with respect to the frequency axis because of the change in hydro-

static pressure (Haavik and Landrø, 2016). When a source is positioned deep, the ghost

response is favorable towards low frequencies, but the corresponding change in the am-

plitude spectrum is making the total low-frequency output close to unaffected (Hegna and

Parkes, 2011; Hopperstad et al., 2012; Landrø and Amundsen, 2014a), at least below 5–6

Hz. Hegna and Parkes (2011) showed that a gain of up to 16 dB can be achieved in the

interval from 7–30 Hz by towing a 1200 in3 array at 20 m compared to 6 m. The draw-

back of deep source tow is that the first ghost notch will be positioned within the usable

bandwidth for seismic imaging.

The marine source-side broadband strategies that have been implemented in commercial

seismic acquisition, experimentally tested or suggested are: Multi-level source arrays

(Hopperstad et al., 2008b; Parkes and Hegna, 2011; Sablon et al., 2013; Shen et al., 2014),

dipole-sources (Meier et al., 2015) and VSDA (Haavik and Landrø, 2015). In VSDA, the

source depth is different from shot to shot to introduce notch diversity, and has not been

tested experimentally yet.

Receiver-side deghosting of marine seismic data has been mitigated in at least four dif-

ferent ways: Deghosting of conventional - single-level - streamer acquisition through

processing, Over/Under acquisition (Parrack, 1974; Posthumus, 1993), multi-component

acquisition (Berni, 1982; Tenghamn et al., 2007) and variable depth streamer acquisi-

tion (Ray and Moore, 1982; Soubaras and Dowle, 2010; Soubaras, 2012). There are

several similarities between the different broadband source strategies and the broadband

receiver-side strategies. The reciprocal experiment to over/under streamer acquisition

with a single-depth source, is for the source side, to acquire two shot gathers at the

same position with sources at two different depths and receivers on a single level (e.g.

Moldoveanu, 2000; Egan et al., 2007). The data acquired with receivers on a single level

using multi-level source would result in data that corresponds to summation of the data

recorded on the over and under streamer using a single level source, i.e., the data from

the two source depths are not separated. Different strategies time-synchronization for

the sources at different depths exist to separate the primary and ghost or to align the

primaries (Parkes and Hegna, 2011; Hopperstad et al., 2008b). The reciprocal experi-

ment on the source side to using multi-component streamer, is to use a source array that
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consists of both dipoles and monopoles (Robertsson et al., 2012). However, at present

time, no dipole sources with sufficient strength exist. The reciprocal source strategy to

using variable-depth streamer acquisition is VSDA. While the impulse response of the

hydrophones does not change significantly with depth, the response of the air-guns do.

Good results are obtained with variable-depth streamer acquisition (Soubaras and Dowle,

2010; Soubaras, 2011, 2012; Salaun et al., 2016), but its reciprocal experiment has not

been tested in field or with proper modeling.

The purpose of this work is to present a comparison study where different source strategies

are tested. Here, we perform a comparison of three different source strategies by modeling

2.5D seismic data for frequencies up to 200 Hz. The different source approaches we test

are: Multi-level source (MLS) arrays, variable source depth acquisition (VSDA) (Haavik

and Landrø, 2015) and conventional - single level - source array (SLS). Although, more

complicated seismic modeling methods exist, such as finite difference, finite element and

FK methods, the modeling here is performed using Kirchhoff modeling in a constant

velocity medium. This method is chosen because: 1) it is computationally fast when we

want to model a broad range of frequencies and reflectors that are not flat. 2) we are

free to choose events being modelled. In this way we isolate the effect of the source-side

strategies on the final image, so that the comparisons will be easier.

4.3 Theory

Interference between the down-going wave and the reflected up-going wave (the ghost

reflection) from the source, cause notches in the frequency spectra in recorded wavefield.

The position of the notches are dependent on the depth of the source z and the take off

angle. The ghost response for a monopole source is given as (Amundsen, 1993):

g(z, k) = 1− r0 exp (2ikzz), (4.1)

where r0 is the free surface reflection coefficient, i is the imaginary unit, kz =
√

ω2

c2
− k2

r

is the vertical wavenumber in the water layer, ω = 2πf is the angular frequency, kr the

radial wavenumber and c being the velocity in water. The position of the ghost notches

are given by:

fn =
c

2z cos θ
n, for n = 0, 1, 2, . . . , (4.2)

where θ is the take-off angle from vertical. Conventionally, the source depth has been

chosen based on the target for the seismic acquisition, to avoid notches in the usable

bandwidth. In modern broadband marine acquisition, it is becoming more common to

use source arrays that are distributed both in time and in depth to avoid deep notches in

the spectra. Figure 4.1 shows the zero offset ghost responses for a SLS at 6 m, a MLS at

6 m (2/3 strength) and 9 m (1/3 strength), and the mean spectra for VSDA with source

depths 3.75, 7.5, 11.25, 15 and 18.75 m, all sharing a common notch at 200 Hz. Haavik

and Landrø (2015) proposed an inversion scheme to find the optimal source depths for
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Figure 4.1: Vertical ghost responses for sources at 6 m (dashed), 6 (2/3) and 9 (1/3) m

source (black) and the mean spectra of 5 source depths (grey) at 3.75, 7.5, 11.25, 15 and

18.75 m illustrating stacked VSDA data.

VSDA. However, they used data from a single large air gun, thus having several notches

resulting from the bubble period itself. For a tuned air-gun array, the inversion for optimal

source depths is not as important as having complimentary source-ghost functions.

The amplitude spectrum of the output pressure waveform for an air-gun source vary with

source depth. The natural frequency of the bubble motion is increasing, and qualitatively,

the whole amplitude spectrum is stretched with respect to the frequency axis when the

source depth is increased (Willis, 1941; Haavik and Landrø, 2016). The shift in natural

frequency for an air-gun signature when changing the depth from z1 to z2 can be given as:

f2 = f1

(
10 + z2
10 + z1

)5/6

. (4.3)

where fi = τ−1
i , and τi being the bubble-time period at depth i. For example, an air-gun

with peak frequency of 6 Hz at a depth of 3.75 m, will have a peak frequency at 11 Hz for

18.75 m.
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4.4 Modeling

We use Kirchhoff modeling in a constant velocity medium to synthesize shot gathers for

primary reflections over the reflectivity model shown in Figure 4.2. First, we model the

impulse response for three different kinds of source strategies: VSDA, MLS, and conven-

tional SLS. The source ghosts are correctly included by using the method of images, or

mirror source approach (Lloyd, 1834). Furthermore, we model data with no receiver-side

ghost, to isolate the effect of the source strategies. The data are generated by convolving

the impulse responses from the model with source signatures that corresponds to sum of

all notional source signatures from an air-gun array positioned at the respective depths.

The notional source signatures are modeled using a commercial air-gun modeling soft-

ware. A tuned air-gun array consisting of 28 air guns with a total volume of 4100 in3

(67.2 l) is used. The amplitude spectra of the sum of the notional source signatures at

the respective depths and the vertical far field signatures for the different depths (or type

of strategy) is shown in Figure 4.3a and b, respectively. We observe in Figure 4.3a that

the peak frequency increases with increasing source depth. Although not easy to see in

the figure, the peak frequency increases from 6 Hz for the source at 3.75 m to 11 Hz for

the source at 18.75 m, and the corresponding amplitude for the peak frequency value is

down 3.5 dB. The diversity of ghost notches can clearly be seen in Figure 4.3b, except

for the spectrum of the MLS (6/6/9 m) far-field signature where the notches are reduced.

Furthermore, we see that for the deep sources (11.25 to 18.75 m), the shift of the peak

frequency along with the ghost response being more favorable towards low frequencies

results in high amplitudes in the bandwidth 7–15 Hz, compared to the other sources. This

is the same as shown in Hegna and Parkes (2011).

For the MLS, we model data from sources at 6 m and 9 m, and add them together using a

2/3 weight on the 6 m data and 1/3 weight for the 9 m data. The 9 m data is given a static

time shift, that corresponds to aligning the primary vertically downwards with the 6 m

data. We model 256 shot gathers for each source strategy. The shot separation is 18.75 m,

the receiver spacing is 12.5 m, and the streamer is 2000 m long, with a minimum offset of

25 m. The data is modeled over a local model that covers the source and receiver spread,

in addition to 800 m to both sides. A noise data set containing 256 "shot gathers" with

different realizations of pink noise is added to the respective shot gathers, giving the same

noise for all the different source strategies. Furthermore, we model a data set containing

only the impulse response of the model (shots) without any ghosts or source signatures.

This data set is used as reference. Normal move-out (NMO) corrected common mid-point

(CMP) gathers from the three different strategies are shown in Figure 4.4. In Figure 4.4,

we can observe that the noise is equivalent for all strategies. Furthermore, the different

source signatures that are used in VSDA, and how this affects the continuity of the ghost

events in a given horizon is clearly visible in Figure 4.4c. The ghosts in VSDA make local

dipping events from the flat primaries.
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Figure 4.2: Reflectivity model used in modeling of seismic data. The black star and

triangles illustrates the first source and receiver positions and the grey star and triangles

illustrates the last source and receiver positions. The grey reflectors have negative polarity

and the black reflector have a positive polarity. The dashed line is the reference depth.

4.5 Processing and Results

To keep the comparison between the different source strategies as fair as possible, we use

a very simple processing flow:

1. Re-datuming to mean sea level (MSL)

2. 1-Dimesional designature/deghosting

3. Sort to common mid-point gathers

4. Amplitude recovery (multply with t)

5. Kirchhoff pre-stack time migration

6. Residual move-out correction

7. Outer mute for migration-stretch > 30 %

8. Stack
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Amplitude spectra: Source signatures vs. depth
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Amplitude spectra: Far-field signatures
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Figure 4.3: a) Amplitude spectra for the sum of all notional source signatures at the

respective depths. b) Amplitude spectra of the far-field signatures vertically below the

source. 3.75, 7.5, 11.25, 15, 18.75 m for VSDA, 6/6/9 m for MLS and 6 m for SLS.

The re-datuming is done by applying the following time shift to the data:

Δtr(t0, x) = Δts

(
1 +

1

2

x2

t0(t0 +Δts)c2

)
(4.4)

where Δts corresponds to travel time for a wave to propagate from the source depth to

mean sea level and t0 is the travel time at zero offset. For the MLS (6 and 9 m), the

time shift corresponding to the travel time for the 6 m source is used. The deghosting

is performed in common-shot domain as a damped deconvolution with the inverse of the
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Figure 4.4: NMO-corrected CMP gathers for 6 m source (SLS) in a), 6/6/9 m source

(MLS) in b) and VSDA c). The noise is the same for the three datasets. Note the dif-

ferent source signatures along the same reflectors for VSDA, particularly seen along the

reflectors at 0.8 s and 1.3 ms.

respective ghost functions, for the SLS it is given as:

G−1(ω, z) ≈ G∗(ω, z)
G∗(ω, z)G(ω, z) + ε(ω)

, (4.5)

where G(ω, z) represents the ghost response for source depth z, ω is the angular fre-

quency, ε is a damping term that is based on the noise level, and the superscript ∗ denotes

complex conjugate. For the MLS, we use:

G−1
M (ω) ≈ G∗

M(ω)

G∗
M(ω)GM(ω) + ε(ω)

, (4.6)

where GM(ω) is the combined one-dimensional ghost response for the MLS (6/6/9 m ). A

least-squares (LS) type deconvolution (Soubaras and Dowle, 2010) is used on the VSDA

data:

G−1
j (ω, zj) ≈ G∗(ω, zj)

1
N

∑N
i=1 G

∗(ω, zi)G(ω, zi) + ε(ω)
. (4.7)

Here, zj is the source depth for the source used in the j′th shot gather, N is the number

of shots in a sequence of different source depths, here equal to five. The same damping
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Figure 4.5: Common image gathers for SLS in a), MLS in b) and VSDA in c). Observe

there are no apparent variation in the wavelet along the different reflectors, as seen clearly

in Figure 4.4c.

term is used for the VSDA, as for the MLS and the SLS. No noise attenuation is applied,

except for the damping term in the deghosting step. The noise gathers were also processed

in the exact same processing flow as the data with noise, giving us the opportunity to

compare noise levels in the processed images. The reference data are processed without

redatuming, designature and deghosting.

Migrated common image gathers (CIG) at the same mid-point position as in Figure 4.4 are

shown in Figure 4.5. We observe that the data from the different strategies appears very

similar. The variations of the wavelet along the same reflectors, as seen in Figure 4.4c are

not that apparent in the migrated CIG in Figure 4.5c. This is because the migrated images

contain data from several shot-gathers, thus from more than one signature for the VSDA.

The amplitudes along the reflector at approximately 1.35 s are shown in Figure 4.6 after

subtracting the corresponding noise data, to isolate the effect of the source strategies have

on the amplitude versus offset (AVO) behaviour. We can clearly see the large variations

in amplitude for the VSDA data. When the data is smoothed with a window of five data

points, corresponding to the five different source depths, the correct AVO behaviour is

recovered.

The stacked migrated images are shown in Figure 4.7 for the frequency band 3 - 200 Hz

and in Figure 4.8 for frequencies between 3 and 15 Hz. Due to the resolution, smaller
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Figure 4.6: Amplitude versus offset curves for the reflector at approximately 1.35 s. The

amplitudes are from noise free CIG, and normalized to the maximum of the reference

data.

images of the frequency band between 100 and 150 Hz are shown in Figure 4.9. All

the stacked images have been multiplied with t0.6 for the purpose of normalizing the

amplitude of the images with respect to depth, and are displayed using the same color map

in the respective figures. In Figure 4.7, all three source strategies appear quite similar, but

we observe that there is a more pronounced low-frequency halo surrounding the reflectors,

especially at approximately 0.9 s (sinusoidal reflector) and 1.35 s, for the VSDA data

(Figure 4.7c) than in the other strategies. This is also what we can observe in the reference

data in Figure 4.7d. In the frequency band between 3 and 15 Hz, in Figure 4.8, we observe

that the images from SLS and MLS in Figure 4.8a and b, respectively, have significantly

lower S/N than the VSDA in Figure 4.8c. We can also observe that the first reflector

in Figure 4.8c has periodic variations in amplitude with x-position. In the bandwidth

between 100 and 150 Hz, we can observe differences between all three source strategies.

As expected, the image from the SLS at 6 m with a ghost notch at 125 Hz has significantly

more noise than the other two images. We remind the reader that the deconvolution that is

used is damped, and that the damping parameter is a trade-off parameter between lots of

noise and signal, or no signal and some noise. A large damping parameter will attenuate

noise, but the signal will not be properly recovered. If no damping is used, the signal

will be recovered (in theory), but the noise will be blown up and completely cover up the

signal. Here we have chosen the damping so that we obtain results that are acceptable,

and still recover some of the signal. The symmetrical side–lobes in Figure 4.9a is due to

imperfect recovery of the signal. This is less pronounced in Figures 4.9b,c and d. Visually,

the VSDA image appear to have more energy in the given bandwidth, and the reflectors
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Figure 4.7: Full bandwidth stacked migrated images of the SLS data in a), MLS data in

b), VSDA data in c) and the target image in d).

are more continuous and brighter (see Figure 4.9c).

The amplitude spectra of the migrated images are shown in Figure 4.10a. The most promi-

nent feature is the oscillations in the spectra. The period of the oscillations are 10 Hz, and

corresponds to travel time between the two deep reflectors that are positioned 0.1 s apart.

Events that are separated by a given distance in time give rise to oscillatory behaviour in

the frequency domain. We can observe that the spectra from all the source strategies have

this behaviour up to approximately 100 Hz. Above 100 Hz, the amplitude spectra for

the VSDA is lower than for the SLS and MLS, with exception in the vicinity of the ghost
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notch at 125 Hz for the SLS. However, the VSDA data continues with the oscillatory trend

up to 150 Hz, indicating that the S/N is higher for VSDA image than for the other strate-

gies in this frequency band. In the reference amplitude spectra the oscillatory behaviour

is seen in the full bandwidth. For frequencies between 7 and 15 Hz, the VSDA data have

up to 5 dB gain over MLS and 6 dB gain over SLS. This is also apparent in Figure 4.8.

The S/N is possible to study when the noise is known. We processed the noise gathers

in the exact same processing flow for the respective data sets, and can be subtracted from

the data sets to obtain noise-free data. The ratio between the amplitude spectra of the

noise-free data and the amplitude spectra of the noise is shown in Figure 4.10b. We note

that this is not a measure of how much signal the respective data sets contain relative to

the reference data, but a measure of the S/N in the resulting data. In the frequency band

from 5 to 31 Hz, the VSDA data have the highest S/N. In the window between the two

first vertical black lines in Figure 4.10b, 31 to 50 Hz, the MLS data have the highest S/N.

In the window between the two last vertical black lines in Figure 4.10b, 50 to 98 Hz, the

SLS data have the highest S/N. Above this the VSDA data has the highest signal to noise

ratio.

For very shallow reflectors, the fold, or number of traces that contributes to the stacked

image, is very low due to stretch-mute, and this often results in poor images at these

depths. For VSDA, this might be even worse because the resulting signatures at different

offsets are different. The VSDA image should contain a high fold so that all the different

signatures are stacked into the image. A zoomed view of the shallow part of the stacked

images are shown in Figure 4.11. Figures 4.11a,b and c are divided into two parts. A

minimum offset of 137.5 m is used in the part to the left of the black line illustrating

more realistic seismic acquisition geometry, and a minimum offset of 25 m is used in the

parts to the right of the black line. We observe that in all the stacked, images where a

minimum offset of 137.5 m is used, the amplitudes are weaker in the most shallow parts,

compared to when the full offset range is used. This is expected as less energy is stacked

into the image. We can observe variations in the wavelet along the first two reflectors in

the VSDA image in Figure 4.11c, but this is not apparent in the reflector that appears as a

gentle through at approximately 0.3 ms, or for deeper reflectors. In these shallow parts of

the image, SLS and MLS results in a better image.

4.6 Discussion

Our modeling study indicates that acquiring seismic data with variable source depths can

result in images that are of high fidelity and have better S/N at frequency bands from 6

to 15 Hz and from 100 to 150 Hz compared to a standard source at 6 m and a multi-level

source at 6/6/9 m. We have shown that the VSDA do not suffer from having different

signatures in stacked migrated images, at times greater than 0.25 s. High S/N in the

VSDA images is due to the notch diversity on the source side. The extra boost seen in low

frequencies (6–15 Hz) is because of the deep sources. Deep tow results in a ghost function

that is favorable towards lower frequencies, in addition to pushing the peak frequency of
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Figure 4.8: Stacked migrated images of the SLS data in a), MLS data in b) and VSDA

data in c) for the frequency range between 3 and 15 Hz.

the air-gun source into towards the frequencies where the ghost amplifies the signal. The

amplitude at 11 and 120 Hz for the source used here, is respectively 13 dB and 10 dB

higher when the source is positioned at 18.75 m and 3.75 m compared to the 6/6/9 m.

That is 4.5 and 3.5 times more energy at those frequencies, respectively. If we assume

that the S/N is proportional to the square-root of the number of traces, it will require about

20 and 12 traces of the MLS data to obtain the same S/N as for one trace at the respective

depths in VSDA. These numbers are of course approximate, but it shows that acquiring

seismic data with different source depths will result in good S/N over a broad bandwidth.
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Figure 4.9: Window of the deeper two reflectors in the model in stacked migrated images

of the SLS data in a), MLS data in b), VSDA data in c) and the reference data in f) for the

frequency range between 100 and 150 Hz.

The least-squares deghosting used on the VSDA data is a natural choice when compli-

mentary ghost functions are used (Soubaras, 2012). The phase of the data is corrected for,

and the amplitudes are weighted in the frequency bands with high S/N. However, for pre-

stack data analysis, such as amplitude versus offset (AVO) analysis, the LS-deghosting

will not give the correct amplitudes with respect to frequency. From the example pre-

sented here, it is clear that the AVO behaviour of the VSDA data is not as optimal as for

the other two strategies (see Figure 4.6). With a simple smoothing in the offset direction

we recover the correct AVO-behaviour from the VSDA data. Many AVO inversion or

attribute-generation schemes are based on a least-squares fit to some amplitude function
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Figure 4.10: a) Amplitude spectra from the stacked data sets. The oscillations with period

of 10 Hz seen the spectra are related to the two events that are present at approximately

1.35 and 1.45 s - 0.1 s apart. b) The signal to noise ration of the stacked images. The

noise have been subtracted from the noisy data prior finding this ratio.

versus angle (Buland and Omre, 2003; Chopra and Castagna, 2014), and we think that

a least-squares method may be able to pick up the AVO behavior despite the variations

from trace to trace. This is not shown here. A joint-deconvolution of migrated and mirror-

migrated images, as proposed in Soubaras (2012), for variable-depth streamer data could

also useful for VSDA. Other source side deghosting and designature algorithms based on

inversion exist (e.g. Wang et al., 2015; Fu et al., 2015), and may be used for VSDA data
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on a shot-to-shot basis. This, however, has not been demonstrated here. A problem that

may arise when performing conventional deghosting on a shot-to-shot basis is that we are

amplifying noise at all notch frequencies. A possible solution to this might be to "borrow"

energy to fill these notches from neighbouring traces.

For the ultra low-frequency end of the spectra (f < 5Hz), VSDA does not improve the

S/N when using an air-gun source. This is because the spectrum of the source change

when we change the source depth. To benefit from the deep-tow ghost response, a source

that does not change its amplitude spectra with source depth must be used. A potential

candidate for this is the marine vibrator source (Baeten et al., 1988; Tenghamn, 2006;

Pramik et al., 2015). Experimental data for a vibrator with a usable bandwidth in the

range from 5–100 Hz, show that the natural frequency change from 15 to 16 Hz when the

source depth is changed from 5 to 100 m depth, and can be considered constant in depths

the between 8 and 25 m (R. Tenghamn, personal communication, 2016).

In the simple example provided here, we have not included attenuation, i.e., frequency

dependent damping of the signal (e.g. Futterman, 1962; Kjartansson, 1979). However,

attenuation (and dispersion), often have a huge impact on the final images. The attenu-

ation of the seismic signal is frequency dependent, and the signal is progressively more

attenuated going from low to high frequencies in the data. The degree of attenuation is

also dependent on the media the waves are propagating through (Q) and the total travel

time. For events arriving from deep reflectors in earth will therefore contain less high

frequency energy than events arriving from shallow depths. In real seismic data noise is

always present. The S/N dictates whether or not it is reasonable to perform different types

of processing to the data, e.g. perform deghosting or compensate for attenuation. The S/N

for given source strength and noise level depends on the total travel time for the wave and

the frequency. There always exist a depth (for stacked data) for each frequency where

the S/N is to poor to extract data through processing. By increasing the S/N we push this

surface to deeper parts giving the opportunity to recover more high frequencies in deeper

parts of the resulting image.

We have not discussed any practicalities related to acquisition of variable source-depth

seismic data. A possible solution can be depth-controlling devices for the sources. For

example, in flip-flop shooting, where it might be possible to have the two arrays operating

in two different depth-ranges. Several seismic acquisition companies are now performing

acquisition with more than two source arrays behind the seismic vessel; up to five source

arrays (Hager, 2016). It should therefore be possible to have five source arrays positioned

stationary at five different depths.

4.7 Conclusion

We have presented a simple example of data modeled with different source strategies; con-

ventional single-level, multi-level source, and variable source-depth acquisition (VSDA).

The modeling shows that all strategies provide good migrated images, but amplitude spec-
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tra of the resulting images differ between the three strategies. The multi-level source and

the variable depth source strategies provide a better and flatter spectra than the single-level

source. VSDA provides better S/N in the frequency bands from 7 to 14 Hz and from 100

to 200 Hz. While the uplift seen in stacked images of VSDA data compared to multi-level

source data is clear, VSDA comes at the cost of different wavelets along the same reflec-

tors in common image gathers. This may cause difficulties for pre-stack analysis, but not

for stacked images. The data modeled with VSDA show imprint of the different source

signatures and ghost functions in the shallow-most parts of the final stacked image. At

times larger than 0.25 s, this imprint is not visible as the fold of the data being stacked

into the final image is increasing with depth.

This study shows that variable source-depth acquisition has the potential for improving

the S/N over a broad bandwidth in seismic data.
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Figure 4.11: Zoom in on shallow parts of the stacked images for the SLS in a), MLS in

b) and VSDA in c). The parts to the left of the vertical black lines are stacked sections

with minimum offset is 137.5 m, and the part to the right have a minimum offset of 25 m.
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Chapter 5

Implementation of marine seismic
source wavefields in finite-difference
methods using wavefield injection∗

Kjetil Eik Haavik, Espen Birger Raknes and Martin Landrø
Norwegian University of Science and Technology, Trondheim, Norway

5.1 Abstract

We have developed a method for implementing source wavefields in finite-difference (FD)

schemes for marine seismic modeling, migration and inversion. By using the wavefield

injection technique, it is possible to inject arbitrary source wavefields into a FD grid. We

have assumed that the notional source signature from each gun in an air-gun array and

their positions are known. The source wavefield is extrapolated to a specified surface

below the true source positions using analytical Green functions. On this surface, both

pressure and its vertical derivative are inserted into the finite-difference grid. The wave-

field propagating from this surface will then propagate downwards and appear as if it

came from the true source position. The source positions do not need to coincide with

the FD-grid points, and the free-surface reflection coefficient for the source-ghost can be

specified, i.e., deviate from -1 and be frequency dependent. These features are possible

because of the analytical extrapolation step. The presented method allows modeling of

any kind of marine seismic source as long as the notional source signature and radiation

pattern from each individual source element is known. A simple full-waveform inversion

example shows that it is important to honor the source geometry in forward modeling of

seismic data.

∗Paper published in GEOPHYSICS, Vol.81 No. 5. T211–T219. DOI: 10.1190/geo2016-0026.1. Parts
of this work was presented at the 84th SEG Annual Meeting in 2015
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5.2 Introduction

Coarse-grid finite-difference (FD) methods (e.g. Virieux, 1986; Holberg, 1987) have been

used extensively in seismic modeling, migration and full waveform inversion (FWI), in

the past decades. With increasing computer power, even large 3D seismic data sets can

now be migrated and inverted using methods such as reverse-time migration (RTM) and

FWI, respectively. Due to the nature of the FD-method, correct positioning of seismic

sources might be challenging as the source positions may not coincide with the grid

points. Modern seismic air-gun arrays may consist of 30 - 40 separate air guns or clusters

positioned at different depths and spanning large areas, whereas the source used in FD

modeling and imaging methods is often as simple as a single monopole source injected

into a single node on the grid. The source signature emitted from large air-gun arrays

exhibit variations with direction both with respect to take-off angle and azimuth. These

variations cannot be accounted for by injecting a single monopole source into the FD

scheme because it does not honor the true source geometry.

To overcome this problem, several solutions have been proposed. Landrø et al. (1993a)

use a fixed number of effective FD sources to model the output from an air-gun array

in FD modeling. In their method, the effective FD sources consist of monopole and

dipole sources that were injected at grid cells surrounding the true source array. They

use an inversion scheme to minimize the error between the modelled wavefield and the

measured wavefield on a mini streamer or an artificial plane below the sources. Mittet and

Arntsen (2000) use optimized band-limited versions of the Dirac delta function (referred

to as the cardinal sine function or sinc function), to distribute the energy from the true

source position to the surrounding grid nodes. Hicks (2002) uses Kaiser-windowed sinc

functions for the same purpose. Both of these methods require appropriate coefficients

for the band-limited delta function used by Mittet and Arntsen (2000) and for the optimal

length of the Kaiser-window used by Hicks (2002).

By representing the source wavefield through a representation theorem, it is possible to

introduce the source wavefield in the FD grid using a surface integral. This is referred

to as wavefield injection or the method of multiple point sources (Mittet, 1994; Roberts-

son and Chapman, 2000; Amundsen and Robertsson, 2014; Broggini and Robertsson,

2014). Here, we use the wavefield injection method recently reviewed in Amundsen and

Robertsson (2014) as a tool for implementing wavefields from any kind of marine source

configuration in FD methods through a hybrid approach (e.g. Alterman and Karal, 1968).

We assume that the source signature and the position of each element in an air-gun array

are known for a given source configuration. The total wavefield, in particular the pressure

and its vertical derivative, resulting from all the source and ghost source elements are

calculated at a specified surface below the true source position. This is done analytically

using Green functions in the water layer. The analytically calculated wavefield is then

injected into the FD grid at the depth of the specified surface using the wavefield injection

technique. The analytical extrapolation step gives the flexibility to implement arbitrary

sources that are positioned above this injection surface, and we are free to choose the
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free-surface reflection coefficient.

We suggest to use notional source signatures obtained from near-field measurements (Zi-

olkowski et al., 1982) at each air gun in an air-gun array or from air-gun modeling to

calculate the wavefield at a given surface. We assume that the source wavefield can be

described adequately through notional source signatures. Laws et al. (1998) showed that

both the notional source method (Ziolkowski et al., 1982) and the mini-streamer method

(Landrø and Sollie, 1992) gave excellent results for conventional arrays. However, for

compact air-gun arrays there is a risk that the near-field to far-field extrapolation method

might introduce errors (Landrø et al., 1991).

We show that this method works adequately for introducing wavefields in FD methods.

Furthermore, we present a simple acoustic FWI example where we show that by not hon-

oring the source geometry in forward modeling will lead to poor inversion result com-

pared to the results when the true source geometry is honored. This difference is more

pronounced when higher frequencies are included in the inversion.

5.3 Marine sources in FD-modeling

To implement the wavefield resulting from any marine source array in a FD scheme we

use a hybrid approach (e.g. Alterman and Karal, 1968). We extrapolate the wavefield

analytically from each individual source element down to the specified injection surface

S and use superposition to obtain the total wavefield from all source elements on S.

The analytically obtained wavefield is then injected on S in the FD grid. If we consider

a homogeneous half space, the resulting wavefield from this injection process will only

propagate downwards as long as the injection surface is chosen to be below the true source

positions. If the injection surface is chosen to be below the receivers, there will not be

any direct wave present in the recorded wavefield. This is because the wavefield will only

propagate downwards, i.e., never propagate past the receivers. For an earth model that

is not homogeneous, the wavefield resulting from this injection will appear as if it was

introduced as sources at the true source positions, apart from the absence of the direct

waves in the medium above the injection surface. Figure 5.1 shows a schematic view of

the proposed method. There are two steps in this method: Analytical extrapolation of the

source wavefield to S (Figure 5.1a) and injection of this wavefield into the FD grid on S
(Figure 5.1b).

5.3.1 Wavefield injection

The pressure field in an unbounded homogeneous acoustic medium, P (x, t), generated

by N monopole sources obeys the acoustic wave equation:

1

c2
∂2

∂t2
P (x, t)−∇2P (x, t) =

N∑
i=1

Si(x− xi, t). (5.1)
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The source term is given as

Si(x− xi, t) = c−2δ (x− xi) si(t), (5.2)

where si(t) is the i’th notional source signature from source element positioned at xi, δ(x)
is the Dirac delta function, and c is the velocity of sound in the medium. If we are only

concerned with the wavefield below the injection surface S, equation 5.1 can be written

in terms of equivalent source terms (Morse and Feshbach, 1953) as

1

c2
∂2

∂t2
P (x, t)−∇2P (x, t) = sm(x, t) + sd(x, t), (5.3)

where sm(x, t) and sd(x, t) are the monopole and dipole source terms, respectively, at a

point x and a time t. These are given, respectively, as (Amundsen and Robertsson, 2014)

sm(x, t) =

∫
S

1

ρ

∂Ps(ζ, t)

∂n
δ(x− ζ)dS(ζ) (5.4)

and

sd(x, t) =

∫
S

1

ρ
Ps(ζ, t)

∂δ(x− ζ)

∂n
dS(ζ), (5.5)

where S is the injection surface positioned at a depth zs, n is the normal vector to S, ρ
is the density assumed constant on S, and Ps(x, t) is the pressure from the source. It is

clear that both the pressure and its vertical derivative are required on the surface S to use

this source representation. Furthermore, S should in theory be a closed surface; but for a

wavefield that is purely outgoing, this surface can be truncated without introducing large

errors to the injected wavefield in the model below this surface. This is done by extending

the injection surface out in absorbing boundaries around the numerical model to avoid

aperture effects (e.g. Zhen et al., 2009).

5.3.2 Extrapolation using Green functions

The total acoustic pressure field, and the solution to equation 5.1, at a point x due to N

monopole sources positioned at xi can be written in terms of Green functions (Morse and

Feshbach, 1953) as

Ps(x, t) =
N∑
i=1

∫
V

g(x̂, t;xi) ∗ Si(x̂− xi, t)dV (x̂), (5.6)

where g(x̂, t;xi) is the Green function in a 3D homogeneous medium (V ) relating the

response from a point x̂ to a point xi, and ∗ denotes temporal convolution. For a half
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Figure 5.1: a) Analytical extrapolation of the source signature from each source and

mirror (ghost) source to the surface S. b) The extrapolated signal is injected into the

finite-difference grid. The wavefield propagates downwards from this surface as if the

sources were injected at their true position at the correct time.

space below a free surface, we can use the method of images (Lloyd, 1834) and write the

total Green function for the direct wave and the ghost reflection as:

gt(x, t; x̂) = g(x, t; x̂) +R(t) ∗ g(x, t; x̂′), (5.7)

where

g(x, t; x̂) =
1

4π

δ(t− τ)

|x− x̂| , (5.8)

R(t) is the frequency dependent free-surface reflection coefficient, x̂′ = (x, y,−z) is

the image point of x̂ = (x, y, z), τ = |x− x̂|/c and τ ′ = |x− x̂′|/c are the travel-

times for the direct and ghost events, respectively. We have chosen to write the reflection

coefficient as a temporal filter to show how a frequency-dependent reflection coefficient

can be included. For a reflection coefficient equal to negative 1 we use R(t) = −δ(t). If

R(t) take the shape of a frequency dependent filter, it cannot be a zero-phase filter as this

will introduce non-causality in the contribution from the ghost source. This will not be

discussed any further here.

The wavefield injection method require the knowledge of the normal derivative of the

pressure on the injection surface (equation 5.4). The normal derivative of the pressure
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along a horizontal surface can be found through the gradient of the Green function. At a

constant depth it is given as (e.g. Landrø et al., 1993a)

∂g(x, t; x̂)

∂z
=

z − ẑ

|x− x̂|2 g(x, t; x̂)−
1

c

z − ẑ

|x− x̂|
∂g(x, t; x̂)

∂t
. (5.9)

Here, we assume straight rays from the source and ghost source, to the point x. The Green

function and the vertical derivative of the Green function will be more complicated if the

velocity in the water layer is not constant. Ray tracing may for instance be used to find

the Green function if the velocity profile in the water layer is known.

5.3.3 Implementing wavefield injection

Implementation of the wavefield injection is done on a staggered-grid FD scheme that is

second order in time and twelfth order in space. The monopole source term in equation 5.4

is added to the stress grid at the given depth. The derivative of the delta-function in

equation 5.5 must be approximated. This can be done by using a high order central

difference operator given as

∂δ(z)

∂z
P (z) ≈

M∑
i=1

P (z)αi
δ(z + iΔz)− δ(z − iΔz)

Δz
, (5.10)

where αi are differentiator coefficients and Δz is the grid sampling in the z direction of

the spatial FD grid and M is the operator half-width. Here, for simplicity, we have omitted

the dependency on other variables than z. We use Taylor series-based differentiator coef-

ficients for the injection, and operators that are based on a group-velocity criterion (Hol-

berg, 1987) in the FD-scheme. The pressure is added to the stress grid above and below

the injection surface S as indicated in equation 5.10. Since we are truncating the surface

S (i.e. not closed surface), we extend the injection surface out in an absorbing boundary

(e.g. Zhen et al., 2009). Furthermore, we find that the half-width in equation 5.10 should

at least equal the half-width of the FD operators in the FD-modeling scheme to obtain

good injection results. The result of having a too small half-width in equation 5.10, is

that parts of the wavefield will propagate upwards, while it ideally should only propa-

gate downwards. Here, we use half-widths of eight and six in equation 5.10 and in the

FD-modeling scheme, respectively. The sampling criteria for the wavefield injection is

the same as the sampling criteria for the modeling scheme with respect to grid-points per

shortest wavelength and dispersion.

5.4 Analytical versus injected wavefields

A test of the proposed method requires that we know both the notional source signatures

from an air-gun array (Ziolkowski et al., 1982) and the wavefield produced by this source
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at a given depth. Unfortunately, we do not have this kind of field data available. What we

can compare, however, is the wavefield from the method presented here at a given depth

below the injection depth to the analytical wavefield extrapolated to the same depth. The

result from a comparison as this will only show how good our implementation of the

wavefield injection is, not how this method work on real data.

The air-gun array used for this test consists of 28 air guns in three sub-arrays positioned

at a depth of 7.5 m and is spanning an area that is 40 m in the towing direction and 16

m in the direction perpendicular to the towing direction. This source design is similar

to what is used in commercial seismic acquisition, besides from the length of the array

which we have chosen to be longer to illustrate the directivity effects here, and in the FWI

example below. The air guns have volumes ranging from 40 to 300 inch3 (0.65 – 4.91

l) and the notional source signatures were modeled using a commercial air-gun model-

ing software. The notional source signatures from the 28 guns are shown in Figure 5.2.

The source signatures have been filtered with a 45 Hz high-cut Butterworth filter. The

analytical wavefields in this example are calculated using analytical Green functions and

convolution.
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Figure 5.2: The notional source signatures that is used in modeling of seismic data. The

signatures have been filtered with a high-cut filter at 45 Hz. The volumes of the guns

range from 40 to 300 inch3 and the array spread out 40 m in the in-line direction and 16

m in cross-line direction.

The injection surface for this example is 50 m below the free surface, and the spatial grid

sampling is Δx = Δy = Δz = 5 m. We use a constant velocity of 1500 m/s to mimic

seawater. We note that the array does not coincide with the grid points in the cross-line

direction. Snapshots of the wavefield along the in-line direction at the center of the array
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are shown in Figure 5.3 at four different time steps. This figure shows that the injected

wavefield is in practice only propagating downwards from the injection surface. This

shows that the injection of an analytical wavefield works very well. At time 0.05 s we

observe that the wavefield exhibits no clear directivity. At times 0.15 s, 0.25 s and 0.35 s,

we can clearly observe the directivity of the source wavefield. The observed directivity is

related to three different effects: The ghost reflection, spatial distribution of the sources

and differences between the notional source signatures. The latter is by itself not a cause

for directivity, but in combination with spatial distribution of sources, this will increase

the directivity. The reason why the directivity is more apparent at later times than for early

times is because the primary pulse from all the separate guns are aligned in time, while

the bubble-pulses are not (see Figure 5.2). The wavefield is extracted at 100 m below the

free surface and compared to the analytical wavefield at the same depth. The wavefield

extracted at 100 m from the FD modeling, the analytically calculated wavefield and the

difference between them are shown in Figure 5.4. We observe that the differences are

strongly correlating with the amplitude of the signal. The signal recorded at zero offset

(center of the source array) at 100 m is shown in Figure 5.5a together with the analytical

signal and the difference between the two. The corresponding amplitude spectra is shown

in Figure 5.5b together with the phase difference between the modeled and the analytical

signal. The normalized root-mean-square (NRMS) difference between the modeled and

analytical signal is 0.22% for the trace shown in Figure 5.5b. We see that the difference

is increasing with frequency. Relatively large differences are seen below 5 Hz, but the

amplitude of the signal at those frequencies is very low. This is also what we see in the

plot of the phase difference. The cause for these differences are probably twofold: First,

the coefficients that we use in the approximation to the vertical derivative in equation 5.10

may not be ideal. The coefficients used here are Taylor based, and it may be that other

coefficients can result in even better injection. Second, errors may be a result of inaccurate

numerical integration of the notional source signatures prior to the extrapolation step. The

differences are in general small.

5.5 FWI using true source geometry

FWI is a classical inverse method for estimating model parameters affecting wave prop-

agation based on minimizing the difference between measured and modeled seismic data

(Tarantola, 1984; Mora, 1987; Virieux and Operto, 2009). The minimization is performed

using a local gradient-based optimization method. FWI is a non-linear and ill-posed (in

the Hadamard sense) problem. Thus, many solutions to the inverse problem exist. To

mitigate this problem, Bunks et al. (1995) perform inversion in time domain and use a

multi-scale scheme that starts the inversion using a coarse grid and low temporal frequen-

cies. After a number of iterations on this grid, the inversion process is continued on a

denser grid and with a broader frequency band. Sirgue and Pratt (2004) perform inversion

in frequency domain and discretize the frequencies in an efficient way to cover all the

wave-numbers in the model, thus reducing the number of temporal frequencies used in
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Figure 5.3: Snapshots of the injected wavefield along the in-line direction through the

center of the array at times 0.05 s (a), 0.15 (b), 0.25 (c) and 0.35 s (d). Source directivity

can most clearly be seen at the later time steps.

the inversion. FWI has succesfully been applied to 2D seismic data (Pratt et al., 1996),

3D seismic data for both acoustic and elastic parameters (e.g. Warner et al., 2008; Raknes

et al., 2015) and time-lapse seismic data (e.g. Raknes and Arntsen, 2014).

For FWI, it is important to know the source used in acquisition of the seismic data as

the forward modeled data will be a function of both model parameters and the source.

To illustrate how the inversion is affected by not using the correct source geometry, we

present a simple 2D acoustic inversion example. The velocity model used to generate

synthetic data has NzNx = 175 × 750 grid points with grid sampling of Δx = Δz = 2 m

and is shown in Figure 5.6a. A constant density of 1000 kg/m3 is used for simplicity. This

velocity model is based on an outcrop of collapsed Mesozoic strata and associated infill

deposits at Kvalvågen on Spitsbergen. Despite being from a different location, the concept

of using outcrops for advanced seismic modeling and processing is presented in Johansen

et al. (1994, 2007). The initial velocity for the inversion (Figure 5.6b) is a smoothed

version of the true model: Triangle-weighted smoothing in both x- and z-direction. The

water column in this smoothed velocity model was replaced by the true velocity in the

water column. The source that is used to generate the data consist of a 40-m long array
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Figure 5.4: a) Recorded FD modeled wavefield at 100 m. b) Analytical wavefield at 100

m. c) Ten times the difference between a) and b).

consisting of 28 air-guns with source signatures as shown in Figure 5.2. The shot sampling

is 20 m. The source depth is 7.5 m, the injection depth is 64 m and the receiver depth

is 40 m. The receiver sampling is 2 m. The data is modeled without a free surface, but

the source-side ghost is included in the source wavefield that is injected. The sources

are filtered with a high-cut filter with a 45 Hz cut-off frequency prior to calculating the

analytical fields needed for wavefield injection. These fields are calculated using Green

functions for 2D media. The injection surface is located below the recording surface to

avoid the direct wave in the modeled data. The reason for this choice is based on the fact

that the greatest difference between the data modeled with and without the true source

geometry is in the direct wave, which we think is of less interest when we investigate

how the inversion of other waves are affected by the source directivity. The direct wave

is shown for the 3D case in Figure 5.4. The modeled data is inverted twice; first by

using the true source geometry and second by using a single point source, positioned at

the center of the true array. We refer to the latter as the single-point approximation of

the source. The same notional source signatures are used in both inversions. We use 74

shots distributed evenly over the model and receivers positioned over the entire model.

Here, FWI is performed sequentially in different bandwidths. We start in the band 0–

7 Hz and continue with 0–14 Hz, 0–20 Hz and 0–27 Hz. This is done by applying a
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Figure 5.5: Zero-offset recording at 100 m depth. a) FD modeled and analytical signal

in time together with the difference multiplied with 10. The data has been normalized to

first peak. b) Amplitude spectra of the FD modeled signal, analytical signal, the difference

between the two +30 dB, and the phase difference between the FD modeled and analytical

signal.

bandpass filter to both the data and the source, respectively, prior to the inversion. In each

frequency band, we perform a number of iterations and stop if we cannot find a step length

that satisfy our criterion for reducing in the misfit. We use the quasi-Newton method L-

BFGS (Limited-memory Broyden, Fletcher, Goldfarb, and Shannon; See Nocedal and

Wright [2006]), for minimizing the difference between forward modeled and measured

(synthetic) data. We use the same grid sampling in all frequency bands. We do not allow

the inversion to update the velocity in the water layer, where it is assumed to be known.

The velocity models resulting from the different inversions are shown in Figure 5.7. We

observe that the models resulting from the first frequency band (0–7 Hz) are very similar

when the two different sources are used. Although the velocity models using the different

sources in the inversion are quite similar after the 0–14 Hz bandwidth, we start to notice

differences in the first high velocity layer at approximately 200 m and that a low velocity

region appears in the deepest part at x = 500 m (see arrow 1 in Figure 5.7c). When higher

frequencies are included, larger differences are seen between the inverted velocity models

from the two different sources (see Figure 5.7e, f, g and h). A clear result is that when the

single-point source approximation is used, we get large edge effects. This is because the

difference between the source wavefields will be larger at greater angles, and the velocity

model update on the edges is calculated from very few gradients/shots were the single-
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Figure 5.6: a) True velocity model used in generating seismic data. b) Initial model used

for FWI. The vertical exaggeration of these figures is 2.

point source approximation is closer to the true source. In the middle of the model this

error will be less pronounced because the model update is an average of many gradients

from more shots were the single-point source approximation is close to the true source.

The gentle trough that starts at approximately 120 m depth to the left of the model and

ends at the sea floor to the right, is smeared out in the velocity model from the inversion

with the single-point approximation of the source. This is almost perfectly recovered

when the true source geometry is used (see arrow 2 in Figure 5.7h and j). Furthermore,

high velocity layers form at, and below, the sea floor when the single-point approximation

of the source is used. This can clearly be seen in Figure 5.7e and Figure 5.7g, arrow 3.

This is because the inversion will try to compensate for the directivity by altering the

model in a way that has nothing to do with true model. We think these velocity errors

in the shallow parts will cause the wavefield below them to be farther away from the

wavefield in the true model. When higher frequencies are included in later iterations,

these will be more sensitive to these shallow errors and the resulting wavefield below

these features will be even farther away from the true wavefield. This may lead to cycle

skipping. This will also contribute to updating the velocity model in a wrong direction at

deeper parts, and since directivity is more pronounced on high frequencies, the FWI will

continue to update the velocities in the shallow parts in a wrong direction. The cause for

these differences is related to the source, since this is the only difference between the two

inversions. All this boils down to the fact that a single-point source cannot fully reproduce

the wavefield resulting from a source array. Hence it is not possible to forward model the

correct data since we do not honor the source geometry.
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5.6 Discussion

By using the presented method, it is possible to implement the source wavefield from

any source configuration, assuming that the notional source method gives an adequate

representation of the source wavefield at a given depth below the true source. We think

this method will be very suitable to use in RTM of seismic data acquired with, e.g., multi-

level sources (Cambois et al., 2009; Sablon et al., 2013; Shen et al., 2014) or variable

source depth acquisition (VSDA) (Haavik and Landrø, 2015). The image resulting from

RTM will then contain data migrated with a better estimate of the source wavefield. The

reflectors should then, depending on the velocity model and the estimate of the source

wavefield, be imaged with a zero-phase wavelet. This is independent of the imaging

condition that is used (cross-correlation or deconvolution, e.g., Poole et al. (2010)).

Amundsen and Robertsson (2014) suggest to use the total down going wavefield, includ-

ing direct wave, ghosts and surface-related multiples (SRMs), as the source wavefield and

the total up going wavefield as the backwards propagated field in RTM. By doing this

they eliminate the need for elimination of SRMs and designature prior to RTM. How-

ever, their method require measurements of both pressure and particle velocity beneath

the source array. As pointed out by Amundsen and Robertsson (2014), the direct wave is

rarely obtained with sufficient fidelity to properly characterize it. As the typical air-gun

array source is directive, the direct wave measured along a streamer in a conventional

seismic acquisition setup (source in front of the streamer) will not contain the correct sig-

natures for the wavefield propagating downwards, which most of the recorded events will

have. To be able to use the method of Amundsen and Robertsson (2014) for small offsets,

the acquisition setup must be changed so that the wavefield can be recorded below the

source. The method presented here may be used to complement the method of Amundsen

and Robertsson (2014) in the way that it can be used to model the direct wave where no

streamer recordings are available.

Amundsen and Robertsson (2014) state that wavefield injection in a higher order stag-

gered grid requires recordings of multi-component data along several recording levels.

We have shown here that the wavefield injection works well for higher-order FD schemes

using pressure and its normal derivative at a single level only. Good results are obtained as

long as the length of the higher-order approximation to the derivative of the delta function

is at least as long as the operator used in the FD-modeling scheme. However, there is a

difference between the analytically calculated and the injected wavefields at some depth

below the injection surface. This error is small, but we think that the benefits of using

a higher order FD-scheme are clear (e.g. Alford et al., 1974; Dablain, 1986; Wu et al.,

1996).

The signal emitted from an air-gun array often exhibit directivity in azimuth and take-

off angle. How the air guns are distributed in an air-gun array controls the directivity.

Source arrays can be designed to exhibit close to no azimuthal directivity (Hopperstad

et al., 2001). Since most air-gun arrays are designed to be as non-directive as possible,

at least in a cone below the source, directivity will be more pronounced on far-offset data
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and for shallow geology. For sources that exhibit weak or no directivity, this method will

not result in any great changes to the image or inversion results. If we can handle more

directive sources, it might be possible to use more radical air-gun array designs that can

be optimized with respect to, e.g., maximum output down- and backwards (the latter for

conventional streamer acquisition) or minimum output to the sides. This could also have

an environmental benefit, as less energy will propagate in the water layer. An example of

this is high frequency noise caused by ghost-cavitation (Landrø et al., 2011, 2016). This

type of noise is in the frequency range above 1 kHz and is not interesting for seismic

imaging, but might cause stress for marine mammals. This type of noise can be reduced

by placing sub-arrays further away from each other (Landrø et al., 2016).

This method can be used to model more realistic seismic data, e.g. true source directivity

of air-gun arrays and frequency-dependent ghost reflection. This could be an appropriate

tool for testing source-side deghosting and designature algorithms. Other marine sources

may also be implemented using this method; for example, marine vibrators or other direc-

tive sources such as dipole sources (see Meier et al., 2015). The marine vibrators generate

a source wavefield that is directive in nature (see Pramik et al., 2015). Due to movement

of the source during acquisition, Doppler effects may also influence the data from moving

vibrators (Dragoset, 1988). Both these effects may be included in the source wavefield

implementation presented here.

We think the proposed method for implementing source wavefields will be very suitable

for FWI. This is because the whole wavefield is considered in the inversion process and

therefore no need to remove SRMs or perform designature. The benefits of this method

will probably be largest for problems that require high accuracy, such as time-lapse anal-

ysis for reservoir parameters and FWI where reflection and refraction data are used. High

resolution FWI of conventional streamer seismic data for shallow geology may see an

uplift. The latter, will probably contribute to more accurate forward modeled wavefields

in deeper parts of the velocity model, which may improve FWI for deeper layers as well.

For problems such as RTM with relatively low frequencies, we do not think this method

will give any significant uplift. The synthetic FWI example presented here illustrates the

strong influence source directivity has on the inversion results. Although, for a different

kind of inversion for elastic parameters, Helgesen and Landrø (1993) also show that the

source directivity has a strong influence on amplitude versus offset inversion results.

If the free-surface boundary condition in the FD scheme is implemented correctly, R =
−1 (e.g. Mittet, 2002), we would probably not see large discrepancies between the method

presented here and the method in Mittet and Arntsen (2000). However, it is well known

that the free surface reflection coefficient is dependent on the sea state. It often devi-

ates from -1 and may be frequency dependent (Laws and Kragh, 2002; Orji et al., 2013;

Hardwick et al., 2014). Williams and Pollatos (2012) estimated the free surface reflection

coefficient by averaging a number of traces and found it to be -0.87 ± 0.07 for the first

ghost and even less for the ghost of the ghost (ghost at the receiver side of the source

ghost). In the method proposed here, as opposed to Mittet and Arntsen (2000) and Hicks

(2002), we have the flexibility to include a better estimate of the free-surface reflection
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coefficient for the source-side ghost.

5.7 Conclusion

We present a method for implementing arbitrary marine seismic source wavefields in FD

methods. This method is based on a hybrid scheme, where we calculate the pressure

and normal derivative of the wavefield at a given depth analytically, and then inject this

wavefield into a FD grid using wavefield injection. In our method, any type of marine

source or source array can be implemented assuming that the notional source signature,

position and radiation pattern for the individual source elements are known. The method

allows for choosing the free-surface reflection coefficient on the source side, which have

been shown to often deviate from -1 and be frequency dependent. Furthermore, since

this method honors the source geometry and use the notional source signatures from the

individual source elements, the directivity of an air-gun array is included in the modeled

source wavefield.

Our results show that our method works satisfactorily, and that the resulting wavefield at

a given depth is close to equivalent to the wavefield analytically extrapolated to the same

depth.

Our simple inversion example shows that ignoring the directivity of the sources will not

affect the inversion results when only low frequencies are used. However, when higher

frequencies are included, the inversion results starts to deviate from the true velocity and

artifacts are introduced. The example also shows that as long as the true source wavefield

is used in forward modeling of data, good inversion results are obtained.
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Figure 5.7: The velocity models to the left are the result of inversion where a point-

source approximation of the true source has been used. The velocity models to the right

are inversion results where the true source wavefield has been used. Figure a), c), e) and

g) are the inverted velocity models for the frequency bands 0 – 7 Hz, 0 – 14 Hz, 0 – 20 Hz

and 0 – 27 Hz. b), d), f) and h) are the inverted velocity models for the frequency bands

0 – 7 Hz, 0 – 14 Hz, 0 – 20 Hz and 0 – 27 Hz, respectively. The color scale that is used

is the same as in Figure 5.6. The true velocity model used in generating seismic data is

shown for simpler comparison in i) and j). The numbered arrow indicated features that

are discussed in the text. The vertical exaggeration of these figures is 2.
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Chapter 6

Wavefield separation using seismic
apparition on towed streamer data with
distributed source arrays: Site survey
and conventional survey in one go?∗

Kjetil Eik Haavik and Martin Landrø
Norwegian University of Science and Technology, Trondheim, Norway

6.1 Abstract

Separation of wavefields is an important processing step of seismic data acquired with

simultaneous sources. Here, we apply the newly introduced seismic apparition method-

ology to separate marine seismic data acquired with distributed source arrays (DSA) with

periodical shooting patterns for towed streamer data, and explore the potential of acquir-

ing conventional and site-survey data simultaneously. The seismic apparition method is

a signal-processing only technique and allows for perfect separation as long as the data

are well sampled. The seismic apparition is here performed in the common offset do-

main, where the reflectors are seen primarily with gentle dips. We provide an example

on conventional data and site-survey data acquired separately are summed to synthesise

simultaneous source data. We show that the separation method works adequately for the

provided example, assuming that the deep part of the conventional shot record can be ne-

glected. The method should in theory also work for the deep parts of conventional data,

as long as the data is well sampled.

∗Revised manuscript submitted to GEOPHYSICS August 2016
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6.2 Introduction

Simultaneous source acquisition has been utilized to optimize seismic acquisition with

respect to survey time (Beasley, 2008; Hampson et al., 2008; Ibrahim and Sacchi, 1995;

Abma et al., 2015; Kumar et al., 2015; Zhan et al., 2015; Langhammer and Bennion,

2016). In simultaneous source acquisition, a second or/and third source array are typi-

cally fired with random time delay/dither compared to the first array. By sorting this kind

of data in different domains (common mid-point, common offset, common receiver gath-

ers), the second and/or third source(s) appear random and can be separated out using, e.g,

a sparse inversion method (Abma et al., 2015). A special type of simultaneous source

acquisition is blended acquisition proposed by Berkhout (2008), where the simultane-

ous sources also are fired at different source positions. Berkhout (2012) also proposed

to acquire blended seismic data with distributed source arrays (DSA), where several nar-

rowbanded sources are distributed in space and time, instead of fewer broadband sources.

This allows for optimum sampling intervals for the respective narrowbanded sources (e.g.

Berkhout, 2012; Caporal et al., 2015; Tsingas et al., 2016). Here, we present an appli-

cation of the seismic apparition method, recently proposed by Robertsson et al. (2016a),

to perform wavefield separation of towed streamer seismic data acquired with simultane-

ous DSA. The apparition methodology is here applied in the common offset domain. We

present an example where we synthesise simultaneous acquisition of conventional and site

survey data from field data. As opposed to previous methods, where random ditherers are

used between different sources, the apparition method is based on periodic shot interval

in time or space (Robertsson et al., 2016a).

6.3 Theory

Seismic apparition is a signal processing approach for separating signals which are sam-

pled differently (Robertsson et al., 2016a,b,c; Pedersen et al., 2016). The basis for this

methodology is the nature of the sampling functions that are used. The sampling function,

or comb function, is given as:

s(x,Δx) =
∞∑

i=−∞
δ(x− iΔx), (6.1)

where Δx is the sampling interval in the x-direction. The Fourier transform of the comb

function is given as:

S(k,Δx) =
∞∑

i=−∞
δ(k − i2kN), (6.2)

where k is the wavenumber, or frequency, and kN = 1/2Δx is the Nyquist wavenumber.

If a record consist of two signals that are sampled differently, then the periodicity in the

wavenumber domain will be different for these two:

p(x) = p1(x)s(x,Δx) + p2(x)s(x, 2Δx), (6.3)
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where p(x) consist of the signal p1(x) and p2(x) sampled at Δx and 2Δx intervals, re-

spectively. In the wavenumber domain this can be written as:

P (k) = P1(k) ∗ S(k,Δx) + P2(k) ∗ S(k, 2Δx), (6.4)

with ∗ denoting convolution. This is illustrated in Figure 6.1. We observe that the

wavenumber spectrum of the signal sampled at 2Δx is apparated, or "ghostly" appar-

ent around k = ±kN , and separated from the signal sampled at Δx in Figure 6.1f, while

the spectrum around k = 0 consist of both signals. From this, it is clear that by careful

numerical surgery, we can find the amplitude spectrum from the signal sampled at 2Δx,

shift it to k = 0 and subtract to separate the signal sampled at Δx. This procedure can be

done as long as the wavenumber spectra of the different signals do not overlap, i.e., both

signals are well sampled. This can also be done for more than two signals that are sam-

pled differently. Figure 6.1f can be thought of as the wavenumber spectrum for a given

frequency in fk-domain.

Robertsson et al. (2016a) formulate signal apparition in terms of modulation function that

is convolved on a trace-by-trace basis to a regular data set. The modulation function is

given as:

m(x) =
1

2

(
1 + eiπx

)
+

1

2
A(ω)

(
1− eiπx

)
, (6.5)

where A(ω) is the apparition filter. If P2(ω, k) is the normalized discrete Fourier trans-

form of p2(ω, x) over x-direction, then we can write the convolution between m(x) and

p2(ω, x) in fk-domain as:

H(ω, k) =
1 + A(ω)

2
P2(ω, k) +

1− A(ω)

2
P2(ω, k − kN). (6.6)

A(ω) = eiωτ corresponds to a time delay τ of every other trace in the data, and A(ω) = 0
corresponds to muting every other trace in the data. The modulation function separates

the original data into two data sets sampled at half the sampling rate of the original data.

Thus making the periodicity in the wavenumber domain half of the original data. The

signal cones around wavenumbers k = 0 and k = kN are linked through the filter A(ω),
and by knowing the signal around k = kN we can find the signal at k = 0.

6.4 Apparition strategy for simultaneous acquisition of
DSA

Site surveys typically have denser shot sampling than conventional seismic data, and we

therefore think it is of interest to examine the potential of acquiring site-survey data simul-

taneously with conventional seismic data. If we assume that the site-survey shot sampling

Δx is half the shot sampling of the conventional data, then two site-survey shots are fired

for every single shot of conventional data. For data viewed in the common offset domain,

sorted to align the site-survey data, the conventional data will appear with alternating
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Figure 6.1: a) p1(x) and p2(x) in space domain, b) The wavenumber spectra of the two

signals i a), c) The two signals in a) sampled with two different sampling distances in

space. d) The wavenumber spectra for the sampled signals in c). We see that the two

different signals overlap around k = 0, but have different periodicity. e) The sum of the

signals in c). f) The wavenumber spectrum for the signal in e), where we observe that the

spectra from the signal sampled at twice the sampling interval is separated from the other

around the Nyquist wavenumber.

traces with the shallow and the deep parts of the conventional data, respectively. The

ideal situation would be if the amplitudes of the deep part of the conventional data shot

record are very small or negligible compared to the site-survey data and shallow part of

the conventional data. In this situation, we could treat the data as illustrated in Figure 6.4

- as two signals sampled differently, or A(ω) = 0 for the conventional data. However,

in many cases the deeper part of the conventional data are desired signal, and few seis-

mic surveys are designed to have several seconds of extra recording time as this reduce

acquisition efficiency. There are no apparition filters, A(ω), that can relate the shallow

part of the conventional data to its deeper. For the case described above we have not two,

but three signals, site survey (SS) and conventional survey (CS), where CS divided into
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CSs and CSd. Subscripts s and d indicates shallow and deep parts of CS, respectively.

In order to separate the full length of the conventional data, as well as the site-survey data,

there exist several apparition strategies. Here we describe two of these strategies:

1) Shoot the site-survey source with shot interval Δx and the conventional source with

shot interval (2Δx) with a time shift applied to every other shot. By sorting the resulting

data into common offset domain, with lengths in time corresponding to the length of two

site-survey shot records, and transforming it into fk-domain, the conventional data will be

apparated with filter A(ω) = eiωτ . Since the data is sorted with two site-survey shots in

each trace, the spatial sampling in common-offset gathers is now halved to 2Δx. In this

strategy, the the data will be split into signal cones that are reoccurring with two different

periods: SS will be positioned around k = 0, and CS will be positioned at k = 0 and

±kn with scale 1 +A(ω) and 1−A(ω), respectively. Thus allowing for separation of the

site-survey and the conventional survey if the data are well sampled. This strategy comes

at the cost of halving kN compared to Nyquist wavenumber given by the site-survey shot

sampling, and may lead to more issues related to aliasing because the signal cones from

the conventional and site-survey data are more likely to overlap in fk-domain.

2) Shoot the conventional source regularly (2Δx) and the site-survey source with shot

interval Δx with a time delay every fourth shot, corresponding in time with the deeper

part of a conventional shot record. When the resulting data are sorted into common offset

domain, aligned in time on the site-survey, we will have three different signals in the

fk-domain:

1. SS sampled at Δx

2. CSu sampled at 2Δx (= sampled at Δx with A(ω) = 0)

3. CSl sampled at 2Δx with A(ω) = eiωτ

In this way, the data will split into cones of energy that are reoccurring with three different

periods in the fk-domain. SS will be positioned around k = 0, CSs will be positioned

at k = 0 and k = ±kN , and CSd will be positioned at k = 0 and k = ±kn with scale

1 + A(ω) and at k = ±kN/2 and k = ±3kn/2 with scale 1 − A(ω). As long as the data

are well sampled it is now possible to separate the three different parts of the signal. The

signal cones from CSs and SS are in this approach separated by twice the distance in fk-

domain compared with the signal cones in the first strategy. CSd have the same distance

from SS as in the first strategy, but the main difference between the methods is that deep

parts of the conventional data have in general lower frequencies than in the full section,

which should therefore make the second strategy perform better.

Now by, using the latter example we describe how the data can be separated. The process

is done for all offset classes on common-offset gathers (COGs) in fk-domain. Separation

using the apparition method is performed as follows:

1. Define an area over f and k in the fk-domain where the signal that is sparsest

sampled is isolated. For CSd this is around k = ±kN/2.
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2. Scale this part of the signal with the corresponding scale, 1 − A(ω), and shift it

to k = 0. This process will separate CSd, remove the time shift and implicitly

interpolate the signal to Δx

3. Take the separated signal obtained in step 2, shift and scale it to ±kn/2 with scale

1−A(ω), and k = ±kn and k = 0 with scale 1+A(ω). This process will decimate

and re-apply the time-shift to CSd.

4. Subtract the signal obtained in step 3 from the original data. This process eliminates

CSd from the data.

5. Define an area over f and k in the fk-domain from the previous step where the

signal from CSs is isolated (around k = ±kN ).

6. Shift this part of the signal to k = 0. This process will separate CSs and implicitly

interpolate it to Δx.

7. Take the separated signal obtained in step 6, shift to k = ±kn and k = 0. This

process will decimate the signal again.

8. Subtract the signal from step 7 from the signal obtained in step 4 to eliminate CSs.

9. Now, all three parts are separated.

The two strategies described above, will in theory give perfect separation of the different

parts of the data, as long as its well sampled. A third strategy is to use slope-based and

frequency filters to separate the deep part of the conventional data from the site-survey

data. This separation can for instance be performed in shot gathers containing CSd and

SS using high resolution radon transforms (e.g. Sacchi and Ulrych, 1995). With this

hybrid-separation strategy, there are no requirements for the time delay of every fourth

shot of the site-survey, as illustrated in strategy 2, and can for instance be changed with

no time delay or even random time dithering. In the example provided below, we assume

that we have used this hybrid strategy and only consider the site survey and shallow parts

of the conventional data.

6.5 Synthetic field data example

A test of the proposed method on synthetic simultaneous data consisting of real conven-

tional towed-streamer data and real site-survey data acquired separately is performed. The

data used for this example comprise of a conventional 2D line acquired over the Edvard

Grieg field in the North Sea, and a 2D site-survey line acquired over the 2/4–14 blowout

well in the Central North Sea (Landrø, 2011). The shallow geology in both places consists

of sub-glacial erosional valleys and iceberg ploughmarks (e.g. Haavik and Landrø, 2014),

giving rise to numerous diffractions and high-angle reflections in the two data sets. The

shot spacing is 12.5 m and 25 m for the site-survey and the conventional data, respec-

tively. The receiver spacing is 12.5 m in both data sets. We are limited in recording time,
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maximum offset and number of shot records to the respective values of the site survey,

which is 2048 ms, 1200 m and 640 shot records, respectively. In the conventional data

set, a high cut filter at 200 Hz (at 370 dB/Oct) was used during acquisition.

To synthesise simultaneous source data, we do the following steps: Apply a 5 Hz low-cut

filter to both data sets to remove swell noise. Interpolate conventional data from 2 ms

sampling to 1 ms sampling. Add the top 2048 ms of the conventional data. We assume

that the deeper part of the conventional survey is filtered out or negligible in strength

compared to the site-survey and the upper part of the conventional data. The resulting

data set is shown in Figure 6.2 in form of a COG and a shot gather where both site

survey and conventional data are present. The corresponding fk-spectra to the COG in

Figure 6.2a is shown in Figure 6.3, where we can observe that the signals from the two

different surveys have different periodicity. We see that the dominant parts of the spectra

are focused in narrow vertical columns around integers values of the Nyquist wavenumber

(kN=0.04 m−1). However, the more low-amplitude regions in these signal cones, at high

wavenumbers, are overlapping to a certain degree. Although the conventional survey had

a high-cut filter applied during acquisition, which could limit the amount of overlap in the

fk-spectra, it can be seen from Figure 6.3, the amplitudes from the conventional survey is

rapidly decaying with frequency above 100 Hz.

For the separation process on this data we start at step 5 in the list described in the previous

section. This is because we assume that CSd is already filtered out. We use a sine-tapered

box-car filter to isolate the signal cone from the CSs in the fk-domain. The full temporal

frequency bandwidth is used. The original data, separated data and the difference between

the original and separated data in zero-offset COGs are shown in figures 6.4 and 6.5 for

the conventional and site surveys, respectively. Visually, there are no larger differences

between the original and separated wavefields from the conventional survey (Figure 6.4)

that correlate with any high energy event. For this COG, the NRMS-difference is ap-

proximately 16 %. In Figure 6.5c, only every other trace from the data are plotted due

to every other trace in the separated site survey being exactly the same as in the origi-

nal (every other shot is site survey only) the NRMS-differences are calculated from the

whole survey. In Figure 6.5 we observe the same type of behaviour as we see for the

conventional survey, in Figure 6.4. Although the noise levels seems a bit higher than the

NRMS-difference of 35 %, there is not any strong correlation between the difference and

any high energy events. The cause for the apparently low NRMS difference is because

every other trace in the separated data being exactly the same as the original. The original

data, separated data and the difference between the original and separated data in result-

ing shot gathers are shown in figures 6.6 and 6.7 for the conventional and site surveys,

respectively. In the shot gathers we observe that the separation performs very well for the

conventional survey, with NRMS-difference of about 7 % relative to the original survey,

while the NRMS-difference is about 64 %, between the original and separated site sur-

veys in (Figure 6.7d). We can see from Figure 6.6 and Figure 6.7 that a noise burst at

approximately 200 m offset originally in the site survey, has moved into the conventional

survey after separation. Furthermore, some highly dipping events at large offset and times

appear in the separated conventional survey.
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Figure 6.2: a) Minimum-offset COG from the synthesised simultaneous source data set.

b) Shot gather from the synthesised simultaneous source data set. The corresponding

position is indicated with a white line in a). c) A zoom up of the black box in a). d) A

zoom up of the black box in b).

6.6 Discussion

We have presented how the seismic apparition methodology, presented by Robertsson

et al. (2016a), can be used to acquire both site survey and conventional seismic data si-

multaneously. The test of the proposed method on synthetic simultaneous data consisting

of real conventional towed-streamer data and real site-survey data acquired separately

shows that the method works very well on "real" data, when assuming that the deeper part
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Figure 6.3: fk-spectra of minium-offset COG from the synthesised simultaneous data

used in the "real" data test. The periodicity of different source sampling can clearly be

seen in the wavenumber direction.

Original Conv. survey

0 2000 4000 6000
Shot position (m)

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

T
im

e
(s
)

Conv. survey separated

0 2000 4000 6000
Shot position (m)

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

Diff., NRMS=15.792%

0 2000 4000 6000
Shot position (m)

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

a) b) c)

Figure 6.4: a) Minimum-offset COG from the original conventional survey, b) Minimum-

offset COG from the conventional survey after separation and c) Difference between a)

and b).
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of the conventional data is separated out by other means or negligible. These results are

very encouraging as the method is simple to implement and computationally fast. With

only about 7 % NRMS difference between the original conventional survey and the sep-

arated conventional survey in shot gathers, it may be possible to obtain an additional site

survey data set. Although this data set has much larger NRMS-differences from its orig-

inal data (∼64%), it has the potential to improve shallow imaging significantly. We note

again, that no de-noising or cosmetics are applied to the data prior or post separation.

Because the separated shot gathers look quite good, we expect the NRMS-differences

between stacked images to be reduces compared to in COGs as presented here.

Again, we point out that the example provided here is not from field data acquired in

the proposed way, and the results may therefore not directly be representative for the

results when the deeper part of the conventional data is also considered. However, we will

present a thought example of the proposed acquisition. Lets assume that a seismic vessel

is acquiring data with a speed of 5 knots (∼ 2.5 m/s), and we want to shoot the site-survey

source every 12.5 m and the conventional source every 25 m. This gives 5 s to record

conventional and site-survey data before the next site-survey shot is fired. For the deeper

5 s of the conventional data, there will therefore always be a new site-survey shot. In this

case, the deeper part of the conventional data will have move-out behaviour and frequency

content very different from the site-survey data. This is because of several reasons: The

wavefield from the conventional source at these times will reflect from deep geology,

and be more low frequent in nature because of attenuation. Furthermore, the site-survey

source is often more high frequency in nature. In the second strategy proposed above,
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Figure 6.5: a) Minimum-offset COG from the original site survey, b) Minimum-offset

COG from the site survey after separation and c) Difference between a) and b).
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Figure 6.6: a) Shot gather from the original conventional survey, b) Conventional survey

shot gather after separation and c) Difference between a) and b).
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Figure 6.7: a) Shot gather from the original site survey, b) Site survey shot gather after

separation and c) Difference between a) and b).
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the signal of the deeper part of the conventional data is distributed around k = ±kN/2.

If the deep part of the conventional data have low-frequency content compared to the

site-survey, it will be better isolated in the fk-domain and make the separation process

better.

Another possible solution to this problem, as presented in the third strategy above, is to

use more traditional separation methods such as slope-based filters (radon or fk) and fre-

quency filters to separate the deep part of the conventional data from the site survey data.

Because there are no requirements for the regular time delay on every fourth site-survey

shot in this approach, random dithering can for instance be used together with existing

separation methods (e.g. Ibrahim and Sacchi, 1995; Abma et al., 2015; Kumar et al.,

2015; Zhan et al., 2015; Langhammer and Bennion, 2016). This will not be theoretically

accurate, as the two apparition strategies presented above, but may be a more practical

approach. When the apparition methodology is used with time delays, A(ω) = eiωτ , its

scaling function 1−A(ω) corresponds to deghosting. Thus being unstable for frequencies

in the vicinity of 0 Hz and notch frequencies given by integer multiples τ−1. While the

notches above 0 Hz can be pushed to high frequencies by reducing the delay time τ , the

notch at 0 Hz cannot be avoided in the first and second acquisition strategies.

Seismic apparition in the common offset domain is a natural choice: If the geology consist

of flat layers, this method would be perfect since all events in this domain would be flat,

i.e., all frequencies would be sampled according to the Nyquist criterion (Nyquist, 1926;

Shannon, 1949). Since this is normally not the case, aliasing will occur for diffractions

and reflectors that are dipping. For seismic apparition in the common offset domain, it is

the shot separation distance that is the spatial sampling parameter. The degree of aliasing

is related to shot separation, frequency content from the sources, the angle of dipping

reflectors, and the positions of diffractors. The lowest velocity that we may see in a COG

is half the velocity of the water, however, for close to flat geology, the velocities in this

domain are close to infinite. For relatively low frequencies, the distributions in the fk-

domain from the sources with different shot separations will not overlap, and can be used

in interpolation schemes to guide interpolation of aliased energy (e.g. Spitz, 1991; Yu

et al., 2015; Andersson et al., 2016). Other approaches might be to use a sparse inversion

method (e.g. Abma et al., 2015) or adaptive subtraction (e.g. Liu et al., 2014), to obtain

the highest frequencies. The highest frequency one can sample in COG is related to the

Nyquist sampling in shot interval:

fmax =
c

2Δs sin θ
, (6.7)

where θ is the apparent angle of a reflector in common offset domain and Δs is the

shot interval. When it is the shot sampling that is apparated, or sampled differently, the

apparition framework can be used in other domains as well, such as common receiver

and common mid-point domains. It might be that energy coming from diffractions and

dipping layers could be better handled in these domains, and that a processing approach

that combines these domains may improve the overall separation. However, this is not

shown here.
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The example provided here is in 2D. However, the method should work independently

of the streamer position, as long as the streamer have the same relative motion as the

sources during acquisition. This is because seismic apparition is a signal-processing only

technique. Mis-positioning of source and receivers, or firing-time delays, may give rise to

rapid variations from trace to trace in the COGs, and hence high wavenumbers that could

easily be aliased. This is depicted in Figure 6.8, where we see how the jittery behaviour in

the site-survey data influences the difference between the original and separated wavefield

for the conventional and site-survey in Figure 6.8c and d, respectively.
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Figure 6.8: Common offset gathers for zero offset: a) Synthesised simultaneous source

data, b) Original site survey data, c) Difference between original and separated conven-

tional data d) Difference between original and separated site-survey data.

Noise is always present in seismic data. Noise is additive for the apparition methodology,

meaning that when we extract data from around kN and shift is to around k = 0, the noise

from around kN will follow. The noise that was present in this region will then map onto

different wavenumbers when shifted to k = 0. This means that we might introduce noise

that have different dips than the original noise which might be what we see in Figure 6.6.

In the example provided here, it is noise from two data sets. Thus, the noise levels are

actually higher than they would be if both data sets were acquired simultaneously.

We foresee that the proposed method can be used in separation of different sources in
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multi-purpose seismic acquisitions, such as, acquisition of data using a dedicated low-

frequency source along with conventional data, or site-survey data along with conven-

tional marine acquisition, as in the second example. The latter can for instance be done

by towing a smaller source array inside the streamer/receiver spread that is fired at half

the shot interval as the conventional source. By doing this, it could be possible to obtain

zero offset as well as negative offsets data, with respect to towing direction. If carried out

simultaneously as a 3D survey, this strategy could make it possible to acquire 3D site sur-

vey data simultaneously with conventional seismic data. This has a huge upside, as most

operators are required to acquire site-survey data prior to drilling. If the high-frequency

need is covered with the site-survey source, the main source array could be designed with

emphasis on the low-frequency end of the spectrum. This will reduce overlapping in fk-

domain at high frequencies and make the separation process even better, in addition to

the possibility of benefiting from increased low frequency data. The two real data sets

that we used in the example are acquired with different receiver depths that are chosen

as optimal for the respective survey targets. Choosing optimal streamer depth based on

the site-survey targets may lead to sub-optimal data for the conventional survey, or vice

versa, for a hydrophone-only streamer acquisition. This problem would be solved by us-

ing multi-component streamers, where separation of up- and down-going waves can be

achieved (e.g. Amundsen, 1993).

6.7 Conclusion

We have presented a method for separating site-survey and conventional data acquired si-

multaneously. We have applied the proposed method to synthetic marine towed-streamer

seismic data where site-survey and conventional seismic data are acquired simultaneously.

When assuming that the deeper part of the conventional data is negligible, we obtain very

good separation results. The apparition is here performed on common offset gathers. The

separation results will depend on the relationship between the complexity of the geology

and the shot separation, as the method is limited by the apparent dip of the events in COG

being sampled properly. Further feasibility studies, including full-length data, dealiasing

of COGs and real data over more complex geology, are needed before we can conclude

that it is possible to acquire site-survey data along with conventional data.
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Chapter 7

Concluding remarks

The main objective of this doctoral work has been to explore the potential of acquiring

marine seismic data where the source depth is varied from shot to shot to further improve

marine broadband seismic data. This is a natural extension and contribution to the vast

amount of research that has been published on broadband seismic data acquisition in the

past two decades. This study has been limited in the amount of real seismic data suitable to

investigate the potential of VSDA, and synthetic data have been used to provide examples

of VSDA.

Chapter 2, describes the theoretical background for VSDA. In this work, an inversion is

used to find the optimal source depths for a sequence of shots that yield a white frequency

spectrum in the average source wavefield that propagates down in the subsurface. Quasi

near-field data from an air-gun fired at different depths are used to show that VSDA gives

seismic data sets that have flatter, or "whiter", frequency spectra when data from several

shots are stacked.

The depth dependency of source signatures from a single air gun is studied in Chapter 3.

An empirical relationship that relates the source signature from an air gun fired at a given

depth to another depth is presented. A scaling law is used to relate the signatures from

different depths, with the ratio between bubble-time periods, as predicted by the Rayleigh-

Willis equation, used as scale. A correction factor is derived for the bubble-time period

when a bubble is close to the free surface. Tests of the empirical relationship show that

the method works well as long as the difference in depth is not too large (< ± 10 m).

The correction term results in better estimation of the source signature for shallow source

depths. This method, can for instance, be used to correct for variation in the source depth

during the designature process or to rapidly perform modeling of source signatures at

different depths, when the source signature from one depth is known.

The modeling study presented in Chapter 4 shows that VSDA may result in high signal-

to-noise ratios over a broader bandwidth, compared to conventional single-level source

and a multi-level source. This is at the cost of having slightly different wavelets along the

same reflectors in common-image gathers. This results in a worse starting point for pre-
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stack seismic data analysis, such as, AVO analysis. However, the correct AVO behaviour

was recovered using a simple smoothing operation in the offset direction. The problem

related to different wavelets is less visible in stacked images, but give rise to lower quality

data in low-fold areas, e.g., for very shallow geology.

In Chapter 5, a method for implementing arbitrary source wavefields in marine finite-

difference methods is presented. In this work, a combination of analytical Green func-

tions and the wavefield injection technique makes it possible to implement the source

wavefield originating from arbitrary source positions. An inversion example shows that

being able to forward model the correct data is important when trying to invert for the

model parameters. This method can be used to model VSDA data when the source depths

do not coincide with the FD grid, which is often the case. The main difference between

the method presented here and others (see Chapter 5) is the possibility to choose the free

surface reflection coefficient on the source side.

From the research presented here, we may conclude that VSDA can improve the signal-to-

noise ratio over a broad bandwidth, compared to using a conventional single-level source

or a broadband multi-level source. This method requires more detailed knowledge of

source depths, notional source signatures and will probably give rise to more involved

processing steps prior to velocity estimation and imaging. Higher signal-to noise ratios in

the high-frequency range will push the limits of where we can compensate for attenuation

to deeper targets. VSDA with conventional air-gun arrays will not give an uplift in the

low-frequency end of the spectra (< 5–7 Hz) because of the counteracting effects from the

source ghost and the change in bubble-time period when the source depth is changed.

I suggest that diversity in the source ghost and signatures may make the final image less

dependent on accurate deghosting and designature operators. This is because errors result-

ing from inaccurate deghosting or designature processes are not systematically repeated

for all the shots in the data. Small errors in these operations for VSDA, is more likely to

be stacked out because of the diversity.

Currently, the most popular broadband source strategy is the multi-level source, for exam-

ple, using two sub arrays at 6 m and a third at 9 m. This way, the deepest ghost notch from

the 6 m source is filled. A major difference in the data obtained from VSDA and multi-

level sources is that every shot record has deep notches in the VSDA data. However, these

notches are positioned at different frequencies for the different source depths (except for

the notch at zero Hz). VSDA is in a way complying with the ghosts rather than fighting it.

The focus, when discussing the ghost reflection, is often its resulting ghost notch. In fact,

there are positive sides to the ghost, merely that parts of the frequency band is gained up

to 6 dB (a doubling). In VSDA, it is possible to design the surveys so that all frequency

bands are gained to some extent. In comparison, the 6/6/9 m multi-level source, as pre-

sented above, will in fact reduce the total output in a frequency band between 50 to 125

Hz compared to a single-level source at 6 m.

Possible extensions of the doctoral work related to VSDA are:

• Field test of VSDA. By performing a field test of VSDA along with other types of

118



acquisition strategies, such as multi-level source and conventional source, we would

obtain a better foundation for comparing different strategies. This is the ultimate

test for VSDA.

• More complex modeling of VSDA data. 3D modeling over more realistic mod-

els, accompanied with more realistic processing flows will give better insight into

different strengths and weaknesses of VSDA.

• Optimal sources for VSDA. For tuned air-gun arrays, it is more important to have

complimentary ghost functions than complimentary source signatures. However,

optimizing the volumes and firing pressure of air guns for the sources positioned at

different depths may contribute to further improving VSDA. This would require a

more difficult inversion process than the one presented in Chapter 2.

• Frequency dependency of free-surface reflection coefficients. In the examples

shown here a constant free-surface reflection coefficient is assumed. As discussed

in Chapter 5, this is probably not the case. At least for high frequencies. I think that

the frequency dependency of the free-surface reflection coefficient will be affected

by the source depth. The reason for this is when the source is positioned very close

to the free surface, linear approximations will not be sufficient in describing the

physics because the pressure and components of motion will be too large. To study

this, the full Navier-Stokes equations and the motion of the free-surface should be

considered.

The major challenges that VSDA may be facing are related to the following:

• Operationally difficult to acquire. With current depth control for marine sources,

changing the source depths is not possible during acquisition. A dedicated depth-

controlling device must be developed, or several source arrays positioned stationary

at different depths must be used.

• Difficulties for pre-stack analysis of data. The petroleum industry is conservative.

AVO-analysis is established as a routine tool in exploration and field monitoring.

If VSDA has difficulties in such analysis, it could make VSDA a less tempting

technology, even though other benefits are provided.

A part of this thesis is devoted to other themes than VSDA. In Chapter 6, a test of the

newly proposed apparition methodology (Robertsson et al., 2016a) is performed in the

common-offset domain in separation of site survey and conventional seismic data ac-

quired simultaneously. When assuming that the deeper part of the conventional data is

negligible, we obtain very good separation results. Further investigation of different ap-

parition strategies and full-length records are needed. This was not possible due to time-

constraints during this PhD. Issues related to aliasing are likely to occur in this method.

The lowest apparent velocity that can be seen in common-offset gather is half the velocity

of the water (∼750 m/s). However, for flattish geology, this method should work quite

well. More studies on dealiasing/interpolation for common-offset gathers are needed to

make sure that the method can work in more complex geological settings.
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Separation of wavefields recorded from simultaneous sources is required for conventional

seismic imaging and impedance inversion. For FWI, however, this might not be as strict.

Crosstalk between the different sources result in unphysical artifacts in the calculated

gradients that are used to update the velocity model. In Chapter 5, FWI was carried

out with a source array with a length of 40 m. In this example, crosstalk between the

wavefields from the different sources is most definitely occurring, but the study shows that

good results are obtained as long as the source wavefield is modeled correctly. Therefore,

I think that data resulting from simultaneous acquisition of site survey and conventional

data, as proposed in Chapter 6, may be used directly in FWI if the source wavefields are

modeled correctly. On the other hand, the current state of the art in FWI of real data is

limited in computational power and memory requirements to relatively low frequencies.

Up to 30 Hz in 2D acoustic FWI (Mancini et al., 2016). In this range of frequencies the

separation process proposed in Chapter 6 will probably suffice.

In Appendix A, a new model for how iceberg ploughmarks act as a trapping mechanism

for gas in Quaternary sediments is proposed. This study is mostly based on interpre-

tation of conventional 3D seismic data that lack high frequencies and resolution in the

shallow sediments. A few 2D site-survey lines were available to this study, and they

clearly demonstrate the uplift in interpretability that site-survey data provide in shallow

geology. Operators are, in many countries, obliged to acquire site-survey data prior to

drilling wells to assess potential geohazards. By acquiring site-survey data alongside of

conventional data, the cost of a separate survey could be saved, in addition to providing

better knowledge of the shallow geology.

In seismic acquisition in general, the demand for ultra-low frequency data (<5–7 Hz) is

probably the biggest challenge. For marine seismic acquisition at present time, the source

wavefield is limited in low-frequencies by two factors: The low-frequency output from

air-gun arrays and the source ghost. The exploration geophysics community’s current

understanding is that the effect of the source ghost and the change in low-frequency signal

from air guns is close to perfectly canceling when the depth of the source is changed

(Hopperstad et al., 2012; Landrø and Amundsen, 2014b). This results in no change for

the low-frequency output from the source. VSDA with air guns, along with other air-

gun based broadband sources, are therefore incapable of pushing the low-frequency end

of spectrum further towards zero Hz. Hopperstad et al. (2012) find that the only way

of getting more low-frequency energy from air guns is to increase to total amount of air

used in the sources, i.e., use bigger guns and higher pressure. In order to get more low-

frequency energy, I think, new sources must be developed. Research on marine dipole

sources will hopefully result in a step-change in low-frequency marine sources in the

future. The source ghost is beneficial for low frequencies because of the radiation pattern

for dipole sources. If we cannot beat the ghost, we should at least take advantage of it.
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Appendix A

Iceberg ploughmark illuminated by
shallow gas in the Central North Sea ∗

Kjetil Eik Haavik and Martin Landrø
Norwegian University of Science and Technology, Trondheim, Norway

A.1 Abstract

Conventional 3D seismic data provides direct evidence for glacial influence during the

early Pleistocene sedimentation in the Central North Sea. We identify iceberg plough-

marks as dim linear to curve-linear features in three early Pleistocene horizons that have

high reflection amplitude compared to adjacent horizons. The anomalous horizons are

interpreted to be reflections from thin sandy layers saturated with gas. The gas acts as a

contrast liquid illuminating the thin sand layers. The reason for this is the difference in

acoustic properties between water and gas saturated sand layers. The combination of thin

bed effects and shallow gas makes the iceberg ploughmarks easily detectable as dim fea-

tures in seismic reflection amplitude maps. Our interpretation is based on analysis of real

seismic data, well logs and modeled seismic response. The methods we use include inter-

pretation of horizons followed by extraction of reflection amplitudes, well log analysis,

pre-stack amplitude versus offset analysis of high resolution 2D seismic data and time-

lapse analysis of seismic. Seismic modeling is performed to study interactions between

thin sand beds, shallow gas and iceberg ploughmarks. A new trapping mechanism for

shallow gas is presented and seismic modeling of this trap strengthens our interpretation.

The trap is created by iceberg ploughmarks in sandy layers that are covered by finer and

less permeable sediments. For this area we find that conventional seismic interpretation is

superior to the much used method of studying seismic time-slices for detection of iceberg

∗Paper published in Quaternary Science Reviews, Volume. 103, number 1 (November 2014); P. 34–50.
DOI:10.1016/j.quascirev.2014.09.002
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ploughmarks, both with respect to time and detectability. This study shows that the inter-

preter should look for high amplitude horizons with amplitude variations laterally when

trying to detect iceberg ploughmarks.

A.2 Introduction

Icebergs are created by calving ice sheets or glaciers at their marine or lacustrine mar-

gins. Interaction between icebergs and the seafloor may result in linear to curve-linear

depressions between parallel berms, and are often referred to as iceberg scours or ice-

berg ploughmarks (Woodworth-Lynas et al., 1991). The berms are built by the displaced

sediments from the depression. This process can be seen at the present day East Green-

land continental shelf (Syvetski et al., 1992; Dowdeswell et al., 1993). Buried Iceberg

ploughmarks in the North Sea were first reported by Stoker and Long (1984) and later by

others (e.g. Graham et al., 2007; Kuhlmann and Wong, 2008; Haavik and Landrø, 2013;

Dowdeswell and Ottesen, 2013). Identifying buried iceberg ploughmarks in seismic data

is a much used method to determine whether or not the buried sediments are deposited

during a period of glacial influence. Analysis of buried iceberg ploughmarks provide in-

formation about the flow direction of the icebergs and potentially their source area. The

density of ploughmarks is related to the rate of iceberg production, and should be linked

to the dynamics of the ice sheet that produce them (Dowdeswell and Forsberg, 1992). The

North Sea Basin has been subsiding throughout the Quaternary, and a close to complete

sediment record is preserved in the Central North Sea (Gatliff et al., 1994; Ottesen et al.,

2014). These sediments hold key information to map the behavior of the surrounding ice

sheets during former glaciations.

Shallow gas has been observed in association with buried iceberg ploughmarks in various

ways (Gallagher and Heggland, 1994; Kuhlmann and Wong, 2008; Haavik and Landrø,

2013). Haavik and Landrø (2013) proposed a method for how iceberg ploughmarks act as

a trapping mechanism for shallow gas in sand layers. In this paper we describe this trap in

more detail and the effect thin gas filled sand layers have on imaging of iceberg plough-

marks. We use seismic data to investigate early Quaternary sediments in the Central North

Sea and identify linear to curve-linear features interpreted as buried iceberg ploughmarks

in the 2/4 block at approximately 56◦4’N and 3◦8’E. The interpreted ploughmarks are

identified in sediments deposited between the Upper Regional Unconformity equivalent

(URU) and the Base Naust equivalent as used in Dowdeswell and Ottesen (2013) and

Ottesen et al. (2014). We use several geophysical tools such as amplitude vs. offset analy-

sis (AVO), conventional seismic interpretation and time-lapse seismic (4D), together with

seismic modeling. The different geophysical tools are explained in Section A.4. Here, we

use the Quaternary period as formally ratified by the International Commission on Stratig-

raphy (ISC) that starts at 2.58 Ma and includes the Gelasion stage (Gibbard et al., 2010).

We will refer to continuous seismic reflections from geological boundaries as horizons,

and we refer to any interface between to different geological layers as a reflector. This

paper is organized so that we present the methods and how we obtain our results in the
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Section A.4 and comment on them in the

A.3 Background

A.3.1 Historical setting

The study area is located in the 2/4 block in the Central North Sea (see Figure A.1). In

this area shallow gas has been identified as vertical structures and chimneys on seismic

reflection data in Paleogene and Neogene sediments over most of the known hydrocarbon

reservoirs (D’Heur, 1987; Pekot and Gersab, 1987; Granli et al., 1999). Shallow gas

in the Quaternary sediments has been identified within seismic (Lie and Larsen, 1991;

Haavik and Landrø, 2013), and also encountered in several exploration wells drilled in

this area (according to NPD Fact Pages (2014), wellbore 2/1-1, 2/4-13, 2/4-15 and 2/4-

16). A major underground blow out took place when Saga Petroleum drilled the 2/4-

14 well into a Jurassic reservoir in 1989. It was estimated that 0.4 MSm3 of oil and

196-367 MSm3 of gas had been flowing from the reservoir and into shallow formations

before the blow out was killed with assistance from the 2/4-15 relief well after 326 days

(Remen, 1991). Lie and Larsen (1991) identified new amplitude anomalies on seismic

lines that were re-acquired after the blow out. This was probably the first 4D seismic

acquired offshore Norway (Bjørlykke, 2011, Chapter 19). These anomalies were located

at approximately 490 m and 840 m below mean sea level and interpreted as the two

main recipients for the hydrocarbons from the blow out. The accident has given and will

continue to give scientists the opportunity to study the seismic expression of fluid flow in

shallow sediments.

The reader is referred to Landrø (2011) for further reading on the 2/4-14 blow out.

A.3.2 Geological Setting

The North Sea was an intracratonic basin during Cenozoic times. With the exception of

a narrow seaway that connected the North Sea with the Norwegian-Greenland Sea, land-

masses confined the basin: The Fennoscandian shield to the East and Northeast, Central

Europe to the South and British Isles to the West (Ziegler, 1988, 1990; Jordt et al., 1995;

Sørensen et al., 1997; Huuse et al., 2001; Anell et al., 2011). During most of Paleogene

and Neogene, the Central North Sea Basin received sediments from the surrounding land-

masses. Continuous subsidence of the basin and uplift of the land areas has governed

the evolution of the Central North Sea. An almost complete Cenozoic sediment record is

preserved in the central parts of the basin (Ziegler, 1990; Anell et al., 2011). The most ac-

cepted model for sedimentation is that the Central North Sea was filled by pro-deltaic and

deltaic sediments sourced from North in Oligocene times, gradually rotating clockwise,

to supply from Northeast and East in the late Miocene and Pliocene and from East and
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Figure A.1: (A) A map of the study area in the Central North Sea showing the position of

the data used in this paper. The position of the 2/4-14 well is indicated together with the

position of a composite seismic section and the outline of two 3D seismic cubes, SG9111

from 1991 and ST0562 from 2005. (B) Location map. Our study area is highlighted with

a black box.

Southeast in early Pleistocene times (Spjeldnes, 1975; Cameron et al., 1993; Jordt et al.,

1995; Sørensen and Michelsen, 1995; Sørensen et al., 1997; Anell et al., 2011; Ottesen

et al., 2014). Anell et al. (2011) pointed out that this model was to simple and that sed-

iments were also supplied from the Shetland Platform and Fennoscandia at varying rates

throughout this period.

In early Quaternary, the great European rivers provided sediments that filled in the basin

from South and Southeast (Bijlsma, 1981; Gibbard, 1988) at the same time as fluvial sed-

iments from the UK area filled the basin from the West (Ottesen et al., 2014). Sediments

were also supplied from Denmark from East (Sørensen et al., 1997). The early Quater-

nary sediments in the North Sea are mainly fluvio-deltaic to marine (Cameron et al., 1987;

Long et al., 1988). During the middle and late Quaternary, glacial input to the North Sea

was provided by the Scandinavian and British ice sheets that characterized the sediment

sources in this period (Stoker et al., 2005). The mid to late Quaternary sediments are

related to many cycles of glacial and interglacial periods resulting in inter-bedding of

glaciogenic and marine deposits (Jansen and Sjøholm, 1991).

The sediments and erosional features produced in the North Sea basin during the middle

to late Quaternary glacial cycles have been studied by many scientists (e.g. Long et al.,

1988; Rise et al., 2004; Graham et al., 2010; Stewart and Lonergan, 2011). The North

Sea has been inundated by ice sheets several times the last 0.5 Ma, and many genera-

tions of buried tunnel valley systems have been mapped in the North Sea (e.g. Cameron

et al., 1987; Huuse et al., 2001; Praeg, 2003; Stewart and Lonergan, 2011). Tunnel val-

leys are erosional features that are formed below ice sheets (Ó Cofaigh, 1996). Several

reconstructions of North Sea ice sheet from the late Pleistocene has been proposed (e.g.

Ehlers, 1990; Graham et al., 2011; Clark et al., 2012). Less material is published on the

early Pleistocene glaciations in the North Sea (Ehlers and Gibbard, 2008). In the Cen-
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tral North Sea, ice-rafted debris (IRD) have been identified in cuttings and cores from the

early Quaternary sediments (Eidvin et al., 1999), and iceberg ploughmarks are interpreted

in seismic data continuously through early Quaternary sediments (Dowdeswell and Otte-

sen, 2013) providing strong, but indirect evidence for glacial influence during this period

(Ottesen et al., 2014). The buried iceberg ploughmarks observed in the early Pleistocene

sediments in the Central Norths Sea show a principal flow direction in a North-South di-

rection and source of these icebergs was probably a Scandinavian ice sheet (Dowdeswell

and Ottesen, 2013). Based on comparison between the dimensions of the early Quaternary

iceberg ploughmarks in the Central North Sea with the iceberg ploughmarks observed

from modern polar continental shelves, Dowdeswell and Ottesen (2013) conclude that

the ploughmarks observed in the Central North Sea are formed in relatively deep water

(200-500 m).

A.3.3 Shallow gas

Gas present in sediments down to 1000 m is referred to as shallow gas (Davis, 1992).

Shallow gas in sedimentary basins can have biogenic and/or thermogenic origin. Ther-

mogenic gas is the term used for gas that is generated when organic matter is degraded

under high temperature and pressure, and biogenic gas is the term used for microbial

degradation of organic matter resulting in gas. Determining the origin of the gas can

be done through isotope analysis of gas samples (Floodgate and Judd, 1992). There are

several motivating factors for identifying shallow gas: (1) Shallow gas can be used in

hydrocarbon exploration as an indicator that there is a working petroleum system present

(e.g. Heggland, 1998). (2) Shallow gas is a potential geohazard for drilling operations.

Gas may be present in pressurized pockets, trapped beneath low permeability shale and

form a blow out hazard (Sillis and Wheeler, 1992). (3) Shallow gas may be produced

(Peon discovery in the Norwegian Sea). (4) Shallow gas reduces the seismic velocity of

the sediments significantly. Including knowledge of shallow gas when making velocity

models will improve seismic imaging (Sernpere and Hardy, 1998).

The use of conventional 3D seismic data has proven valuable for identifying shallow gas

(Gallagher and Heggland, 1994; Sallisbury et al., 1996). Shallow gas has many expres-

sions in seismic data and descriptions of these can be found in e.g. Judd and Hovland

(1992) and Løseth et al. (2009). Two of most obvious gas effects that can be seen in seis-

mic data are bright spots due to gas accumulation, and chimneys due to dispersed gas that

reduce the velocity of the affected sediments and obscure the image (e.g. Arntsen et al.,

2007).
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A.4 Database and methods

A.4.1 Data

The data sets available for this study are two industry 3D seismic cubes, 2D regional

lines and high resolution 2D lines from site surveys. The two 3D data sets SG9111 and

ST0562 were acquired in 1991 and 2005, respectively, and the 2005 cube is fully em-

bedded within the 1991 cube. They have been acquired along different sail lines and

processed differently. The bin-size in the both the 3D data sets are 12.5 m x 25.0 m and

the temporal sampling is 4 ms. The 3D data sets are processed to zero phase wavelet and

the central frequency is about 45 Hz in the shallow parts. Interpretation of the 3D seismic

data is only available in full-stack migrated versions, which means that no information

about angle dependant reflection amplitudes are available (see Section A.4.4 on AVO).

The quality of the 3D data sets are poor in the shallow parts that are studied here. This

is because few or none of the processing steps have been optimized for the shallow parts.

Despite this, the 3D data is still very useful for this study. The 2D high resolution lines

are from the SG8845, SG8910 and ST09322 site/monitor surveys and have a common

mid-point (CMP) separation of 6.25 m, an offset range from 41 m to 1200 m and the

temporal sampling is 1 ms. The wavelet is processed into a zero-phase wavelet and the

central frequency is close 70 Hz. Some of the 2D lines are available in pre-stack format.

The regional seismic 2D lines used in this study are CAST-90-122A and UG97-112. They

have CMP separation of 12.5 m and the temporal sampling is 4 ms. The wavelet for these

lines are mixed phase wavelet and the central frequency is between 25-40 Hz. A sparse set

of well logs are available from the area. This reason for this is that most of the wells have

not been logged in the shallow parts. Gamma ray logs are available in the shallow parts

from wells 2/4-10, 2/4-13, 2/4-16 and 2/4-17. A Sonic log is available from the 2/4-16

well. The data set is provided by the sponsors of the LOSEM consortium at NTNU. The

outline of the 3D data sets and the regional line are shown in Figure A.1.

A.4.2 Regional stratigraphy

A representative Southwest-Northeast trending seismic composite line across the South-

ern part of the Norwegian North Sea is shown in Figure A.2. This line is composed of the

lines CAST90-122A, a random profile through the SG9111 and the UG97-122 line, indi-

cated in Figure A.2. In this study we have picked four geological horizons on a regional

scale. The purpose of this is to set the studied interval in relation to previous work. Three

of the horizons are tied to the interpretation in Figure 4 from Anell et al. (2011). These

horizons are BASE NEO 2, BASE NEO 3 and BASE NEO 4, and corresponds to the

Mid-Miocene Unconformity (MMU), the Base Naust equivalent and the Upper Regional

Unconformity (URU) equivalent that are the names used in this paper, respectively. The

Mid Miocene Unconformity corresponds to the base of the Nordland Group after Deegan

and Scull (1977) and is a well described regional unconformity in the North Sea (e.g.
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Jordt et al., 1995; Michelsen, 2001; Sørensen et al., 1997). The Base Naust and the URU

are horizon that are well defined in the Norwegian sea (Dalland et al., 1988; Rise et al.,

2005; Ottesen et al., 2009) and were extended from the Norwegian sea to the North Sea

in Dowdeswell and Ottesen (2013). On the mid-Norwegian Shelf the Naust Formation is

mainly of glacial origin and its base is about 2.75 Ma (Rise et al., 2005), older than base

of Quaternary. The age of URU is close to the Brunhes-Matuyama magnetic boundary at

0.78 Ma (Stoker et al., 1983) in the Norwegian sea, and its equivalent in the North Sea is

probably younger than this (Ottesen et al., 2014). The URU is the boundary between the

early and middle Pleistocene. The fourth horizon that was picked is called Gas Level 1,

and is the deepest horizon where we identify dim linear to curve-linear features in a high

amplitude background as described in Section A.4.3.
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Figure A.2: A composite seismic profile as shown in Fig. A.1. Base NEO2, Base NEO3

and Base NEO4 are horizons that are tied to previous work in the North See(see Anell

et al., 2011, Fig.4). Gas Level 1 is the deepest of the three horizons which are further

studied in this paper (see Section A.4.3). The position of the 2/4-14 well bore is indicated.

Arrows: (A) A gas chimney that shows that gas from deeper strata has migrated vertically.

(B) Bright spots indicate accumulation of gas in porous sediments. (C) Possible entry

points for lateral migration for the shallow gas in the sand layers investigated in this work.

Possible lateral migrations routes from the gas chimney are indicated by white arrows. (D)

The amplitude anomaly at 550 ms is a known gas accumulation with gas from the 2/4-14

underground blow out. (E) Tunnel Valleys in the middle and late quaternary.
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A.4.3 Iceberg ploughmark detection

A much used method to detect buried iceberg ploughmarks in seismic data has been

through step-wise time slicing through 3D cubes and identifying linear to curve-linear

features (e.g. Dowdeswell and Ottesen, 2013). Here, we identify three dipping horizons

in the seismic that have anomalous amplitudes and exhibit amplitude variations laterally.

These horizons are positioned between 500 ms and 700 ms and have been picked within

the 1991 3D seismic data set. A close up of these horizons are shown in Figure A.3.

The horizons were picked on zero crossing in a filtered version of the cube, and attributes

were extracted from the seismic data along these horizons afterwards. The filter that was

used was a spatial and temporal smoothing filter. Picking zero crossings proved to be

simpler and more robust than picking on peak (maximum positive amplitude) or trough

(maximum negative amplitude). The reason for this is probably because of the great lat-

eral amplitude variations that makes it hard for tracking algorithms to continue tracking.

The horizons corresponding to Gas Level 1 and 3 in Figure A.3 could be traced through

the entire data set, while the horizon corresponding to Gas Level 2 is truncated towards

Northeast. In this region, careful picking was performed to ensure that the layers that

were positioned above or below the original horizon continued to stay above or below the

picked horizon. The position of the truncation is indicated with an arrow in Figure A.3

(and a dashed white line in Figure A.6). Root-Mean-Squared (RMS) amplitudes were

extracted from the unfiltered seismic cube in an 18 ms window centered on each of the

picked reflectors. Different attributes (e.g. variance, coherency) were tested, but we found

that the RMS amplitude attribute gave the best result for visualizing these dim linear to

curve-linear features.

A two-way travel-time map of the horizon corresponding to Gas Level 1 is shown in

Figure A.4. The RMS amplitude attribute maps generated from the three levels in Figure

A.3 are shown in figures A.5, A.6 and A.7. Time slices that cut through these features

at two different constant travel times are shown for the purpose of comparison with the

method used here in Figure A.8, and the position of these are indicated by white dashed

boxes in Figure A.5, A.6 and A.7. The dim linear to curve-linear features observed in

the three gas levels were interpreted one by one and directional analysis was performed

by mapping the orientation of each of these. The interpreted dim linear to curve-linear

features from all three gas levels are presented in Figure A.9 with corresponding rose

diagrams showing the orientation of the features.

A.4.4 Amplitude versus offset analysis

Amplitude versus offset (AVO) analysis is a method that can provide information about

lithology and fluid content based on angle dependent reflection coefficients (Smith and

Gidlow, 1987; Hampson and Russell, 1990). A pre-stack high resolution 2D seismic line

from 1988 was used in the AVO analysis. The data was sorted into common mid points

(CMP) and the reflector corresponding to Gas Level 2 was picked for analysis. CMPs
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Figure A.3: Shallow seismic profile showing the three anomalous horizons Gas Level

1 (red), Gas Level 2 (blue) and Gas Level 3 (green). These Horizons have been picked

through the SG9111 data set. This section is the part of Figure A.2 that runs through the

SG9111 3D seismic data shown in Figure A.1. The position where Gas Level 2 truncates

is indicated with an arrow.

from two areas that are shown in Box 1 and Box 2 in Figure A.10A were used in the

AVO analysis. The position of this 2D line is superimposed on the RMS amplitude map

from Section A.4.3 shown in Figure A.10C. RMS amplitudes were extracted from a 10

ms window, and corrected for both geometrical spreading and attenuation. Compensation

for attenuation loss was done using a constant Q model with peak frequency fp = 70

Hz, Q = 70 and the travel-time was estimated by a simple straight ray-tracing procedure.

The same rays were also used when correcting for geometrical spreading. Finally, the

amplitudes were multiplied by -1 to change the polarity back to negative, as we would

expect from a reflection from the boundary between shale and a poorly consolidated sand

that is saturated with gas. This was done because the result of the RMS process is always

a positive number. The gamma ray log from the shallow parts of 2/4-16 well is shown in

Figure A.10B. The interval marked in Blue, at approximately 560 m, has been interpreted

as a 6 m thick sandy layer. We interpret this as sand because of the low gamma ray count.

This layer correspond to Gas Level 2 in Section A.4.3. We observe low gamma ray values

around 530 m, 580 and 605 m. The layers at 530 m and 605 m correspond to Gas Level 1

and 3, respectively.

AVO modeling was performed in order to compare the field data to different scenarios of

pore fluids. Our hypothesis is that the strength of the amplitudes in the three gas levels are

related to the pore fluids. To model AVO responses, a model consisting of two layers was

used: A porous sandstone layer below a layer of shale. P-wave velocity (α) was chosen

based on well logs. S-wave velocity (β) and density (ρ) are also required for the AVO-
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Figure A.4: (A) A Two-way travel time map of the horizon corresponding to Level 1

in Section A.4.3. The units are in milliseconds. The layer has an average dip of 0.3◦

towards Southwest. The strike angle is 10 ◦ Northwest. The arrow indicates pull-up

that is associated with high velocity infill of tunnel valleys (e.g. Ó Cofaigh, 1996) that

are located in Middle to Late Quaternary sediments positioned above. The position of

the 2/1-1, 2/4-14 and 2/4-C-11 wells are indicated, and a close up of the wells that are

positioned in the vicinity of the 2/4-14 well is shown in (B).

modeling, but were not available from logs. To get an estimate of S-wave velocities in

both layers we used the empirical relationship given by Han (1986), which uses P-wave

velocity as input. Velocities for sandstone saturated with both water and methane gas,

and mixtures of the two, were found using fluid substitution (Gassman, 1951). Veloci-

ties were found for two different types of saturations: gas uniformly distributed in water

and for patches of concentrated gas in water background. These types are referred to as

uniform and patchy saturation, respectively. The reflection coefficients were calculated

using an approximation to the equations in Zöppritz (1919) given in Shuey (1985). A

brief summary of how to perform AVO analysis and the equations needed for this process
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Figure A.5: (A) RMS amplitude map extracted from the unfiltered SG9111 data in a 18

ms window around the horizon corresponding to Level 1 in Section A.4.3. The black scale

shows the length of the largest continuous dim line that is approximately 14 km long. The

width of this dim line is found to be up to 250 m if they are measured between the high

amplitudes on both sides. A close up of how and where the width is measured is shown

in (B). The area inside the dashed with Figure A.8 box is shown together with a time slice

at 680 ms in Figure A.8 A1 and B1, respectively.

is given in Appendix 1. The parameters used for the water saturated sandstone layer was

αsw = 1900 m/s, ρsw = 2.07 g/cm3 and porosity φ = 0.35. For the shale layer we used

αsh = 2100 m/s, ρsh = 2.13 g/cm3. The field data was normalized to the modeled data.

This was done by finding a scaling factor that scaled the regression line from the data

points from the presumed water filled zone to the amplitudes calculated for the scenario

where the sandstone is saturated with 100 % water. This scaling factor was then applied

to all data points.

The data from the AVO analysis of the pre-stack high resolution 2D data are shown to-

gether with modeled AVO response in Figure A.11.
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Figure A.6: (A)RMS amplitude map extracted from the unfiltered SG9111 data in a 18

ms window around the horizon corresponding to Level 2 in Section A.4.3. The truncation

of the reflector corresponding to Gas Level 2 is indicated along. The GWC line is the

approximate boundary of the high amplitude belt that is seen in close to North-South

trend. The arrows are indicating some of the triangular shaped anomalies that can be

observed in this map. Larger figures are available of the indicated boxes. The area inside

the dashed with Figure A.8 box is shown together with a time slice at 600 ms in Figure

A.8 A2 and B2, respectively. (B) High amplitude curve linear features are indicated with

white arrows. These features are seen in pairs. (B) Is a close up of the black box in (A).

A.4.5 Time-lapse seismic (4D) analysis

Time-lapse, or repeated seismic is a commonly used tool in the petroleum industry when

designing infill production or injection wells and deciding on injection/production strat-

egy for hydrocarbon reservoirs (Greaves and Fulp, 1987; Landrø et al., 1999). When two

seismic data sets are acquired over the same area with a given time period in between,

they can provide insight into how geology, fluid content and pressure may have changed
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Figure A.7: RMS amplitude map extracted from the unfiltered SG9111 data in a 18 ms

window around the horizon corresponding to Level 3 in Section A.4.3. Dim lines can

be seen in the high amplitude areas. Acquisition footprints are seen as parallel dim lines

running in the towing direction. The area inside the dashed with Figure A.8 box is shown

together with a time slice at 600 ms in Figure A.8 A3 and B3, respectively.

over this period (Landrø, 2001). Here we perform time-lapse studies on the two 3D seis-

mic data sets acquired in 1991 and 2005, respectively, and on three 2D high resolution

seismic lines that are acquired over the same physical line in 1988, 1990 and in 2009.

The two-way travel-times (TWT) down to a given geological reflector are different in the

1991 and 2005 3D seismic data sets, on a regional scale. This difference is not related to

any changes in the geology over this period, but a result of different processing work flows

that have been applied to the respective data sets, and most important, the velocity models

used for imaging of the two data sets are known to be different. This difference makes it

essential to recognize and pick the same geological reflector and perform attribute analysis

in both data sets. The horizon corresponding to Gas Level 2 (in Section A.4.3) was picked

throughout the 2005 3D seismic data set and the same procedure for extracting RMS
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Figure A.8: Comparison of the detectability of linear to curve-linear features in the map

generated from from the different gas levels and time slices. The amplitude map from

Gas Level 1 (A1) and a time slice at 680 ms (B1) from the position indicated in Figure

A.5, in the 1991 3D data. (A2) and (B2) are the amplitude map from Gas Level 2 and a

time-slice from 600 ms, respectively, from the position indicated in Figure A.6. (A3) and

(B2) are the same as (A2) and (B2) for Gas Level 3. The position indicated in Figure A.7.

The same color map is used in all amplitude maps.

amplitudes as discussed in Section A.4.3 was carried out. Since the two 3D seismic

data sets are acquired and processed differently they have different range of amplitudes.
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Figure A.9: The interpreted dim curve-linear to linear features with corresponding Rose

diagrams showing the distributions of directions and average directions in black arrows

for Gas Level 1, Gas Level 2 and Gas Level 3. The small black arrow in the rose diagrams

indicates North. The rose diagrams are only one-sided, but the measurements are uni-

directional. The rose diagrams are weighted by the lengths of the ploughmarks.

This difference in amplitudes is depth dependent and could not be adjusted for globally.

However, a local scaling of the 2005 data set at the investigated level was performed to

ensure that the amplitude range in the two data sets are comparable, at least in a qualitative

way, in a 4D sense. We stress that with such significant differences between the data sets

and their processing work flow it is the qualitative differences we can identify, such as

a new amplitude distribution, and not a numerical value for a change in saturation or

pressure. The RMS amplitude maps from Gas Level 2 from 1991 and 2005 are shown in

Figure A.12.

The high resolution 2D lines were analyzed for time-shifts. The time-shifts down to the

horizon corresponding to Gas Level 1 in Section A.4.3 was measured from 1988 (before

the blow out) to 1990 and 2009, respectively. This was done using a cross-correlation

method where the maximum correlation time lag between the two traces, centered on a

specific horizon, is assumed to be the time shift (e.g. Langseth and Landrø, 2012). Time-

shifts down to a seismic horizon give information about changes that have occurred in
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Figure A.10: (A) A shallow seismic profile showing the areas where AVO analysis has

been performed. The presumed water filled and gas filled zones are indicated in Box 1 and

2, respectively. (B) Gamma ray log from the 2/4-16 well indicating sand layers around

530 m, 560 m, 580 m and 605 m. The colored intervals corresponds to Level 1 (Red),

Level 2 (Blue) and Level 3 (Green) in Section A.4.3. (C) Part of the amplitude attribute

map from Level 2 shown in Figure A.6 where the position of the seismic profile in (A) is

indicated. Yellow indicates high amplitude and gray low.
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Figure A.11: AVO data from the low amplitude zone in Box 1 (Blue dots) and high

amplitude zone in Box 2 (Red dots), in Figure A.10. The data has been corrected for

geometrical spreading and attenuation and then normalized to the modeled AVO data

as described in Section A.4.4. The lines represent the modeled AVO response from an

interface between two layers, shale above sand, where the sand has different saturations

of gas and water, indicated by the legend.

the overlying sediments during the period between the data sets were acquired, but do not

give information about the exact depth of the change. The time-shifts are shown together

with the position of the 2D line used for this analysis in Figure A.13.
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Figure A.12: (A) RMS amplitude map from Gas Level 2 extracted from the 1991 3D

seismic data set. (B) Close up of the dashed white box in (A), showing a triangular shaped

anomaly in vicinity of the 2/4-14 well. The thin dashed lines called PM1, PM2 and PM3

are interpretation of the dim curve-linear features that we see in the amplitude maps. (C)

and (D) are the equivalents of (A) and (B), but for the 2005 3D data set. The position of

the 2/4-14, -15 and -16 are indicated. An anomaly is present around the 2/4-15 well in

(D) in the 2005 data set and is not present in the 1991 data set. This anomaly terminates

towards the dashed line PM2 from (B) that are imposed onto (D), see white arrow.

A.4.6 Seismic response of thin sand layer

Tuning is the term used by the seismic interpretation community for interference between

seismic reflections (e.g. Widess, 1953; Meissner and Meixner, 1969). If two reflectors,

as the top and base of a sand layer, are closely spaced we would not necessarily be able

to separate the two reflections in a seismic section. The appearance of the total seismic

response from the two reflectors is dependent on the distance between the two reflectors

and the frequency content of the seismic signal. Rayleigh’s criterion for vertical resolution

is a quarter of the wavelenght λ of the dominant or peak frequency and often used as the
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Figure A.13: (A) Time shifts to the reflector corresponding to Level 1, in Section A.4.3,

from before the blow out in 1988 to 1990 (black line) and 2009 (red line), respectively.

The separation between the Common Mid Poitns (CMP) is 6.25 m, and the total profile is

2.5 km. These time-shifts are found from time-shift analysis of repeated high resolution

2D lines. The time-shifts seen at the projection (proj.) of the 2/4-14 well is due to the

gas in the 490 m layer seen at approximately 550 ms in Figure A.3. We also observe an

increased time-shift from 1990 to 2009 below the 2/4-15 well. (B) Part of the amplitude

attribute map from Level 2 shown in Figure A.6. The position of the 2D line used for

time-shift analyses is indicated by the white line, and the 2/4-14 and -15 wells are shown.

resolution criteria in seismic (Sheriff, 1985), which is given as:

Dm =
λ

4
=

α

4fp
. (A.1)

Where α is the P-wave velocity in the layer and fp is the peak frequency of the seismic

data. The vertical resolution above is defined as the limiting distance the reflectors have

to be apart to still be resolved. The ability to resolve geological features is dependent

on both resolution in time and space. The horizontal resolution is often taken as the 1.

Fresnel diameter:

D =

√
2zαavg

f
(A.2)

where z is the depth down to the geology that is being imaged and αavg is the average

velocity down to z. For our 3D data set, if we assume z = 600 m, fp = 45 Hz and

αavg = 1900 m/s, the horizontal resolution is 110 m. However, the horizontal resolution

in migrated 3D seismic data is about a quarter of the wavelength (Brown, 1999), but

is dependent on noise and spatial sampling (Sheriff, 1985). The horizontal and vertical

resolution in 3D data sets analyzed here, using these criteria, are both close to 10 m,

and this corresponds to a temporal resolution of approximately 10 ms. This horizontal

resolution is smaller than the bin cells in the 3D data, which means that the bin size will be

the limiting factor controlling the horizontal resolution. Figure A.14 shows a comparison
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between the 1991 3D seismic and a high resolution 2D line from a site survey over one of

the triangular shaped anomalies seen in Figure A.6A.

0.
68

0.
64

0.
6

TW
T 

(s
)

C

0.
68

0.
64

0.
6

TW
T 

(s
)

0 200 400m

A  3D B  2D

0 200 400m

C

X

X´

X´XX´X

Figure A.14: Seismic sections across the triangular shaped anomaly in Level 2 from the

SG9111 3D seismic cube in (A) and High resolution 2D line from the SG8910 survey

in (B). (C) Amplitude map from Level 2 showing the triangular shaped anomaly and the

position of the seismic sections in (A) and (B). The arrow indicate the position of the edge

of the ploughmark in (A) and (B).

A wedge model consisting of a sand wedge in surrounding shale was generated. Seismic

modeling using the convolution method was performed with a 45 Hz Ricker wavelet as

source. Figure A.15 shows the seismic response of this wedge model, where the sand is

saturated with 100 % water in (B) and 12 % gas in (C). The maximum amplitudes from

the water and gas case are extracted and shown together with thickness of the wedge in

(D). The velocities and densities used in Section A.4.4, was also used in this model.

To test the detectability of iceberg ploughmarks in seismic data, a 2D finite difference

modeling approach was used to generate synthetic seismic data (e.g. Virieux, 1986). The

model that was used had vertical sampling Δz = 0.2 m and horizontal sampling Δx =
2 m. A 45 Hz Ricker wavelet with sampling Δt = 8 ∗ 10−5 s was used as source pulse.

A line source was used to generate zero offset data. The data was then partially stacked

in the horizontal direction to mimic binning, and then re-sampled to Δx = 24 m and

Δt = 4 ms. This was done in order to resemble more realistic seismic acquisition. The

data was then migrated using a post-stack Kirchhoff migration algorithm with a constant

velocity. A 1D sinc interpolation was performed in order to make the synthetic seismic

appears more similar to the seismic sections that are displayed in seismic interpretation

softwares that are commonly used today. The models we use consist of a sand layer with

15 depressions in it that has the shape of a parabola. The width of the depressions were

all 50 m, which equals the average width of ploughmarks earlier described in the early

Pleistocene by Dowdeswell and Ottesen (2013), and the depths range from 1 to 15 m.

Three different thicknesses of the sand layer was modeled, 2 m, 6 m and 10 m, to see how

tuning affect imaging of iceberg ploughmarks. RMS-amplitudes were then extracted in a

18 ms long window centered on the zero crossing of each of the migrated sections. Figure

A.16 shows the modeled seismic response for the 15 depressions in sand layers of 2 m, 6

m, and 10 m.
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2D finite difference modeling was also performed on a conceptual model of Gas Level 2.

This result is shown in Figure A.18 and discussed in Section A.6.
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Figure A.15: (A) The P-wave velocity model used in modeling. The shale layer (red) is

2100 m/s and the velocity of the sand (orange) is 1900 m/s for water filled case and 1400

m/s for the gas case. The thickness of the sand is up to 23 m (B) Synthetic seismic of

the water filled case. (C) Synthetic seismic for the gas filled case, with 12% uniform gas

saturation as found from fluid substitution analysis described in Section A.4.4. (D) The

maximum amplitude from (B) and (C), and the thickness of the wedge versus the wedge

X-position. AT and AR are the Tuning amplitude and the amplitude of a resolved separate

reflection. When the thickness of the wedge is between 3.6 m and approximately 16.4 m,

AT is greater than the AR. The difference in amplitude between the gas case and the water

case significant for
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Figure A.16: (A), (B) and (c) are the migrated and interpolated synthetic seismic sections

from thin sand layers that have 15 depressions in them ranging from 1 to 15 m. The widths

of the depressions are all 50 m. The thickness of the sand layer is 2 m in (A), 6 m in (B)

and 10 m in (C). The same color map is used in (A), (B) and (C). RMS amplitudes were

extracted in a 18 ms window centered on the time indicated by the black arrows and are

shown in (D).

A.5 Results and Interpretation

A.5.1 Regional stratigraphy

The Mid-Miocene Unconformity (MMU) is a high amplitude reflection in most of the

North Sea. The overlying sediments of late Miocene and Pliocene are downlapping on
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the MMU reflection. The MMU horizon is the blue marker in Figure A.2. The Base Naust

equivalent horizon is not a high amplitude or clear reflection in the data set, but can be in-

ferred from the downlapping of the latest Pliocene and early Pleistocene prograding delta

sediments overlying this horizon, see orange marker in Figure A.2. The Upper Regional

Unconformity equivalent is difficult to identify in the Central North Sea because the sed-

iments above the URU are conformable with the URU. Our pick of the URU horizon is

extrapolated from Figure 4 in Anell et al. (2011) and is the purple marker Figure A.2. We

are not very confident in our pick of the URU. The horizon called Gas Level 1 is a high

amplitude horizon in our data set and is the red marker in Figure A.2.

In the regional profile in Figure A.2, we observe a vertical dim zone (indicated by arrow

A) where the crossing horizons appear distorted. This zone cuts through the MMU and the

Base Naust equivalent horizons, and appears to terminate above or below the Gas Level 1

horizon. We also observe anomalously high amplitude horizons, indicated with Arrow B,

that extend up to 5 km away from this distorted vertical feature. We interpret this vertical

distorted feature as a gas chimney, and the high amplitude anomalies extending out of this

chimney as gas accumulations. We identify horizons that have higher amplitude than the

surroundings in close vicinity of the top of the interpreted gas chimney. These horizons

are brighter on the up-dip side (Northeast) of the gas chimney and we suggest that these

are permeable sand layers that act as a migration route for gas. Possible entry points to the

two horizons are indicated with Arrow C, and white arrows are positioned directly below

these horizons in Figure A.2. We also observe over-deepened structures interpreted as

tunnel valleys (arrow E in Figure A.2).

A.5.2 Iceberg ploughmarks

From the TWT map, in Figure A.4, we find that Gas Level 1 has an average dip of 0.3◦

towards West-Southwest, assuming an average velocity of 1900 m/s down to this horizon.

Gas Level 2 and 3 have average dips of 0.2◦ in the same direction. The strike of the dips

are 10◦Northwest. An overburden velocity effect referred to as a pull-up can be observed

in the TWT map in Figure A.4A. This pull-up is associated with high velocity tunnel

valley infill in overlying early Quaternary sediments.

By studying the amplitude attribute maps in Figure A.5, A.6 and A.7 we observe low

amplitude linear to curve-linear features in a more high amplitude background. Some of

the features exhibit a very predictive nature, while others have abrupt changes. Loops and

cross-cuttings are also observed. These features exhibit the same appearance as iceberg

ploughmarks that are observed at the modern high latitude shelves. These features are

therefore interpreted to be buried iceberg ploughmarks. The interpretation of iceberg

ploughmarks and the directional analysis (Figure A.9) show that the average trend of

drifting icebergs was close to North-South for all three levels. However, we observe that

the ploughmarks in Gas Level 2 can be described by two main trends, and that these trends

are equally deviating away from the strike angle of the dip of the horizon with about 25◦.
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In the amplitude map from Gas Level 1 (Figure A.5), we observe a distribution of am-

plitudes that is highest around the Southernmost part of the white dashed box and then

gradually decrease away. Dim lines can be seen across most of the map, but are more

difficult to be interpreted or not visible in the westernmost part where the amplitudes are

weak. The largest ploughmark is about 250 m wide and several individual ploughmarks

have lengths that exceed 10 km (Figure A.5). The width of the ploughmark was measured

between the high amplitudes, perpendicular to the dim line. This is shown in Figure A.5B.

The RMS amplitude map extracted from Gas Level 2 (in Figure A.6A) shows a different

nature than Gas Level 1. We observe that the areas towards West and East are dim, and

that there is a belt of high amplitudes in a trend that is close to the strike angle of the

dip, and almost parallel to the line where the horizon truncates towards east (indicated

by a dashed line and labeled "Truncation" in Figure A.6). This high amplitude belt stops

towards West approximately at the dashed line labeled GWC in Figure A.6. High ampli-

tude anomalies that are triangular in shape and positioned down-dip of cross-cutting dim

curve-linear features are observed in the dimmer areas, West of the GWC line, and are

indicated by arrows in Figure A.5A. We also observe high amplitude curve-linear events

that occur in pairs, as seen in Figure A.6B, they have the same nature spatial nature as

the ploughmarks that are interpreted from the dim linear features and are also interpreted

as iceberg ploughmarks. The width of these high amplitude lines are up 60 m, when

measuring between the low amplitude sides (opposite to Figure A.5B).

The RMS amplitudes from Gas Level 3 (Figure A.7) are in general lower than the am-

plitudes observed in Gas Level 1 and 2. The nature of the amplitudes in Gas Level 3 is

similar to those seen in Gas Level 1 in the upper half of the map, and a nature that is

more equal to the triangular shaped anomalies observed in Gas Level 2 are observed in

the white box in Figure A.7.

A.5.3 Amplitude versus offset analysis

We observe that the data points from the low amplitude zone (blue dots) and from the

high amplitude zone (red dots) plot in separate regions in the amplitude vs. angle plot in

Figure A.11. The reflection amplitudes from the high amplitude zone is more negative

at zero offset and have a steeper gradient (i.e changing more rapidly with angle) than in

the data from the low amplirude zone. This type of response is referred to as a class

III AVO response (Rutherford and Williams, 1989), which is a typical AVO response for

unconsolidated gas-filled sands below harder shale. The scatter of data points observed

in Figure A.11 is expected from real seismic data. Noise in the seismic data and small

variations in geology and/or gas saturation at the different positions (CMPs) will cause

this behavior. In the data set analyzed here we probably observe a combination of these

effects.

The modeled AVO responses for the simple model described in Section A.4.4 are shown

for different gas saturations and types of saturation in Figure A.11. The modeled response
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for 100 % water saturated rock fit the data from the presumed water filled zone, which is

expected because we normalized the data to the presumed water filled zone. However, the

data is only normalized using a scalar and we still observe that the trend of the data fit the

modeled AVO response very good. Modeling with 100 % gas in the pores result in an AVO

response that do not to fit the data points. We find that AVO Modeling with 12 % uniform

saturation or 70 % patchy gas saturation gave best fit with the data from the high amplitude

zone. The AVO analyses therefor indicate that the sand layer is partially saturated with

gas where high amplitudes are observed, and that the saturation is somewhere in range

from 12 % to 70% depending on how the gas is distributed in the sand layer, patchy,

uniformly or a combination.

A.5.4 Time-lapse analysis

RMS amplitude maps from Gas Level 2 (Section A.4.3) are shown for both the 1991 and

the 2005 3D seismic data sets in Figure A.12. The two maps are very similar in nature

and the same dim linear to curve-linear crossing features can be recognized in both. We

observe that the 2005 data set appears more smoothed and has less noise compared to the

1991 data set. The most obvious difference between the two maps is the new amplitude

anomaly around the position of the 2/4-15 well, that is indicated with an arrow in Figure

A.12C. We see that the triangle shaped anomaly appears brighter towards its easternmost

margin and that it seems that the new high amplitude anomaly, around the 2/4-15 well, is

stopping towards an interpreted iceberg ploughmark. This ploughmark is less visible in

the 2005 data than the 1991 data, but can be inferred from the North-Northeast edge of

the new high amplitude and from the dim line inside the triangular shaped anomaly, the

interpreted ploughmarks are indicated by dashed white lines in Figure A.12 B and D. A

new amplitude anomaly in a sand layer shows that the seismic velocity at this position in

this layer has been lowered from 1991 to 2005, resulting in a higher reflection coefficient.

The time-shift analysis performed on the 2D high resolution line shows that the greatest

time-shifts are located directly below the projection of the 2/4-14 well, see Figure A.13A.

This time-shift is positioned below one of main recipients of gas from the 2/4-14 blow out

positioned at 490 m below mean sea level, and has been studied previously (e.g. Lie and

Larsen, 1991; Langseth and Landrø, 2012). This gas filled sand is indicated by Arrow D

in Figure A.2. A larger time-shift can be observed below the 2/4-15 well in the period

from 1988 to 2009 compared to the period 1988 to 1990. This implies that there has

been a reduction in the velocity in the overlying sediments between 1990 and 2009. The

observed time-shifts below the 2/4-15 well are up to 3 ms.

The time-shift below 2/4-15 suggest that there is a reduction in the velocity above Gas

Level 1 and the new amplitude anomaly observed in Gas Level 2 shows that the velocity of

the sand in Gas Level 2 has been reduced and the reflection strength has increased because

of this. An interpretation that explain both of these observations is that gas from the 2/4-

14 blowout has migrated up along the 2/4-15 well and entered Gas Level 2. However, if

we attribute the maximum observed time-shift of 3 ms to a change in saturation in the 6
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m thick sand layer, it implies a reduction of the velocity in the order of 900 m/s. A more

sound interpretation is that gas from the 2/4-14 blowout has saturated thin sand layers

and/or damaged formation around the 15 well in addition to charging Gas Level 2 with

gas. Based on the data available, this fluid flow must have taken place between 1991 and

2005.

A.5.5 Seismic response of thin sand layer

The reflection response from a thin sand layer depends on its thickness and the frequency

content of the seismic data. Figure A.15 shows that when the thickness of the sand layer

is between 3.6 m and 16.4 m, its tuning amplitude AT will be greater than the amplitude

of a resolved top or base reflection, AR, when using a 45 Hz Ricker wavelet. The tuning

is independent of the fluid fill, but the amplitude will be proportional to the reflections

coefficient. The reflection coefficient for the gas saturated case is 3.8 times as strong as

for the water saturated case, and Figure A.15D shows that the response from gas filled

sand layer, if it is thicker than 2 m, will be higher than the response from a water filled

layer at maximum tuning thickness. Maximum tuning thickness for a Ricker wavelet with

peak frequency fp = 45 Hz occurs at 8.2 m. In Figure A.14 we observe that to the left

of the high amplitude anomaly (indicated with arrows) we are able to continue interpret

the high amplitude reflector, in both the data sets, where it dims to the left. This line

very close to the 2/4-16 well where the sand layer is 6 m thick. Since this horizon can be

interpreted where it is water filled, our tuning analysis suggest that we should be able to

interpret, at least, a 2 m thick gas filled sand layer as well.

Modeling of depressions in thin sand layers show that iceberg ploughmarks that are 50

m wide can be visible in layers as thin as 2 m (Figure A.16A), using the method of

extracting RMS amplitudes. When the sand layer is 6 m thick, its total response has a high

amplitude, and the depressions can be spotted as dim zones if the ploughmark is deeper

than 3 m and easily detected if the depth exceeds the layer thickness (Figure A.16B).

Figure A.16C) shows that the detectability of iceberg ploughmarks will be reduced when

the thickness of the layer is higher than maximum tuning thickness. However, at this

thickness we start to see the depressions of the ploughmarks when they are deeper than 1

m.

The RMS amplitudes shown in Figure A.16D shows that the amplitude of the seismic

signal at the position of iceberg ploughmarks are in general lower than the amplitude in

surrounding, unaffected layer. However, by studying the RMS amplitudes extracted from

the the 10 m thick sand layer, we observe two things: When the depression is less than 4

m deep, there is an increase in amplitude and when the depression is deeper than 6 m there

is an increase in amplitude on the edges of the depressions. These two observations can

be explained by tuning effects. The 10 m thick layer is thicker than the maximum tuning

thickness, and whenever a depression in the layer makes the total thickness go toward

maximum tuning, its amplitude will increase.
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A.6 Discussion

There may be several explanations for high amplitude horizons in a seismic section. Large

contrasts in lithology or fluid fill between sedimentary layers will result in a high reflection

coefficient and correspondingly bright reflectors in a stacked seismic image. Examples of

this can for example be sediments on bedrock, silisiclastic sediments on salt or hard car-

bonates, or sand/shale on coal. In this study, we present results that give good indications

that the observed high amplitude horizons in the early Pleistocene sediments studied in

this paper are due to gas accumulations in thin sand layers. AVO analyses show a clear

separation between the data from the low amplitude and high amplitude zones (Box 1

and 2 in Figure A.10), and the AVO response from the high amplitude zone is a typical

response from a gas saturated sand layer (Rutherford and Williams, 1989; Shuey, 1985;

Avseth et al., 2005). Furthermore, time-lapse analysis indicate that gas from the 2/4-14

blowout has been flowing into the sands of Gas Level 2 some time in the interval from

1991 to 2005 (Figure A.12). In addition to showing that gas from the 2/4-14 blow out has

entered a new sand layer, it gives us a very good indication of how gas or hydrocarbons in

Gas Level 2 appears in seismic. The fact that the new gas accumulation exhibits the same

nature as the surrounding anomalies, strengthens our interpretation that the observed high

amplitude anomalies in the studied interval are related to shallow gas.

The seismic modeling show that iceberg ploughmarks should be detectable in seismic data

as dim features, and that ploughmarks should be observable in sand layers as thin as 2m

in the 3D data sets used here. A factor that influence the ability to detect the ploughmarks

is the depth of the ploughmark. If the depth of ploughmark exceeds the thickness of the

sand layer it is positioned in, it will be detectable in RMS amplitude maps. The modeling

shows that when the layer is thicker than the depth of the ploughmark its detectability is

reduced compared to the latter case (Figure A.16). The noise level in the seismic data set

will also have an impact on the detectability of iceberg ploughmarks. We can not detect

variations that are smaller than the noise level. However, by extracting RMS values in

a window we do a form of stacking that will enhance coherent signal and reduce non-

coherent noise. This will increase the differences between high and low amplitude zones

in the horizons under investigation and therefore the detectability of iceberg ploughmarks.

The triangular shaped anomalies observed in Gas Level 2 (Figure A.6) have earlier been

interpreted as a result of relict ploughmarks acting as a trapping mechanism for shallow

gas (Haavik and Landrø, 2013). This trap is the result of icebergs that have ploughed

down in a sandy sea floor, followed by deposition of finer sediments that can act as a

seal, or that the icebergs have ploughed down in sand that lies beneath shale. To form a

trap, two of the ploughmarks must cross each other or one ploughmark must be part of an

ellipse or a semicircle (Figure A.17). The sandy layer must, at least, locally, have a dip

to generate volume where gas can be trapped. Furthermore, we think think that the angle

between the trend of the iceberg ploughmarks and the strike of the dipping layer should

be close, but not equal, to give the traps a large storage potential. If the trend of the

ploughmarks are close to perpendicular to the strike of the dip the storage potential will
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be lower, see Figure A.17. The parallel high amplitude lines, shown in Figure A.6B, must

have a different explanation. The modeling suggest that an increase in amplitude will

occur when an iceberg ploughmark decreases the total thickness of a layer into tuning

thickness (Figure A.16D), but this increase appears to be in the order of a few percent and

cannot explain the observations. The parallel high amplitude lines are positioned in a low

amplitude background area and the RMS amplitude from these features are ranging from

2 to 5 times as high as the background amplitudes. This suggests that the surroundings

are water filled, while the high amplitude lines are gas filled. An explanation for this can

be that the ploughmarks has berms that are high enough to trap gas and wide enough to

be observed. In that case, the width of the berms can be over 60 m wide. This explains

why the lines are parallel too; that berms are positioned on both sides of the depression.

Woodworth-Lynas et al. (1991) reported that the crests of modern iceberg ploughmarks

can reach up to 6 m above the seafloor.

The reason why we see this sort of trap in Gas Level 2 is probably a combination of

several factors. The ploughmarks observed in this layer have two main directional trends

and these trends have the same small deviation from the strike of the dip, giving the traps

a good storage potential. The gamma ray response from the layer corresponding to Gas

Level 2 is low compared to that of Gas Level 1 and 3 (Fig. A.10C). This is indicating that

this sand layer is cleaner than the other layers. Clean and poorly consolidated sandstones

are usually correlated with high permeability and porosity (Nelson, 1994), and this means

that the sands of Gas Level 2 may act as an effective migration route for the gas. The gas

traps will appear very strong and stand out from the surroundings if less gas is trapped in

heterogeneities inside the sand layer.

Our interpretation is that the sand layer of Gas Level 2 is pinching out towards East and

form a reservoir that is filled with gas. We interpret the GWC line in Figure A.6 to be

the approximate gas-water contact. When gas has entered the sand layer of Gas Level

2, it has migrated up-dip towards Northeast. Some of the gas gets trapped in the smaller

triangular shaped anomalies discussed above, and the rest is filling the stratigraphic trap.

This shallow gas reservoir appears to extend out of the 3D data set available for this

study, at least to the North. Figure A.18A shows a seismic line running perpendicular to

the belt of high amplitudes and also across one of the triangular shaped anomalies, and

the reflector of Gas Level 2 is highlighted. A schematic model for how the gas is trapped

in Gas Level 2 is shown in Figure A.18B and synthetic seismic of this model is shown in

Figure A.18C.

The regional seismic profile in Figure A.2 indicates that the shallow gas observed in Gas

Level 1, Gas Level 2 and Gas Level 3 has been sourced from deeper strata, with the

exception of the gas from the 2/4-14 blowout, and therefore has thermogenic origin. Ver-

tical gas migration can be inferred from the interpreted gas chimney and we think that

horizontal migration occurred through the observed high amplitude shallow sandy layers

(see Figure A.2). However, we do not exclude the possibility that parts of the gas have

biogenic origin.

We have not discussed the possibility that the sand layers studied here are filled with oil.
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These sand layers are very thin and an oil response might not been detected by well logs.

The belt of high amplitudes in Gas Level 2 has an area over 570 km2 and appears to

continue further out of the data set. The conceptual model in Figure A.18 may be a new,

far-fetched, Quaternary exploration play in the Central North Sea.
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Figure A.17: This figure shows possible traps generated by iceberg ploughmarks seen

from above. The strike (East-West) and dip (South) of the layer that the iceberg plough-

marks are situated in is indicated. The storage capacity of the traps created by the iceberg

ploughmarks are related to the trend or trends of the ploughmarks relative to the strike of

the dipping layer. When the angle between the trends of the ploughmarks and the strike

angle are low, or relatively low as in (A) more gas can be trapped than if the angle is high

as in (B). If the ploughmarks have trends that are very different compared to the strike

angle, as in (C), it will lower the storage capacity compared to (A). Another possible trap

can be wavy ploughmarks as in (D). The trap thickness or the height of the column of fluid

it can trap is indicated by the color bar. The maximum height this type of trap can have is

the depth of the ploughmark at its highest point (e.g. where the ploughmarks cross).

The iceberg ploughmarks that have been identified in this paper are positioned between

roughly 470 m to 700 m depth below mean sea level and positioned above the inter-

preted Base Naust equivalent horizon (Figure A.2), and the directional trend of the iceberg

ploughmarks in this data set is consistent with the observations in Stuart and Huuse (2012)

and Dowdeswell and Ottesen (2013). In the Central North Sea the Base Naust equivalent

horizon is about 2.7 Ma and have been correlated to the 2/4-C-11 well at approximately

700 m depth in Ottesen et al. (2014) and 980 m in Eidvin et al. (1999) and (Eidvin et al.,

2013). The 2/4-C-11 well is positioned 12 km South of the 2/4-14 well and its position is

indicated in Figure A.4 right outside the 3D seismic data set available for this study. Our

interpretation of the Base Naust equivalent horizon at the 2/4-14 well gives a depth below

mean sea level of roughly 950 m, when using an average velocity of 1900 m/s down to

this horizon. This is in good correspondence with the depth from Eidvin et al. (1999).

However, there is an ambiguity in the depth of the Base Naust equivalent in the this study

and Eidvin et al. (1999) and to the one in Dowdeswell and Ottesen (2013) and Ottesen
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Figure A.18: (A) A random line from the SG9111 3D data set which position is indicated

in Figure A.6. The line is running from Southwest towards Northeast from right to left.

The reflection and close surroundings of Gas Level 2 is highlighted. The vertical arrows

are indicating pull-ups in the seismic. The pull-ups are overburden velocity effects and

make the apparent topography of the geology differ from its real. A possible gas to water

contact is indicated with arrow GWC. (B) A conceptual model for Gas Level 2. A sand

layer pinching out in surrounding shales and saturated with gas in two different traps;

ploughmark trap and a stratigraphic trap. The sand layer is 7 m at its thickest (to left)

and have several depressions that represent iceberg ploughmarks. (C) Synthetic migrated

seismic section of the model in (B). The modeling procedure is explained in Section A.4.6.

et al. (2014). This ambiguity makes it difficult to date the iceberg ploughmarks identified

here. By using the depth of the Base Naust equivalent horizon from Figure 4 in Ottesen

et al. (2014) we find that the ploughmarks identified in this study can be as old as 2.7

Ma. If we compare the horizon that corresponding to Gas Level 1 in Figure A.2 to earlier

interpretations from this area, Figure 6 in Huuse (2002) and Figure 4 in Michelsen (2001),

we find that the ploughmarks should be close to 1.8 Ma based on their interpretation. In

comparison, about 200 km further to the South, Kuhlmann and Wong (2008) described an

interval heavily influenced by iceberg ploughing which they dated to be around 1.9 Ma.

A more detailed stratigraphic study is needed to date the interval properly.

Eidvin et al. (1999) found small quantities of ice-rafted material in the cores and cuttings

in the early Pleistocene section of the 2/4-C-11 well compared to sediments at comparable

depths in the northern North Sea. This was interpreted as if this area was less influenced

by icebergs than the areas in the Northern North Sea. In contrast to findings of Eidvin et al.

(1999), (Dowdeswell and Ottesen, 2013) and this study show that the early Pleistocene

sediments in the Central North Sea are heavily influenced by icebergs.
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The sediments of the Naust Formation in the Central North Sea are rather fine grained,

probably distal deposits from fluvial and glacio-fluivial sources in South and Southeast

(Ottesen et al., 2014), and the ploughmarks observed in the Central North Sea are prob-

ably formed in relatively deep water (Dowdeswell and Ottesen, 2013). In this study we

find multiple thin sand layers in the Naust formation, and that these layers are embedded

in finer sediments that are sealing. These sands have probably been deposited in deep

water, and we speculate that sediment failure in the delta fronts of the fluvial systems

to the South and Southeast are the sources of these sands. The sand layers may have

been covered in finer sediments prior to the generation of the ploughmarks, as long as the

ploughmarks are deep enough to penetrate into the sands we should be able to observe

them in seismic. The three different layers may therefore be a result of periods with very

high sedimentation rates causing the delta front instabilities (Adams and Roberts, 1993;

Benvenuti et al., 2012).

The method for detecting iceberg ploughmarks using time-slices through the seismic data

have shown great results (e.g. Dowdeswell and Ottesen, 2013). However, a shortcoming

of that method is that it is not able to correctly resemble a palaeo-seafloor, especially if the

layers under investigation have topography or are affected by overburden velocity effects

(e.g. pull-ups as seen in Figure A.4). The choice of method for detecting iceberg plough-

marks should be based on the topography in the area. It is clear, from the comparison

made in Figure A.8, that the method of time-slicing is able to detect buried ploughmarks

in this area. However, by manually picking horizons, we assure that the interpreted ice-

berg ploughmarks are roughly of the same age. We are also able to interpret more iceberg

ploughmarks because of this.

We have shown that conventional picking of seismic reflectors followed by amplitude

attribute analysis can give beautiful images where iceberg ploughmarks can easily be

detected. The method works very well where gas is illuminating shallow sand layers

giving locally high amplitude horizons in the seismic. This method is extremely fast using

auto tracking algorithms that are available in most of the seismic interpretation softwares

used today. Using the described method on a larger data set may give insight into the

spatial and temporal distribution of iceberg ploughmarks through a larger sediment record.

This may in provide further insight into glaciations of the early Pleistocene.

A.7 Conclusions

• Sandy layers probably deposited in deep water during early Pleistocene are visible

as high amplitude horizons in seismic data. The high amplitudes are associated

with gas in these layers, which is supported by geophysical analysis and seismic

interpretation.

• By picking these high amplitude sandy layers in 3D seismic data and performing

amplitude attribute analysis we obtain maps where iceberg ploughmarks can easily
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be detected as dim linear to curve-linear features, showing that the sandy layers was

deposited under glacial influence.

• For the three early Pleistocene sand layers studied here we find that the iceberg

ploughmarks have a principal direction in a close to a North-South trend. The age

of these ploughmarks are probably around 1.8 Ma.

• AVO-analysis confirms that high amplitude anomalies are most likely caused by the

presence of shallow gas.

• The shallow gas present in the sand layers under investigation are most likely of

thermogenic origin, and a result of migration from deeper layers.

• Two types of hydrocarbon traps are observed in this data set. One of the traps is a

stratigraphic pinch out. The other trap is a result of buried iceberg ploughmarks, and

is to our knowledge, the only place where this type of trap has been documented.

• Gas from the 2/4-14 blowout in 1989 has migrated further into a new sand layer.

Analysis indicate that this migration happened between 1991 and 2005.
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A.8 Appendix: Amplitude versus offset modeling

The equations used in AVO-modeling are presented in this Appendix.

A.8.1 Angle dependent reflection coefficients

Amplitude versus offset analysis is a method where angle dependent reflection-coefficients

are used to make inferences about the rock properties, mineralogy and fluid content. Re-

flection coefficients that vary with angle is an effect of the energy distribution over a

boundary. By imposing the boundary conditions that two layers have welded contact,

Zöppritz (1919) derived the equations for how the energy from an incident wave will be
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distributed in reflected, transmitted and converted waves. A widely used approximation

to the Zöppritz equations for P-wave reflection was given by Shuey (1985) as:

R(θ) = R(0) +G sin2(θ) + F tan2(θ) sin2(θ) (A.3)

where:

R(0) =
1

2

(
Δα

α
+

Δρ

ρ

)
(A.4)

G =
1

2

Δα

α
− 2β

2

α2

(
2Δβ

β
+

Δρ

ρ

)
(A.5)

F =
1

2

Δα

α
(A.6)

and x = (x1 + x2)/2, Δx = x2 − x1 for xi = αi, βi, ρi where subscript i indicate the

layer number. We see that the P-wave velocity α, S-wave velocity β and density ρ for both

layers are needed to model the angle dependent reflection coefficient given in Eq.A.3.

A.8.2 Gassman fluid substitution

Fluid substitution is done, using the equations given by Gassman (1951), to predict the

effective elastic muduli, or velocities, of a porous and permeable rock saturated with

different fluids. In order to perform fluid substitution we need to know the S-wave velocity

β, P-wave velocity α, density ρ,porosity φ and bulk modulus of the solid Ks and the fluid

saturating the pores Kf1 . Furthermore, the Bulk modulus and density of the fluid we

would like to saturate the rock with are required. The procedure is given by e.g Avseth

et al. (2005):

1. Find the effective bulk and shear moduli from velocities and density for a rock

saturated with a fluid 1, here indicated by subscript 1:

K1 = ρ1

(
α2
1 +

4

3
β2
1

)
(A.7)

μ1 = ρ1β
2
1 (A.8)

2. Use the equations from Gassman (1951) to find the bulk modulus to the rock satu-

rated with fluid 2, K2:

K2

Ks −K2

− Kf2

φ (Ks −Kf2)
=

K1

Ks −K1

− Kf1

φ (Ks −Kf1)

(A.9)
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3. According to Biot theory the shear modulus μ remain unchanged.

μ2 = μ1 (A.10)

4. Calculate the bulk density of the rock saturated with fluid 2.

ρ2 = ρ1 + φ (ρf2 − ρf1) (A.11)

5. Calculate the velocities for the rock saturated with fluid 2.

α2 =

√
K2 +

4
3
μ2

ρ2
(A.12)

β2 =

√
μ2

ρ2
(A.13)

These velocities can then be used in e.g. AVO-modeling.

A.8.3 Bulk modulus and density of fluid mixtures

Often the gas or oil saturation in rocks are not 100 %. To model the properties of fluids

that consist of more than one phase we use averages. For gas solved in water it is often

assumed that the two phases experience the same pressure when a seismic wave propagate

through it and the effective bulk modulus can be given by the "iso-stress" or Reuss average

(Avseth et al., 2005):

KR
fm =

(
Sf1

Kf1

+
Sf2

Kf2

)−1

(A.14)

Where Kfm , Kf1 and Kf2 are the bulk modulus of the mixture of fluids given by Reuss

average, the bulk modulus of fluid 1 and the bulk modulus of fluid 2, respectively. Sf1 and

Sf2 are the amount of fluid 1 and fluid two each fluid and Sf1+Sf2 = 1. The average given

in Eq. A.14 is often used for gas solved in water, i.e uniformly mixed fluids. However, the

geometrical distribution of the gas may be quite different in nature. If the gas is distributed

as larger patches in a background of water then another average is often used, the Voigt

average:

KV
fm = Sf1Kf1 + Sf2Kf2 (A.15)

The average given in Eq. A.15 is used when the patches of gas are on a scale that is larger

than a critical scale (Mavko and Mukerji, 1998). This critical scale is dependent on the

permeability of the rock, bulk modulus and viscosity of the fluid, and the frequency of

the seismic (wavelength). Mavko and Mukerji (1998) find that the use of Eq.A.15 in fluid

substitution give good results for patchy saturation.
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The density of the fluid mixture is given for both uniform and patchy saturation mixtures

as:

ρfm = Sf1ρf1 + Sf2ρf2 (A.16)

The density ρfm and bulk moduli KR
fm

or KV
fm

are used in fluid substitution depending on

the type of saturation, i.e the mixture of fluids. When free gas is present in the system,

patchy saturation is likely to occur (Sengupta, 2000).

A.8.4 Empirical relationships for S-wave velocity and density

Often we do not have all the parameters that are required for AVO modeling. We then

rely on empirical relations that can give us estimates of the unknown parameters through

the parameters we know. To get an estimate of S-wave velocity β in both layers, we used

the empirical relationship given by Han (1986) which uses P-wave velocity α as input:

β = 0.793α− 786.8 (A.17)

This empirical relationship is found for clean unconsolidated sandstones at 40 MPa con-

fining pressure.

The density for a brine saturated poorly consolidated sandstone is here estimated by the

use of the density of Quartz ρQ and brine ρw together with an assumed porosity φ.

ρ = ρQ (1− φ) + ρwφ. (A.18)

Another way of estimating the density is through the empirical relationship from Gardner

et al. (1974), who found that the density can be estimated using the P-wave velocity α as:

ρ = 0.23α0.25. (A.19)
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Appendix B

Other work performed during this PhD

This Appendix contains a list over other scientific work performed during this 3-year

period, that was found to not directly fit into this thesis.

• Conference abstract Using geophone components to obtain ultralow frequency

seismic signals at long offsets. Presented by Martin Landrø at the 83rd SEG meet-
ing. See Landrø et al. (2014).

• Conference abstract Analysis of Shallow Gas in the Ekofisk Area. Presented at
the 75th EAGE Meeting by Kjetil E. Haavik. see Haavik et al. (2014).

• Conference abstract Monitoring changes in the overburden - some observations

from using various 2D and 3D seismic time lapse data sets. Presentet by Martin
Landrø at the Time-lapse workshop at the 77th EAGE meeting. See Haavik and

Landrø (2015b).

• Conference abstract Correcting air gun source signatures for variation in sea water

temperature This was presented at the 3rd EAGE workshop on Permanent Reservoir
Monitoring by Kjetil E. Haavik. See Haavik and Landrø (2015a)

• Conference abstract Discriminating between oil and gas exploiting the amplitude

dimming a the rim. This was presented at the SEG annual meeting by Kjetil E.
Haavik. See Landrø and Haavik (2015).
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