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Abstract

The growth and potential intercalation of Fe on naturally grown MoS2 has
been studied using a number of surface techniques. An initial sample char-
acterization revealed that samples extracted from the natural MoS2 crystal
contained few impurities and were well suited to the purposes of this exper-
iment. Fe thermally evaporated onto the MoS2 surface was found to be only
weakly interacting with it, easily desorbing during heating. For the quanti-
ties of Fe used in this experiment the growth appeared to be uniform. When
deposited at room temperature, and when annealed at temperatures up to
100◦C, the Fe did not show any signs of having intercalated into the MoS2.
On Fe dosed samples annealed at higher temperatures (400◦C+) ARXPS
measurements revealed hints that the Fe may have intercalated. However,
due to the amount of Fe that was thermally desorbed in the annealing pro-
cess, this cannot be concluded with certainty. The Fe was observed to surface
dope the sample. It was additionally found that this shift could be reversed
by deposition of an alkali metal. A series of preliminary electronic band
structure measurements were made on the new hybrid materials. These
measurements revealed no clear evidence of band structure alterations due
to magnetic effects.



Sammendrag

Veksten av jern p̊a naturlig grodd MoS2 har blitt studert ved bruk av en rekke
eksperimentelle overflateteknikker. Spesiell interesse er gitt til muligheten for
at jernet kan bli innskutt mellom lagene i det lagvise materialet. En innle-
dende undersøkelse av den naturlige krystallen avslørte at den inneholdt f̊a
urenheter og var godt egnet til eksperimentets hensikter. Vekselvirkningen
mellom jern termisk fordampet p̊a MoS2 overflaten og den samme overflaten
viste seg å være svake. Jernet desorberte lett under varmebehandling av
prøvene. For de mengdene jern brukt i dette eksperimentet var veksten
tilsynelatende uniform. N̊ar jernet ble avsatt p̊a prøven ved romtemper-
atur, og n̊ar det ble utsatt for gløding ved temperaturer opp mot 100◦C,
ble det ikke observert noe tegn til innskyting. P̊a lignende prøver utsatt
for gløding ved høyere temperaturer (400◦C+), viste ARXPS målinger tegn
til at jernet mulig hadde blitt innskutt mellom lagene i krystallen. Det er
derimot vanskelig å konkludere dette med sikkerhet ettersom mesteparten
av jernet ble desorbert i glødingsprosessen. Det ble i tillegg observert at
avsettingen av jern overflatedopet prøven. Denne dopingen ble vist å kunne
bli reversert gjennom avsetting av et alkalimetall p̊a overflaten. En rekke
innledende målinger av det nye hybridmaterialets elektroniske bandstruktur
ble ogs̊a foretatt. Disse målingene viste ingen klare tegn p̊a endringer in
bandstrukturen som følge av magnetiske effekter.
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Chapter 1

Introduction

As conventional solid state electronics shrink to ever smaller sizes they run
into a number of problems. Be it the increased problem of heat dissipation
from charge current or quantum size effects, these issues may well impose a
final limit on their dimensions. To circumvent this a host of other poten-
tial device applications making use of quantum effects are being explored
and developed. Among these are the emerging fields of spintronics and val-
leytronics. Their purpose is to eventually make devices which make use of
spin and the so-called valley degree of freedom, rather than electric charge
to carry information. A class of layered materials known as transition metal
dichalcogenides (TMDCs) have been attracting much attention for potential
use in such devices due to their rich spin and valley physics. The ability to
control and tune the spin and valley properties in materials such as these
will be of vital importance to the development of spintronic and valleytronic
devices. One way through which this can be achieved is by the manipulation
of the magnetic properties of the materials. In TMDCs a great potential
way to do this is by transition metal doping. Magnetic dopants such as
these are of considerable interest because the TMDCs are by themselves in-
trinsically non-magnetic. Thus the magnetism in the doped material arises
nearly exclusively from interactions between the dopants. This enables the
tuning of the magnetic interaction simply by varying the dopant concentra-
tion and/or the type of dopant. Thermal evaporation of transition metals
onto TMDC surfaces provides an expedient and versatile method to perform
this doping. However, the adsorption of transition metals to the surfaces
makes them highly reactive and prone to oxidation. If these atoms could be
made to intercalate to reside in the van der Waals gap between the molecu-
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lar layers of the TMDC, this should drastically reduce the surface reactivity
while preserving the desired magnetic effects. The latter would of course
make the resulting hybrid material much more suitable for potential device
applications.

The purpose of this thesis is to investigate the conditions needed to re-
alize such a robust magnetic surface doping of the TMDCs. To this end,
this experiment will examine the growth and potential intercalation of iron
thermally evaporated onto the surface of MoS2 using a number of different
surface techniques. The dopant depth profile will be monitored before and
after annealing the Fe dosed samples to high temperatures. Additionally the
possibility of reversing any potential electronic doping effects of the Fe depo-
sition will be explored. This will serve to make any potential changes to the
electronic band structure less ambiguously attributable to magnetic effects.
Finally preliminary measurements of this band structure will be made. The
ultimate goal of this experiment is to enable future, more in depth band
structure measurements to be made under varying dopant profiles.

This thesis will begin by explaining certain key concepts relevant to the
experiments performed. Special attention will be given to the materials stud-
ied as well as the experimental techniques employed in their study. Then will
follow a description of certain specifics of the experimental procedure. Fol-
lowing this the results of the investigation will be presented and discussed,
before a conclusion is drawn. Each of the major chapters of this thesis will
include a brief introduction explaining its purpose and content.
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Chapter 2

Theory

This chapter will present and explain certain key concepts important to the
topic of this thesis. Special attention will be paid to the class of materials
studied as well as the experimental techniques used to study them. The first
section will also serve to contextualize the experiment within the published
literature. Due to the impracticality of a ground-up approach this chapter
will assume the reader has a rudimentary understanding of solid state physics.

3



Figure 2.1: Crystal structure of MoS2. a) Top view showing the hexagonal
structure of the Mo (blue spheres) and S (yellow spheres) layers. The red
rhombus marks the unit cell. b) Side view illustration showing two MoS2

layers in the 2H structure. The unit cell contains two S-Mo-S units, each
having a net in plane dipole (marked by the red arrows) in opposite directions.

2.1 Transition Metal Dichalcogenides

Transition metal dichalcogenides (TMDCs) are a class of layered materials
that have long been studied for their mechanical[1], optical and electronic
properties[2]. In more recent times the discovery of graphene by mechanical
exfoliation of graphite[3] has kindled a resurgence of scientific and engineering
interest in layered materials, especially in their single layer, two dimensional
forms. Once thought to be unstable due to thermal fluctuations[4, 5], these
2D materials have since proven host to a variety of exotic physics with wide
ranging potential applications[6]. Among the layered materials, TMDCs with
their variety of properties ranging from metallic, to semiconducting, to su-
perconducting, have received particular interest.

TMDCs have a general chemical formula of MX2, where M is a transition
metal atom (e.g. Mo, W, Ti, Zr, Ta, Nb) and X is a chalcogen atom (e.g. S,
Se, Te). Each layer of these materials consists of covalently bonded X-M-X
networks having a D1

3h space group as shown in Figure 2.1. This figure shows
the crystal structure of MoS2, the most common of the TMDCs. Its structure
is analogous to that of the other materials of this class. The bulk form of the
TMDCs is made up by the stacking of such two dimensional layers, bound
only by relatively weak van der Waals interactions. This weak inter-layer
bonding means that each of the layers making up the bulk can be considered
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Figure 2.2: First Brillouin zone of MoS2 with points of high symmetry marked
on the figure. Both the bulk (blue) and surface (red) Brillouin zones are
represented.

quasi two dimensional systems. Consequently TMDCs are highly anisotropic
materials, having different properties in in-plane and out-of-plane directions.
While several different bulk phases exist, made up by stacking the layers in
different ways[7], this thesis will mainly concern itself with the so-called 2H
polytype. This bulk phase, depicted in Figure 2.1 b), has a bilayer unit cell
with space group D4

6h. The reciprocal lattice of the TMDCs preserves the
hexagonal symmetry of the real space lattice. Figure 2.2 shows the bulk and
surface Brillouin zone of MoS2 and labels the points of high symmetry. These
labels are frequently used to specify crystallographic directions. Note that
the points of high symmetry of the surface Brillouin zone are distinguished
from those of the bulk Brillouin zone by the addition of a bar (e.g. Γ̄ as
opposed to Γ).

2.1.1 Spin-orbit Interaction and Valley Degree of Free-
dom

What truly sets TMDCs apart from other two dimensional materials is their
strong spin-orbit interaction. The spin-orbit interaction (SOI), alternatively
spin-orbit coupling, is a relativistic effect arising from the coupling of a par-
ticle’s spin s with its momentum p under an external electric field E. To
give an idea of the factors influencing the SOI it is useful to note that it can
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be described by the SOI Hamiltonian[8]

Ĥso = −µBσ ·
(
p× E/2mc2

)
. (2.1)

Here µB is the Bohr magneton, σ the spin Pauli matrices, m the effective
mass of the carriers and c the speed of light. Clearly, the strength of the
interaction depends on the effective magnetic field Beff = (p× E/2mc2) and
consequently on p and E and their relative orientations[9, 10]. This inter-
action is particularly important for TMDCs because of the strong spin-orbit
coupling of the d orbitals of the transition metals.

In non-magnetic centrosymmetric materials, such as the bulk 2H phase
of TMDCs, the combination of inversion symmetry and time-reversal sym-
metry ensures that its electronic states must be doubly spin degenerate. If
inversion symmetry is broken, however, the SOI can lift this degeneracy at
generic k-points in the Brillouin zone and induce a momentum-dependent
spin splitting. Further, it can lead to the emergence of a number of poten-
tial effects such as for example the spin Hall effect[11] or the spin-galvanic
effect[12]. The inversion symmetry can be broken in a couple of different
ways. One way it can be done is to apply an external electric field to cre-
ate a non-centrosymmetric potential well at semiconductor heterointerfaces.
This has been shown to lead to Rashba-type[10] spin splitting of electronic
states around high symmetry points in the Brillouin zone with a momentum-
dependent in-plane spin polarization[13, 14, 15]. As can be seen from Figure
2.1, the inversion symmetry of TMDCs is broken when going from the bulk
to the monolayer form. Hints on the nature of the spin splitting in these
monolayers can be gleamed from Equation 2.1. Here the electric field E is
dominated by an internal electric dipole field imposed by the net in-plane
dipole in each structural unit (marked by red arrows in Figure 2.1 b)). Being
a two dimensional material, p is also primarily confined to in-plane directions,
meaning that the effective magnetic field Beff must be largely perpendicular
to the plane. In WSe2[8, 16] and MoS2[17, 18, 19] this has been shown to give
rise to a Zeeman-type spin splitting and an out-of-plane spin polarization
at and around the corners (K̄ points) of the Brillouin zone. Due to time-
reversal symmetry this polarization will have an alternating sign at opposite
corners (K̄ and K̄′). Recently, however, a similar spin polarization has been
observed in globally centrosymmetric materials in which constituent struc-
tural units break inversion symmetry[20, 21, 22], among these both WSe2

and NbSe2. These properties, along with the possibility of controlling them,
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make TMDCs prime candidates for spintronic devices (i.e. devices that use
spin to carry signals).

In addition to this rich spin texture TMDCs show great potential for of-
fering yet a different type of device functionality. Certain materials, TMDCs
included, display conically shaped ”valleys” in their electronic band struc-
ture. When two such valleys exist at the same energy but at different loca-
tions in momentum-space the system gains an additional quantum number
known as the valley index. The existence of these kinds of valleys makes it
possible to confine electrons, not into a specific location, but to a preferred
momentum, effectively channeling the flow of charge in a particular direc-
tion. Valleytronic devices aim to make use of this valley degree of freedom
in valley based electronic applications. An important part to realizing such
devices is the ability to localize electrons to one momentum valley. Also re-
ferred to as valley polarization, this has been proposed and achieved in both
graphene[23, 24] and TMDCs[25, 26].

TMDCs, however, display two important differences from graphene that
may prove significant to the development of valleytronic devices. First is
the explicit breaking of inversion symmetry in the TMDC monolayers. This
can lead to both the emergence of a valley Hall effect[23] as well as valley-
dependent optical selection rules for interband transitions at K points[27].
The second difference is again the strong SOI in TMDCs which has been
shown to lead to coupled spin-valley physics[19]. This has been predicted[17]
and shown[21, 28] to give rise to valley-dependent spin polarization. Fur-
thermore, this spin-valley locking has been shown to play a significant role
in superconductivity in ion-gated MoS2[18].

2.1.2 Magnetic Doping of TMDCs

The ability to tune and control these interactions will be of crucial impor-
tance to the development of novel device applications. One promising way
to achieve this in the TMDCs is by manipulating their magnetic proper-
ties. Although intrinsically non-magnetic, several methods aiming to intro-
duce stable magnetism in two dimensional materials have been proposed and
explored[29]. It has been shown that grain boundaries and dislocations in
TMDCs display a substantial magnetic moment[30]. This type of magneti-
zation can further be induced by proton irradiation[31]. There are a couple
of drawbacks to this method, however. First of all, the resulting magneti-
zation depends strongly on the defect configurations. Second, in order to
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achieve large system magnetism it is necessary to introduce a large number
of defects to the systems. The latter may reduce carrier mobility within the
layer due to the formation of scattering centers and charge-trapping sites. A
different method shown to induce strong ferromagnetism in MoS2 is through
surface functionalization, specifically by hydrogenation[32]. Although the
magnetism produced from this method is stable, experimentally achieving
this result is not straightforward. Realizing the surface hydrogenation of the
MoS2 requires an external stress applied to it. Yet a different method is
by cutting the two dimensional material into one dimensional nanoribbons.
This has been proposed and achieved for MoS2[33, 34]. Again, however, these
nanoribbons are difficult to prepare experimentally, further complicated by
the fact that depending on their edge type not all nanoribbons are magnetic.
The final method which will be discussed, and which was adopted for this
experiment, is by far the most conventional and easy way to induce stable
magnetism in 2D systems: doping by transition metals[35, 36]. Because the
TMDCs are by themselves non-magnetic, magnetic dopants are a particularly
interesting choice. The resulting magnetism in the doped TMDC will arise
primarily from interactions between dopants. Consequently, the strength of
the magnetic interactions in the system can be tuned by varying the dopant
concentration.

TMDCs doped in this way have been shown to harbor a number of inter-
esting properties and effects. For example, Mn doping of monolayer MoS2 has
been predicted to induce ferromagnetism[37]. Magnetically doped TMDCs
have also been proposed as candidates for two dimensional dilute magnetic
semiconductors[37, 38]. Additionally, the introduction of a magnetic field will
break time-reversal symmetry in the material and thus it can lift the K/K’
valley degeneracy Although it has been demonstrated that valley polariza-
tion in MoS2 can be induced from optical pumping with circularly polarized
light[26], an equilibrium valley polarization would be far more useful in device
applications. This has been achieved in the same material through magnetic
doping[39].

2.1.3 MoS2

MoS2 or molybdenite, is the most common of the TMDCs and the only one
occurring naturally in any significant quantities. Natural MoS2 can grow in
both the 2H and 3R polytypes, or in some combination of the two[40]. The
2H polytype, however, is by far the most common[41], with the 3R polytype
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often appearing in conjunction with a telling impurity. In its bulk form MoS2

is an indirect gap semiconductor with a band gap of 1.29eV[42]. Going over
to its monolayer form, it transitions into a direct gap semiconductor with a
band gap of 1.8eV.

MoS2 was chosen for this experiment over other TMDCs in part for its
abundance due to its natural occurrence. More importantly, however, it was
chosen because of its rich spin and valley texture[17, 19, 18, 25, 26, 28], and
for the many potential effects of magnetically doping it[35, 37, 38, 39]. It is
expected to share many properties with the other group VI transition metal
dichalcogenides (e.g MoSe2, WS2, WSe2), particularly as regards to surface
chemistry.

2.2 Thin Film Growth

The study of thin films and their growth has long been a topic relevant in
many diverse contexts. Thin films have a multitude of technological applica-
tions ranging from optical coatings to more advanced semiconductor devices.
They are also of considerable importance to surface science, particularly to
the development and study of low-dimensional materials. Understanding
and controlling the growth of thin films is thus a problem that has been the
subject of much research.

A thin film is a layer of material deposited on a substrate with a thickness
anywhere between fractions of a nanometer to several micrometers. The syn-
thesis of such films typically proceeds through nucleation and several growth
stages, the precise nature of which depends on a number of atomic processes
at the surface. Generally, however, the growth of thin films are divided into
three basic modes as shown in Figure 2.3[43, 44, 45].
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Figure 2.3: Illustration of the three basic growth modes: (a) layer growth,
(b) layer followed by island growth, (c) island growth. Θ is the coverage in
monolayers.

In the layer mode (Figure 2.3 a)) the first atoms deposited will condense
to form a complete monolayer on the surface. A second layer will grow once
the first monolayer has formed. This growth mode happens when the atoms
being deposited are more strongly bound to the substrate than they are to
each other.

In the opposite case, i.e. when the atoms are more strongly bound to
each other than to the substrate, the island mode (Figure 2.3 c)) is observed.
Here the atoms will form small clusters on the surface directly from the
condensation and subsequently grow into 3D crystallites or islands.

The layer followed by island mode (Figure 2.3 b)) is an intermediate
case. Initially one or several monolayers are formed on the surface, followed
by island growth on top of this. This happens when the formation of the
first layers changes the growth conditions in such a way that island growth
is more energetically favorable than continued layer growth.

Additional factors which can influence thin film growth are the presence of
surface defects in the substrate and the possibility of interdiffusion. Surface
defects (e.g. edge or screw dislocations) are important because they alter
the chemistry of the surface. TMDCs provide an interesting example of this.
While the surface of these materials is relatively inert, several studies[46, 47,
48] have shown that the introduction of defects creates sites with enhanced
reactivity. One might expect that these will tend to serve as nucleation
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sites and indeed it has been observed that several materials (e.g. alkali
metals[49, 50] and Fe[51] form clusters centered around such defects.

When growing thin films on layered materials such as TMDCs or graphite
there is the added possibility for intercalation. The weak inter-layer bonding
in these materials makes it so that many compounds on the surface readily
intercalate to reside in the van der Waals gap between layers. The likeli-
hood of a given element intercalating depends both on the element and the
substrate. In the case of TMDCs it also depends on the layer structure and
number of layers.

2.3 Photoelectron Spectroscopy

Photoelectron spectroscopy (PES), or alternatively photoemission spectroscopy,
is a general term for techniques which make use of the photoelectric effect
to investigate properties of matter. There exists a wide range of such tech-
niques which each serves as a powerful tool in the study of the characteristics
of atoms, molecules, solids and surfaces. The photoelectric effect is a phe-
nomenon, first detected by Hertz[52] in 1887, by which light incident on a
material can cause electrons to be emitted. In 1905 Einstein explained the
effect in his Nobel prize winning work[53] by invoking the quantum nature
of light. He proposed that light rather than having its energy continuously
distributed in space as it does in the wave theory of light, it instead con-
sists of a finite number of energy quanta localized in space. When incident
on a material these quanta, or photons as they have since been named, can
be absorbed by an electron in the material causing it to be ejected with a
maximum kinetic energy, Ekin, given by

Ekin = hν − φ. (2.2)

Here h is Planck’s constant, ν is the photon frequency and φ is a material
specific quantity known as the work function. Note that electrons emitted
through the photoelectric effect are commonly referred to as photoelectrons.
The work function of a solid is defined as the energy difference between the
Fermi level and the vacuum level. For a metal this is equivalent to the
minimum energy required to remove an electron from the solid to a point in
the vacuum immediately outside the surface (or infinitely far away from the
surface depending on the definition). Metals typically have a work function
of around 4-5eV.
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Figure 2.4: Basic geometry of a PES experiment. A photon incident on
a sample knocks loose an electron by the photoelectric effect. This photo-
electron is then collected in an electron analyzer and its kinetic energy is
measured. The emission direction of the photoelectron is specified by the
polar (θ) and the azimuthal (ϕ) angles.

Figure 2.4 shows the basic geometry of a PES experiment. A quasi-
monochromatic beam of photons is directed at a sample. At the sample the
incident photons may be absorbed and in turn knock loose electrons by the
photoelectric effect. After being emitted from the surface, the photoelectrons
are collected by an electron energy analyzer with a finite acceptance angle.
In this way it is possible to measure the kinetic energy of the photoelectron
at a given emission direction.

As a side note: If the sample is not grounded, or is non-conductive, the
depletion of electrons at the surface caused by repeated photoemission events
will cause the surface to gain a net positive charge. This will change the
potential at the surface and consequently the kinetic energy of the electrons
escaping the material. In conductive samples this problem is avoided by
placing the sample in contact with a source of electrons, usually the ground
of the measurement system. In non-conductive samples the charging must
be accounted for in some other way[54, 55].

The kinetic energy, along with the polar (θ) and azimuthal (ϕ) emission
angles, uniquely determines the momentum k of the photoelectron in vac-
uum. Using this knowledge to determine the characteristics of the electrons
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as they were inside the solid is then the problem of photoemission theories.
The complexity of the photoemission process presents a considerable chal-

lenge to the formulation of an exact photoemission theory. As such, quanti-
tative analysis is typically done using various simplifying assumptions. Two
of the most common of which, namely the three-step model and the sudden
approximation, will be briefly discussed in this section. First, however, a
couple of key arguments can be made from conservation laws and symmetry.

Consider a photon incident on an N -electron system. The quantum me-
chanical picture of a photoemission event is a single-step process. An il-
lustration of the process can be seen on the right hand side of Figure 2.7.
It is an optical transition from an initial state, ψi, one of the possible N -
electron eigenstates of the system, to a final state, ψf , one of the possible
(N − 1)-electron eigenstates of the now ionized solid. In order to account for
the escaping photoelectron ψf must also contain a propagating plane wave
with a finite amplitude inside the solid (The so called inverse Low Energy
Electron Diffraction[56, 57] wave function is often used for ψf .). The latter is
necessary in order for there to be some overlap between the initial and final
state. In addition to this, the process must obey certain conservation laws
of energy and momentum. First, conservation of energy requires that

Ef − Ei = hν, (2.3)

where Ef and Ei are the energies of the final and the initial states of the
system. Meaning simply that the total energy change in the system cannot
exceed the energy supplied to it by the photon. Second, conservation of
momentum requires that

kf − ki = khν , (2.4)

where kf , ki and khν are the momenta of the system in the final state,
the system in the initial state, and of the photon respectively. Since the
momentum of the photon in most cases relevant to PES is small compared
with electron momenta, it can often safely be neglected.

Using conservation of energy, combining Equation 2.3 and Equation 2.2,
provides a way to relate the kinetic energy of the photoelectron in vacuum
to the binding energy, EB, of the electronic state in the solid:

Ekin = hν − φ− |EB| (2.5)
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Figure 2.5: Illustration of the energies involved in photoelectron spectroscopy.
It shows the relation between the energy levels in a solid and the electron
energy distribution produced by photons of energy hν. The solid, a metal in
this case, has core levels and a valence band. Figure adapted from Hüfner[57].
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The binding energy is a measure of the energy required to remove the electron
from the solid and is defined with reference to the Fermi level, i.e. EB = 0 at
EF . Figure 2.5 depicts the energy level diagram of a solid, a metal in this case,
and the related energy distribution of photoemitted electrons. The Fermi
level is located at the top of the valence band, separated from the vacuum
level, Evac, by the work function. It should be mentioned that Equation 2.5 is
only valid under the assumption of non-interacting electrons. Meaning that
any energy the photoelectron might gain or lose as a result of many-body
interactions would need to be added to or subtracted from the right hand
side of the equation.

Naturally the resulting spectrum of photoelectrons depends on the photon
energy, hν, used to create it. It can be seen, for example, that for an electron
with binding energy EB to be photoemitted, the photon must supply to it
at least an energy hν > |EB| + φ. This means that using different photon
energies permits accessing different parts of the spectrum. Indeed, many
PES techniques are named with reference to the ionization source used, the
archetypal examples being XPS and UPS. X-ray photoelectron spectroscopy
or XPS uses high energy photons (≈ 100 − 10000eV ) to study primarily
electronic core levels, which can yield a wealth of information for elemental
and chemical analysis. Ultraviolet photoelectron spectroscopy or UPS on the
other hand uses low energy photons (≈ 7− 60eV ) to study primarily valence
states which offer information on electronic structure and bonding.

Another consequence of the energy range involved in PES experiments is
the resulting short inelastic mean free path (IMFP) of the photoelectrons.
The inelastic mean free path is a material parameter and is a measure of
how far an electron can travel, on average, through a material before it is
scattered inelastically. More specifically it can be defined as the distance an
electron beam can travel before its intensity decays to 1/e of its initial value.
Figure 2.6 shows how the IMFP varies with the kinetic energy of electrons.
It is called the ”universal” IMFP curve because although the kinetic energy
dependence is different from element to element (the black dots in Figure 2.6
each represents a different material or transition) it tends to follow a similar
trend. This is because the inelastic scattering of electrons in this energy range
mostly involves excitations of conduction electrons, and the density of con-
duction electrons is similar for the elemental solids[59]. The short IMFP has
a profound impact on all photoemission experiments. Considering electrons
that escape a solid parallel to the sample normal it means that approximately
65% of the collected signal will come from a depth of less than the IMFP,
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Figure 2.6: The ”universal” inelastic mean free path curve. It shows the
kinetic energy dependence of the inelastic mean free path of excited electrons
in solids. Figure taken from Seah, M.P. and Dench, W.A.[58].

85% from less than than twice the IMFP, and 95% from less than thrice the
IMFP. Although the incoming photons can excite photoelectrons much fur-
ther down in the sample (on the order of microns for X-rays) only electrons
emitted within a few layers of the surface escape without losing significant
amounts of energy. This is what makes PES surface sensitive; the IMFP de-
termines the effective probing depth of the technique. In UPS, for example,
the photoelectrons will typically have a kinetic energy of around 10− 15eV.
From Figure 2.6 it can be seen that such electrons have an IMFP of about
1nm. Meaning that UPS as a technique is only sensitive to electrons ema-
nating from the first few atomic layers of the sample. Of course, techniques
employing higher energy ionization sources will have longer probing depths.
Take for instance hard X-ray photoelectron spectroscopy (HAXPES), which
uses photon energies in the range 2−15keV. It can have probing depths from
30− 100Å, making it more sensitive to bulk properties and less sensitive to
surface effects.

The high surface sensitivity of PES makes it reliant on samples having
clean (atomically clean in many cases) surfaces as any contaminants will
affect the measurements. This restriction means that PES must be performed
under high vacuum conditions. Otherwise the sample might become too
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contaminated in the matter of minutes or even seconds (depending on the
type of sample of course). Another reason, and the most important, why
PES must be performed in vacuum is that electron energy analyzers only
work under high vacuum conditions. The inelastic scattering of electrons
between when they leave the sample and when they are finally detected
would cause too much of the signal to be lost and introduce too much noise.
It should be mentioned that several systems capable of ambient pressure
photoemission spectroscopy (APPES) have been built[60, 61, 62], notably at
the synchrotron light sources ALS in Berkeley and BESSY in Berlin. These
systems rely on clever pumping schemes that allow the sample to be in a
higher pressure environment while still keeping the electron energy analyzer
in vacuum conditions.

Returning to the conservation laws, this time to see what can be gleamed
about the electron’s momentum in the sample. Assuming a smooth sample
surface, translational symmetry in the x-y plane (specified by the axes in
Figure 2.4) requires that the component of the electron momentum parallel

to the surface, k‖, must be conserved. With the knowledge that Ekin = p2

2m
,

where m is the electron mass, and k = p
~ it can be seen directly from Figure

2.4 that:

k‖ =
1

~
√

2mEkin sin θ, (2.6)

both for the electron inside the solid and for the freed photoelectron. The
same argument cannot be made for the component of the momentum per-
pendicular to the surface, k⊥. In this direction there is no translational
symmetry, and k⊥ is not conserved. It loses parts of its energy and mo-
mentum to overcome the surface potential. To determine this component it
is necessary to either use methods requiring supplemental data or to make
additional assumptions. One approach is to assume that the final in-crystal
electron states are nearly-free electron states[63] which gives as a final result

k⊥ =
1

~
√

2m(Ekin cos2 θ + V0) (2.7)

where V0 is the inner potential. It is defined as the energy difference between
the bottom of the valence band and the vacuum level. This step introduces
a certain amount of uncertainty to k⊥ depending on how appropriate the
methods used/assumptions made are to the materials studied. The uncer-
tainty in k⊥ is, however, less relevant for certain systems. Particularly for
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Figure 2.7: Schematic of the three-step model as contrasted to the one-step
model. In the three-step model, depicted on the left, the photoemission
process is divided into three independent steps: 1) optical excitation of an
electron inside the solid, 2) travel of the photoelectron to the surface, and
3) Transmission of the photoelectron through the surface potential barrier
and escape into vacuum. On the right the more accurate one-step model is
depicted. Figure from Hüfner[57].

low dimensional, anisotropic systems with low dispersion along the surface
normal. In this case the electronic dispersion is determined primarily by k‖.

Clearly, much can be learned from PES using only a handful of relatively
simple considerations. In many cases, however, it can be quite helpful, even
necessary, to calculate the photoemission intensity in order to understand the
finer points of an acquired spectrum. To this end a more formal quantum
mechanical description is necessary.

Three-Step Model

As mentioned earlier the photoemission process should realistically be de-
scribed as a single-step process[64]. In many cases, due to the complexity
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of the one-step model, the conceptually simpler three-step model is used in-
stead. Figure 2.7 shows illustrations of both the three-step model and the
one-step model. The three-step model is an approximation introduced by
Berglund and Spicer[65] that, despite being considered crude by some, has
proved extremely useful. It consists of breaking the photoemission process
into three independent steps:

1. Photoionization: a photon is absorbed and an electron is excited.

2. Travel of the photoelectron to the surface.

3. Transmission of the photoelectron through the surface potential barrier
and escape into vacuum.

The resulting photoemission intensity, or photocurrent, is then proportional
to the product of the probabilities corresponding to each step. Let the total
probability for the optical transition be represented by P (Ekin, hν), the scat-
tering probability for the travelling photoelectron by T (Ekin, hν), and the
transmission probability through the surface by D (Ekin). The photoemission
intensity, I, is then

I ∝ P (Ekin, hν)T (Ekin, hν)D (Ekin) . (2.8)

The first part, P (Ekin, hν), contains all the information on the electronic
states of the solid in the initial state. The second part, T (Ekin, hν), includes
information on the inelastic scattering processes that can affect the photo-
electron, and can be described in terms of an effective mean free path related
to the IMFP discussed previously. A notable way in which this step mani-
fests itself in photoemission spectra is by the continuous background formed
by inelastically scattered electrons. The third part, D (Ekin), depends on the
energy of the photoelectron and of the material work function. Practically it
imposes the condition

~2k2
⊥

2m
≥ |E0|+ φ, (2.9)

where ~ is the reduced Planck’s constant and |E0| is the energy of the bottom
of the valence band referenced to the Fermi level. If this is not fulfilled, then
no transmission is possible.

Treating the interaction with the photon as a small perturbation, the
probability of an optical transition between an N -electron ground state ψNi
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and one of the possible final states ψNf is denoted wfi and can be approxi-
mated by Fermi’s golden rule:

wfi =
2π

~
∣∣〈ψNf |∆|ψNi 〉∣∣2 δ(EN

f − EN
i − hν). (2.10)

The delta function is included to impose conservation of energy and EN
i and

EN
f are the initial and final state energies of the N -electron system. ∆ is the

perturbation which can be expressed as

∆ =
e

2mc
(A · p + p ·A)− eφ,+ e2

2mc2
A ·A (2.11)

where c is the speed of light, e is the elementary charge, A and φ are the vec-
tor and scalar electromagnetic potentials respectively, and p is the momen-
tum operator p = i~∇. This expression can be simplified using a couple of
assumptions. First, it is always possible to choose a gauge such that the scalar
potential φ = 0. Second, using the commutation relation [p,A] = −i~∇ ·A:

A · p + p ·A = 2A · p + i~(∇ ·A). (2.12)

The term ∇·A disappears under the dipole approximation. That is that A is
constant over atomic dimensions, in which case ∇·A = 0. Note that this as-
sumption is not always valid, particularly at the surface where the dielectric
constant changes going from the surface and to the vacuum. This gives rise
to a number of surface effects such as, for example, the surface photoelectric
effect[66]. Finally, restricting the calculation to first-order perturbation the-
ory, effectively neglecting the term of order |A|2 which represents two-photon
processes, the perturbation reduces to

∆ =
e

mc
A · p. (2.13)

While the three-step model is useful it has a couple of obvious short-
comings. First, it tends to focus most of the attention on the first step,
the excitation, and as a result neglect the remaining two steps, the scatter-
ing and the transmission. In cases where the latter become important, e.g.
when photoelectron diffraction effects come into play such as in photoelectron
holography[67], the model might be less applicable. Further, despite dedicat-
ing one of the three steps to the surface, the model fails to account for many
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of the ways the presence of a surface affects the photoemission spectrum. As
an example it does not differentiate the electronic structure of the surface
layers from that of the bulk. The former of which will always be different
because of the symmetry breaking at the surface. Finally, as photoemission
is a single quantum mechanical process each of the three steps modelled in
the three-step model can interfere with each other. The three-step model
is most reliable in cases where the independent particle model is applicable,
and more so for higher photon energies.

Sudden Approximation

The sudden approximation[68] deals with a complication that arises in the
first step of the three-step model. During the photoexcitation process the re-
maining (N−1)-electron system is left in an excited state. When the system
subsequently relaxes it can affect the electron on its way out of the solid. In
the sudden approximation it is assumed that the electron removal is sudden,
or in other words, that the effective potential of the system changes discon-
tinuously at the instant of optical excitation. This approximation works best
when the escape time of the photoelectron is much lower than the relaxation
time of the system. Meaning that it is more accurate when applied to higher
kinetic energy electrons.

A main advantage of the sudden approximation is that it makes it possible
to decouple the photoelectron from the remaining solid in the final state |ψNf 〉:

ψNf = A φk
fψ

N−1
f . (2.14)

Here φk
f is the wavefunction of the photoelectron with momentum k and ψN−1

f

is the final state of the (N−1)-electron system. The antisymmetric operator
A ensures that the N -electron wavefunction satisfies the Pauli-principle. In
a similar way it is possible, using Hartree-Fock formalism, to factorize the
initial state into a one-electron orbital φk

i and an (N − 1)-particle term such
that

ψNi = A φk
i ckψ

N
i = A φk

i ψ
N−1
i , (2.15)

where ck is an annihilation operator for an electron with momentum k. If
ψN−1
f is chosen to be an excited state with eigenfunction ψN−1

m and energy

EN−1
m , the matrix elements in Equation 2.10 can be rewritten as:

〈ψNf |∆|ψNi 〉 = 〈φk
f |∆|φk

i 〉〈ψN−1
m |ψN−1

i 〉. (2.16)
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This gives for the total photoemission intensity

I(k, Ekin) =
∑
f,i

wfi (2.17)

=
∑
f,i

∣∣Mk
f,i

∣∣2∑
m

|cm,i|2 δ(Ekin + EN−1
m − EN

i − hν) (2.18)

whereMk
f,i = 〈φk

f |∆|φk
i 〉 is the dipole matrix element and |cm,i|2 =

∣∣〈ψN−1
m |ψN−1

i 〉
∣∣2

is the probability that a photoexcitation event from an initial state i will leave
the system in the excited state m.

The main drawback to using the sudden approximation is that all extrinsic
losses are neglected. An extrinsic loss, in the context of the three-step model,
refers to any energy loss the photoelectron might suffer after the first step.

Line width and Resolution

As depicted in Figure 2.5 the experimental spectrum of a given energy level
in a solid will not be sharply localized at a single energy. Instead it will have
some finite width and shape determined by a number of natural and experi-
mental factors. The most fundamental contribution to the line width comes
from lifetime broadening arising as a result of the time-energy uncertainty
principle. Because the photohole left behind in the photoemission process
has a finite lifetime, the binding energy of the state can not be measured
with arbitrary precision. This effect will, due to the physics involved, add a
Lorentzian contribution to the line shape[69]. A point which will be inter-
esting later is that valence hole states are generally much longer lived than
core hole states. In most cases, excluding surface states, the lifetime of the
photoelectron in the solid also contributes to the broadening, reflecting final
state scattering processes. The photoemission peak will further be affected
by the thermal broadening of the ground state, adding a roughly Gaussian
component to the line shape with a width of about ≈0.1eV. Additionally,
the shape can be affected by various many body correlations[70] both in the
initial and final states.

On the experimental side one of the most important factors that con-
tribute to the line width of peaks in the spectrum is the line width of the
exciting radiation. The spectrometer resolution is attributable to a combi-
nation of various stochastic effects and thus add a Gaussian component to
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the line shape. Finally, all peaks in photoemission spectra will have a ”tail”
on the lower kinetic energy side due to inelastically scattered electrons.

2.3.1 XPS

X-ray photoelectron spectroscopy (XPS) is a powerful experimental tech-
nique used for elemental and chemical analysis. Although the technique has
been developed in increments since the discovery of x-rays and the photo-
electric effect at the beginning of the 20th century, much of the work on high
resolution XPS was done by Kai Siegbahn and his research group[71] in Upp-
sala, Sweden in the years following the second world war. Siegbahn received
the 1981 Nobel prize for his efforts in developing XPS in its modern form,
which he and his colleagues referred to as electron spectroscopy for chemical
analysis (ESCA).

In broad terms XPS consists of irradiating a sample with x-rays (photons
in the energy range 100eV to 10keV) and measuring the kinetic energy of the
emitted photoelectrons. The relatively high energy of the employed photons
means that it is well suited for, and indeed most often used for, core level
spectroscopy. That is to say measuring the kinetic energy distribution of
photoelectrons excited from core electron states (see Figure 2.5). Doing this
makes it possible to identify which elements, and in what relative quantities,
are present at the surface of the sample, seeing as each element gives rise to
a characteristic set of peaks in the XPS spectrum. Furthermore, the energy
at which a peak is located also provides information about the chemical
environment of the species present because the nature of the environment
gives rise to well defined energy shifts. These are called chemical shifts and
have their origin in either initial state or final state effects[72]. Initial state
effects are mainly influenced by the charge distribution on the atom prior
to photoemission, which can provide information on the type of bonding
present. For example, in the case of carbon based substances, the magnitude
of the chemical shift of the carbon peak (C 1s) will indicate the type of
hybridization present in the carbon bonds. Final state effects occurs after
photoemission and includes effects such as core-hole screening, relaxation of
electron orbitals and the polarization of surrounding ions. These are often
dominant in influencing the magnitude of the chemical shift.
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Figure 2.8: XPS widescan taken with MgKα radiation (1253.6eV) of
Fe/MoS2. The main photoemission lines are marked according to their origin.

Features of an XPS spectrum

Figure 2.8 shows an example XPS spectrum taken on MoS2 with a thin iron
overlayer. It is displayed as a plot of electron binding energy (referenced to
the Fermi level for conductive solids) versus the number of electrons regis-
tered by the detector. The spectrum shows a series of peaks superimposed on
a continuous background. In general the well defined peaks are those com-
ing from electrons which have left the sample without losing energy, while
electrons that have been inelastically scattered make up the background. It
should be noted that while the background is usually subtracted from the
spectrum during analysis it is not without worth. Particularly, the shape of
the background can reveal a lot about the type of loss processes the electrons
can go through on their way out of the sample.

The main features of the spectrum[73] are briefly described in the follow-
ing:

Photoelectron Lines

These are the most intense lines in the spectrum and the primary point of
interest for XPS. They are the lines caused by electrons photoemitted from
the sample which have escaped without losing any energy. Peaks due to
photoemission of electrons from core levels are named according to the core
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electronic state they came from (i.e. 1s2s2p and so forth...). Analyzing the
location and area of these peaks provides most of the information obtained
by XPS. In the case of the spectrum in Figure 2.8, they reveal the presence of
molybdenum, sulfur, iron and carbon in the sample. At a first glance it also
indicates that the sample contains a relatively larger fraction of molybdenum
than carbon. However, when comparing the areas of peaks in XPS in any
way it is important to take into account the photoionization cross-section.
The photoionization cross-section, usually denoted σ, is the probability of
the emission of an electron due to the effect of the incoming radiation. It
depends on several factors such as the element being considered, the orbital
from which the electron is emitted and the energy of the exciting radiation.
Conveniently, however, it is relatively unaffected by the chemical environment
the atom is in, making it possible to use the calculated atomic cross-sections.
As an example of this consider the peaks labelled Mo 3d and S 2s in Figure
2.8. Taking the cross-section into account reveals that, although the peak to
background height of the Mo 3d peak is higher than that of the S 2p, the
sample contains roughly twice as much sulfur as molybdenum.

Another important feature of several core level peaks can be seen in Figure
2.9. It shows a better resolved spectrum of the Mo 3d core level. Importantly,
the 3d peak is split into two peaks labeled 3d3/2 and 3d5/2. This splitting
is caused by the spin-orbit interaction (j-j coupling), and the subscript is
given by the quantum number j = l + s, where l is the angular momentum
quantum number and s is the spin quantum number. Because s can take on
the values ±1

2
, all orbital levels (except the s levels where l = 0) give rise to

a spin-orbit split doublet. The spin-orbit splitting is an initial state effect
and nearly entirely atomic in nature, meaning the size of the splitting can
be used as an additional characteristic quantity. Furthermore, the peaks will
have a specific area ratio given by the degeneracy of each of the spin states.
In the case of the Mo 3d doublet this ratio is 2:3.

Other factors that might provide useful insights are the shape and the
symmetry of the peak. The shape can for example indicate whether a peak
has several components, each from an atom in a slightly different environ-
ment. And while most peaks are symmetric, metallic core levels give rise to
asymmetric peaks due to coupling with conduction electrons.
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Figure 2.9: XPS spectrum taken with AlKα radiation (1486.6eV) of the Mo
3d core level. Visible are the two spin-orbit split components of the Mo 3d
peak and the S 2s peak.

Auger Lines

When a core electron is emitted as a result of a photoemission event the
atom it leaves behind is left in an excited state. It can subsequently relax
by filling the vacancy with an electron from a higher energy level, losing
energy in the process. This energy can be emitted in the form of a photon
or it can instead be transferred to another electron which is ejected from
the atom (or some combination of the two). The latter is known as the
Auger effect and the ejected electron is called an Auger electron. During an
XPS measurement a certain number of these electrons will be emitted and
recorded in the spectrum. The resulting peaks are classified according to
the transition that produced them. For example, the peak labeled Fe LMM
in Figure 2.8 is due to an Auger transition in an iron atom in which a core
hole in the K shell (first letter) is filled by an electron from the M shell
(second letter), transferring the energy to an electron in the M shell (third
letter) which is emitted. The energy of these peaks are characteristic of the
binding energies of the core electrons and the Auger effect is the basis of
an alternative experimental technique known as Auger electron spectroscopy
(AES). An important point about the energy of the Auger peaks in the
context of XPS is that, unlike the photoelectrons, the kinetic energy of the
Auger electrons does not depend on the energy of the exciting radiation. This
means that should an Auger peak fall on top of the photoemission line of a
core level of interest, it is possible to move the photoemission line relative
to the Auger peak by changing the energy of the ionizing radiation (when
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kinetic energy is chosen for the abscissa of the spectrum).

Energy Loss Lines

There can exist, in certain materials, an enhanced probability that the photo-
electron lose a specific amount of energy through some particular interaction.
In such cases a series of smaller peaks will appear to the left of the major
photoemission peaks. These peaks are due to electrons that have lost energy
an integer amount of times to the interaction in question. Plasmon loss peaks
are the most common example of energy loss peaks in XPS. They arise when
the photoelectron loses some energy to excite a plasmon at some point in the
photoemission process.

Satellites and Non-monochromatic Effects

The photon beam used in XPS experiments is often not entirely monochro-
matic. Instead the emission spectrum contains, in addition to the character-
istic x-ray, some minor x-ray components at higher photon energies. These
x-rays will also excite photoelectrons, albeit at a much lower rate than the
primary x-ray. The peaks formed by photoelectrons generated in this manner
are called x-ray satellites and generally appear as images of intense peaks.
In addition to these, a different sort of satellite referred to as ”ghost” peaks
might appear in the spectrum. These are peaks caused by x-rays originating
from an element other than the x-ray source anode material, typically from
impurities in the source material. Again these peaks appear as images of the
most intense peaks at an energy interval equal to the difference in photon
energy between the main x-ray line and the ghost line.
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Figure 2.10: Illustration of the basic principle of ARXPS. It shows electrons
(red arrows) escaping a sample consisting of a thin overlayer of thickness t
on a bulk material. By changing the angle θ between the surface normal and
the analysis direction, the probing depth d is reduced by an amount equal
to the cosine of that angle. The effective attenuation length λ is used as an
approximation of the electron escape depth.

2.3.2 ARXPS

As mentioned before, the probing depth of an XPS experiment is determined
by the kinetic energy of the excited photoelectrons, which in turn is governed
by the energy of the x-rays employed. Meaning that it is possible to detect
electrons coming from different depths in the sample by varying the photon
energy. This, however, is not always practicable. Excluding synchrotron light
sources, most lab based XPS setups only have access to a couple of different x-
ray energies, providing at best a modest depth profiling capability. Luckily,
the same effect can be achieved in a simpler way. By changing the angle
between the surface normal and the analysis direction as seen in Figure 2.10,
the probing depth can be reduced. This is the basic principle of angle-resolved
XPS (ARXPS).

ARXPS data is usually acquired in one of two ways depending on the
experimental setup. When using a one dimensional detector (the so called
channeltron detector being the most common example) the lens system is set
up to provide an angular resolution of about 1◦ to 5◦. Then the sample is
tilted relative to the lens axis in steps, with a spectrum being taken at each
step. The other method involves using a two dimensional detector. With
the proper lens setup such detectors are capable of dispersing photoelectron
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energy along one of its axes and the angular distribution along the other.
This method can produce a spectrum with an angular range of 60◦ with a
resolution of about 1◦. Different considerations must be made depending on
which method is used. When tilting the sample one must take care to align
the analysis position at each angle, as it will change if it is some distance away
from the tilt axis. Secondly, one must be aware that the analysis area changes
with the angle, the magnitude of the change depending on the lens settings
used. Using a two dimensional detector these issues are sidestepped as the
sample is not moved. It is, however, necessary to correct for the asymmetry
factor which affects the angular dependence of the photoemission from a
given orbital. This is not necessary when tilting the sample because the
angle between the x-ray source and the emitted electrons is kept constant.

Regardless of the method used ARXPS is a powerful technique which
enables depth profiling both of elemental concentrations and of chemical
states. It is particularly useful for studies of thin films. The data it provides
can be used, for example, to determine the thickness of an overlayer through
the following relation:

IA
IB

=
I∞A
I∞B

[1− exp (−t/λA,A cos θ)]

exp (−t/λB,A cos θ)
. (2.19)

The situation this equation applies to is similar to that depicted in Figure
2.10, i.e. an overlayer of material A of thickness t on a substrate of material
B. IA, and IB are the intensities of the signal from the material given by the
subscript. I∞A and I∞B are the equivalent intensities which would be obtained
from infinitely thick layers of the materials. Finally, λB,A is the effective
attenuation length (EAL) of an electron emitted in material B in material
A, and analogously for λA,A. The effective attenuation length as a concept is
similar to the IMFP[74], except it does not neglect elastic scattering of the
electrons on their way out of the sample. A quick derivation of this result
along with the necessary assumptions can be found in Appendix A. In addi-
tion to the film thickness ARXPS can provide some rudimentary information
about the growth mode of the thin film.

For samples containing multiple layers the technique can give the thick-
nesses of the individual layers, the ordering of the layers, and even depth
profiles within the layers.

ARXPS has a number of advantages over other depth profiling techniques
such as for example sputtering (sputtering involves eroding away top layers
of the sample by bombarding it with ions). First and foremost is the fact
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that it can provide chemical state information in addition to elemental infor-
mation. Second, it is non-destructive and can be applied to materials, such
as polymers, which would be destroyed using other techniques. Finally it can
be used on films that are too thin for other depth profiling techniques.

2.3.3 UPS

Ultraviolet photoelectron spectroscopy (UPS) as a technique is nearly identi-
cal to XPS with the exception that it uses ultraviolet photons (in the energy
range ∼ 6-50eV) instead of x-rays as an ionization source. This difference,
however, has a profound impact on what the technique is used to study. UPS
is perhaps the most powerful technique to study the electronic structure of
valence states in atoms, molecules and solids. Valence states are the energy
levels found at about 10-20eV below the vacuum level and are those states
which are primarily involved in chemistry. As such they play a uniquely im-
portant role in determining many of the electrical and chemical properties
of solids. UPS can be used for a host of different applications such as, for
example, measuring the work function of materials.

It should be noted at this point that there is no well defined energy bound-
ary which separates valence states from core levels. While valence states can
extend to around 10-15eV in binding energy, there are core levels which are
as shallow as a couple of eV. Furthermore, it is possible to measure valence
bands using XPS, however, the spectra acquired will likely not match those
taken using UPS. There are two main causes for this difference. In both cases
the valence band spectra acquired reflect the density of (occupied) valence
states to some degree. However, because the photoionization cross section
depends on the photon energy, the density of states will be modified dif-
ferently in both techniques. The second difference is related to the sudden
approximation. In XPS the photoelectrons are excited with high enough ki-
netic energies (>100eV) that the density of states is relatively unmodified
by final state effects. In UPS, however, the kinetic energy of the photoelec-
trons is comparable to the energy of the valence electrons, meaning that the
density of states will be modified by all those interactions neglected by the
sudden approximation. Because of these differences certain features of the
valence band will be enhanced in UPS while others will be enhanced in XPS.
There are a couple of significant advantages to using UPS for valence band
spectroscopy however. First, the photoionization cross-section is generally
much higher for ultraviolet radiation in the valence region. This means that
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the count rate of detected electrons will be much higher for a beam of UV
photons than for a beam of x-rays of similar flux. Second, UPS is clearly
more useful if it is desired to study any of the interactions which modify
the density of states mentioned previously. Finally, UPS offers both superior
energy and momentum resolution to XPS. The reason for this is again two-
fold. One, the natural line width of commonly used UV radiation is much
smaller than that of commonly used x-rays. Two, the resolving power of
most electron analyzers depends on the kinetic energy of the photoelectrons:
in general the higher the energy, the lower the resolution.

Figure 2.11: Example UPS spectrum on MoS2 taken with HeI (21.2eV) ra-
diation.
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Figure 2.11 shows an example of a UPS spectrum taken on MoS2. It
shows a spectrum with peaks, corresponding to valence bands, along with
the same background of secondary electrons found in XPS. The small peak
at the Fermi level (EB = 0) is believed to be due to a secondary photon line
from the UV source.

2.3.4 ARPES

K M Γ

Figure 2.12: Example ARPES spectrum of graphite taken with a 2D detector.
It shows dispersing bands in white on a black background. Visible below the
Γ point are the two branches of the σ-bands. Running underneath the sigma
bands and curving up in the Γ−M direction is the π-band.

Angle-resolved photoemission spectroscopy (ARPES)1 or alternatively
angle-resolved UPS (ARUPS) is well-established as an important tool for
understanding the properties of solids. It is, in certain regards, an extension
of UPS in much the same way ARXPS is an extension of XPS, at least in
execution if not in purpose. As was the case for ARXPS, ARPES spectra are

1The interested reader is directed to a comprehensive review of ARPES written by
Damascelli[63].
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acquired in one of two ways depending on the type of detector available, with
nearly all newer ARPES systems sporting 2D detectors for their increased
resolution and added convenience. Unlike ARXPS, however, ARPES is not
primarily a depth profiling technique. Rather the purpose of this technique
is to map the momentum dependence of the electronic binding energy in
the solid EB(k), the so called momentum dependent electronic band struc-
ture. This is achievable because, as mentioned earlier, the momentum of the
electrons in the solid is related to the angle at which the photoelectrons are
emitted (e.g. Equation 2.6). Another powerful aspect of ARPES is that, in
addition to providing a direct method of mapping the single-electron band
structure of materials, it sheds light on the strength and nature of many-body
correlations present within the sample. These many-body interactions may
profoundly affect the single-electron excitation spectrum and consequently
the physical properties of the solid.

A major reason why the same thing cannot easily be done with ARXPS
is traceable to the photon momentum. Unlike the low energy ultraviolet
photons used in UPS, the momentum of an x-ray photon is often significant
compared to the momentum of electrons in a solid. Meaning that the tran-
sitions they induce are not necessarily direct (a direct transition is one for
which ki = kf or in the extended-zone scheme kf − ki = G, where G is a
reciprocal lattice vector). This in turn means that knowing the momentum
of the photoelectron in vacuum is no longer enough to uniquely determine
the momentum of the electron in the solid. Additionally, from Equation 2.6
it can be seen that the high kinetic energy of photoelectrons excited by x-rays
means that any given change in angle corresponds to a much larger distance
in reciprocal space. Generally, the angle at the boundary of the first Brillouin
zone will be only about 1◦-2◦. This, in combination with the worse angular
resolution available in ARXPS, means that valence state spectra taken in
XPS will often be angle integrated rather than angle resolved.

A spectrum taken in UPS such as the one in Figure 2.11, which shows
an energy scan taken at a constant angle (momentum), is called an energy
distribution curve or EDC for short. Figure 2.12 shows an example ARPES
spectrum (technically a composite of several spectra) obtained using a 2D
detector. An EDC corresponds to a vertical cut through such a spectrum.
In an analogous fashion a horizontal cut, i.e. a momentum scan taken at a
constant energy, is called a momentum distribution curve (MDC).

Determining the band structure from measured EDCs is not always a
trivial undertaking, particularly with regards to the perpendicular compo-
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nent of the electron momentum, k⊥, as described in the earlier section. For
2D and quasi-2D systems such as e.g. graphene or layered TMDCs, however,
the dispersion in k⊥ is less relevant and the band structure is well described
in terms of EB(k‖). When this is not the case the situation is more com-
plex, but in general the assumption of nearly free electron final states used
to derive Equation 2.7 is a rather accurate approximation[57].

Finally, it should be noted that ARPES is also capable of mapping 3D
band structures, though this requires a variable photon energy source (e.g.
a synchrotron) to map the dispersion in k⊥.
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Figure 2.13: Schematic of a LEED experiment. Electrons emitted from an
electron gun are backscattered from a crystal through a suppressor grid onto
a fluorescent screen. The suppressor grid removes inelastically scattered elec-
trons.

2.4 Low Energy Electron Diffraction (LEED)

Low Energy Electron Diffraction, or LEED, is an experimental technique
used to study the surface structure of crystalline materials [75]. Figure 2.13
shows a basic LEED experiment. An electron gun emits a well collimated
and monoenergetic electron beam towards a sample. Some of the electrons
are diffracted from the surface of the crystal and travel back towards the
grids. In the simplest case there are two grids, the first of which is grounded.
The second grid is biased relative to the first so that only electrons having
lost a small amount of kinetic energy may pass. This effectively ensures that
only elastically scattered electrons are imaged. Finally, the screen is biased
to a large accelerating voltage in order to give the electrons enough energy
to excite the phosphor in the screen.

To understand the patterns formed from LEED experiments consider a
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Figure 2.14: A beam of collimated electrons incident, along a direction k̂,
on two atoms separated by a lattice vector r. The electrons are scattered in
direction k̂′.

collimated, monoenergetic beam of non-relativistic electrons incident on a
well ordered surface as seen in Figure 2.14. Let the electron beam be repre-
sented by a plane wave with a de Broglie wavelength given by

λ =
h

p
=

h√
2mEkin

(2.20)

where p, m and Ek are the momentum, the mass and the kinetic energy of
the electron respectively. Note that the energies typically used in LEED, 20-
200eV, give wavelengths from 2.7-0.87Å, on the scale of atomic dimensions.
The wave is incident on the surface along a direction k̂ with a wave vector
k = 2π

λ
k̂ and is elastically scattered to a direction k̂′ with a wave vector k′ =

2π
λ

k̂′. The condition for constructive interference is that the path difference
between to two beams shown in Figure 2.14 is equal to an integer, n, number
of wavelengths. That is

(k̂′ − k̂) · r = nλ, (2.21)

where r is a lattice vector. Multiplying this result by 2π
λ

gives

(k′ − k) · r = 2πn (2.22)
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or equivalently

ei(k
′−k)·r = 1. (2.23)

Which is precisely the condition that the scattering vector (k′ − k) is a
reciprocal lattice vector, G. The diffraction condition can thus be written as

k′ − k = G. (2.24)

This condition is illustrated well by the construction of the Ewald sphere seen
in Figure 2.15. The reciprocal lattice is represented by a periodic arrange-
ment of rods because while there exists a well defined periodicity parallel to
the surface, the same is not true perpendicular to the surface. This is due to
the strong electron-electron interactions which give the low energy electrons
a mean free path in the crystal of only a few angstroms. As such, only the
outermost atomic layers contribute to the diffraction. The lack of a well de-
fined periodicity in the direction perpendicular to the surface means that the
reciprocal lattice vectors in this direction can take nearly any value. Every
reciprocal lattice rod that intersects this sphere gives rise to a diffraction
spot.
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Figure 2.15: Ewald’s sphere construction for the case of normal incidence
diffraction from a 2D lattice. Every reciprocal lattice rod that intersects the
sphere gives rise to a diffraction spot.

The low penetration depth of the electron beam has a number of con-
sequences relevant to LEED experiments. First, this is what makes LEED
a surface sensitive technique. Being surface sensitive, obtaining good qual-
ity results is highly dependent on having a clean sample surface. Second,
it means the experiment must be performed in vacuum. Not only to avoid
contamination of the sample, but also to limit the scattering of electrons by
gas particles between the sample and the detector. Finally, it means that the
chance of multiple scattering is high. If it is desired to extract quantitative
data from a LEED experiment, e.g. for accurate structure determination,
dynamic scattering theories are needed[75, 76]. However, LEED is still a
highly valuable tool used qualitatively. The diffraction pattern gives much
information on the symmetry of the surface structure.
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2.5 Ultra High Vacuum

Ultra high vacuum (UHV) refers to the vacuum regime with pressures in the
10−9mbar range and below. Such high vacuums are required for a number
of experimental techniques including PES and LEED. Achieving UHV is a
process that involves different stages of pumping as well as heating the entire
system to temperatures above 100◦C in order to remove gases (primarily
water) adsorbed onto the walls of the UHV vessel. The exigencies of UHV
environments also places a number of restrictions on which materials can be
used in the making of UHV systems. Any equipment going inside the vacuum
system, along with the vacuum chamber itself, must be made from materials
with low vapor pressures.

UHV chamber

Ion pump

Turbo Rotary

pump pump

Gas

Exhaust

Figure 2.16: A schematic of a typical UHV pump setup. Adapted from
Hofmann[59].

Figure 2.16 shows a typical pump setup used to achieve and maintain a
UHV environment. The different pumping stages will be briefly discussed in
the following.
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Positive Displacement Pumps

The first stage of the pumping process involves what are known as roughing
pumps or positive displacement pumps. These are pumps which work in
the viscous flow regime, i.e. when the particles in the fluid interact more
with each other than the walls of the container, and are capable of reaching
pressures of around 10−3mbar. Though there exists a multitude of designs for
such pumps they all more or less work according to the same principle. The
volume of a container open to the system is expanded, creating an artificial
vacuum. This volume is filled with gas from the system, sealed off and then
exhausted to outside the system. Figure 2.17 shows a rotary vane pump, a
commonly used positive displacement pump.

Figure 2.17: Illustration of a rotary vane pump, a type of positive displace-
ment pump. As the inner disk rotates, the volume at the inlet (blue arrow)
is expanded, closed off, and subsequently evacuated from the system through
the exhaust valve (red arrow).

40



Momentum Transfer Pumps

As the pressure in the system decreases the mean free path of gas molecules
within the system quickly becomes very long. The molecules are at this
stage much more likely to collide with the walls of the chamber than with
each other, in other words the gas is in the molecular flow regime. Clearly the
positive displacement pumps, which rely on viscous gas flow, are ineffective in
such low pressures. This is where the second stage of pumping kicks in. These
pumps, called momentum transfer pumps, work by imparting momentum to
any particle which enters the pumps in such a way that the particle is more
likely to be pushed through to the exhaust of the pump, than it is to escape
back into the system. While these pumps can achieve pressures as low as mid
10−11mbar, they do not work in the viscous flow regime, meaning that they
must be backed by roughing pumps. The most common type of momentum
transfer pump used to reach the UHV regime is the turbomolecular pump
depicted in Figure 2.18.

Inlet flange

Rotors

Stators

Motor

High vacuum side

to roughing pump

Figure 2.18: Illustration of a turbomolecular pump. In turbomolecular
pumps a stack of turbine blades rotates at about 80000 rpm relative to a
second set of stationary blades called stators. The blades impart momentum
to the molecules, which are moved preferentially from the inlet to the exhaust
because of the relative motion of the blades.
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Entrapment Pumps

A third set of pumps, known as entrapment pumps, are often used to maintain
the UHV conditions. Contrary to the other pumps discussed, these pumps
do not exhaust gas particles out of the system entirely. Rather, they entrap
them within themselves. The two most common kinds of entrapment pumps
for UHV systems are titanium sublimation pumps and ion pumps. Titanium
sublimation pumps consist more or less of a titanium filament, which subli-
mates titanium onto the chamber walls. Because titanium is very reactive
any rest gas that collides with the chamber walls will tend to react with the
titanium and form solid compounds, reducing the pressure in the chamber.
These pumps are particularly useful for removing light gas molecule, e.g. hy-
drogen, that the momentum transfer pumps are less efficient at removing.
Figure 2.19 shows an illustration of an ion pump.

Figure 2.19: Illustration of an ion pump. Ion pumps use strong electri-
cal fields to ionize rest gas and propel the resulting ions into a solid sub-
strate where they are captured. A magnetic field applied to the pump causes
charged particles to travel in spiral trajectories, increasing the ionization
probability of gas atoms. Many ion pumps use titanium cathodes which
can release titanium when struck by an ion. This will increase the amount of
particles that get stuck to the pump walls because titanium is highly reactive.
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Chapter 3

Procedure

The experiments in this thesis were performed in two main stages at two
separate locations. Most of the preparatory work, i.e. sample characteri-
zation and growth rate determination, was performed at the home lab in
Trondheim while the high resolution ARPES measurements were performed
at Phil King’s lab at St. Andrews university. This chapter will give a brief
overview of the experimental setups at each of the two labs, describing a
couple of key pieces of equipment in a bit more detail. Subsequently the
sample preparation procedure will be explained, before a rough description
of the treatment of the experimental data is given to conclude the chapter.

3.1 Experimental Setup

Figure 3.1 and Figure 3.2 show schematic representations of the lab setup in
the Trondheim lab and the St. Andrews lab respectively. The two setups
are both primarily intended for surface analysis by PES and consequently
share a large number of features. Both systems consist of a series of com-
partmentalized chambers kept under UHV conditions, with each chamber
serving a different purpose. Gate valves connect the chambers allowing the
transfer of samples between them, yet at the same time giving the possibility
of shutting the chambers off to one another. When the gate valves are closed
any pressure change in one chamber will not affect the pressure in any of the
others.
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Figure 3.1: Schematic representation of the experimental setup at the home
lab in Trondheim. The setup consists of three main chambers: a load lock,
a growth chamber and an analysis chamber equipped to perform a number
of surface techniques.
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Figure 3.2: Schematic representation of the experimental setup at Phil King’s
lab in St. Andrews. It consists of four main chambers: a load lock, a prepa-
ration chamber, and two analysis chambers equipped for different techniques.
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The load locks are the entry points of the systems. They permit moving
samples in and out of the system without venting the main chambers, dras-
tically speeding up the procedure. Rather than having to pump down the
entire setup, which could take days as the system would have to be baked,
only the small volume of the load lock itself must be brought back to vacuum.
The latter can be done in minutes to an hour depending on the size of the
load lock.

Both of the systems also have a growth or a preparation chamber. These
are typically the chambers where any additional sample preparation requir-
ing vacuum, e.g. dosing the sample with other materials, is done. This
process is done outside of the analysis chambers whenever possible in order
not to introduce rogue elements to these. Particularly important when using
materials which are hard to remove from the vacuum system, such as a wide
range of organic materials. The growth chamber in Trondheim was fitted
with a potassium alkali metal dispenser (AMD) from SAES getters. AMDs
are small sources capable of producing ultrapure vapors of alkali metals at
reproducible rates. The preparation chamber in St. Andrews was equipped
with an improvised iron doser consisting quite simply of a lump of pure iron
trapped in a coiled filament. When current is passed through the filament the
iron heats up and starts evaporating. For practical reasons the iron dosing in
Trondheim was done in the Analysis chamber using an e-beam evaporator,
which will be explained shortly.

The analysis chambers are equipped with a similar range of equipment
with a couple of notable differences. Both systems are equipped with an x-ray
source, a UV source, LEED optics as well as a hemispherical analyzer. The
setup in St. Andrews additionally has a monochromator for its x-ray source
and uses a different UV source which can also be monochromated. However,
the principal difference between the two systems lies in the detectors. While
the setup in Trondheim sports a 1D channeltron detector, consisting of nine
electron multipliers in a line, the St. Andrews setup uses a 2D CCD detector.
Each of these detector types has its own advantages and disadvantages. The
channeltron detector has excellent counting efficiency, registering nearly all
electrons that hit it, and is suitable even for very high count rates. This
means that the setup in Trondheim is well suited for chemical analysis using
XPS and non-angle resolved UPS. The 2D detector, as mentioned in an earlier
chapter, has superior angle resolution and is in general much more convenient
for angle resolved studies. As a consequence the setup in St. Andrews is
better suited for angle resolved studies, ARPES in particular. Another reason
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for this is that this setup has a 6-axis manipulator (three linear motions and
three rotational), compared to the 4-axis manipulator (three linear and one
rotational) in Trondheim. This makes it so that the sample can be aligned
in directions of high symmetry. Finally, the St. Andrews system has a liquid
helium cooling setup, compared to a liquid nitrogen setup in Trondheim,
capable of maintaining the sample temperature at around 5K. This gives it
an advantage for studying systems with transition temperatures lower than
the temperature reachable with liquid nitrogen as well as a minor resolution
advantage (though the thermal broadening is generally not the limiting factor
of the resolution).

Figure 3.3: Illustration of a hemispherical sector analyzer. R1 and R2 are the
radii of the inner and outer hemisphere respectively. A negative potential is
applied to both hemispheres. R0 is the mean radius.
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Hemispherical Analyzer

The hemispherical sector analyzer (HSA), sometimes called the concentric
hemispherical analyzer, is the most common electron energy analyzer design
used for photoelectron spectroscopy. An illustration of an HSA is shown
in Figure 3.3. It consists of two concentric stainless steel hemispheres: an
inner hemisphere of radius R1 and an outer hemisphere of radius R2. A
negative potential is applied to each of the hemispheres, with the potential
on the outer one being higher than that on the inner one. Any electron
travelling through the analyzer will be deflected by an amount determined by
its kinetic energy. When the potentials on the hemispheres are kept constant
only electrons having a specific kinetic energy, called the pass energy Ep, or
within a certain range of this energy, will reach the detector. Electrons having
a higher or lower kinetic energy will be collected by one of the hemispheres.
The analyzer can scan over energies in one of two principal ways. Either by
varying the potential applied to the hemispheres and thus changing the pass
energy or else by varying the lens settings. In the latter mode, known as
fixed analyzer transmission (FAT), the pass energy of the analyzer is kept
constant and instead the lens system is used to accelerate or retard a given
kinetic energy channel to the pass energy. The main advantage to this for
PES is that in this mode the energy resolution ∆E, given by

∆E = Ep
R1R2

2R0 + α2
, (3.1)

is constant for all kinetic energy values. Here R0 is the mean radius of the
hemispheres and α is the angular half aperture of the electron beam at the
entrance slit determined by the lens system. As a result of this, and the
fact that this mode generally provides greater signal intensity for low kinetic
energy photoelectrons, most PES spectra are acquired using the FAT mode.

Twin Anode X-ray Source

The twin anode x-ray source is perhaps the most common lab based x-ray
source used for PES. It works according to a few relatively simple princi-
ples illustrated in Figure 3.4. X-rays are generated as an anode material is
bombarded with high-energy electrons emitted from a thermal source. The
energy of the resulting x-ray transition is determined by the anode mate-
rial, chosen both for its energy and for its line width. A twin-anode x-ray

48



Figure 3.4: Illustration of the end of a twin-anode x-ray source. X-rays are
produced as electrons emitted by filaments are accelerated on to an anode
kept at high voltage. A twin-anode source is so named because its anode
has two faces coated with different materials, enabling the production of two
different sets of x-ray lines. The anode is housed within a shield which has
an aluminium window at the end, permitting x-rays to travel through it.
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source is so named because it has a twin-faced anode, each face coated with a
different material, with aluminium and magnesium being the most common
choices of anode material. The voltage applied to the anode can typically be
set as high as 15kV, but the precise value which maximizes the efficiency of
the x-ray emission depends on the anode material. Because the photon flux
is proportional to the electron current hitting the anode it is generally de-
sired to use as high values of current as possible. The electron bombardment
of the anode produces a considerable amount of heat, however, and so the
maximum current usable is limited by how fast this heat can be dissipated.
Most twin-anode x-ray sources are therefore water cooled. As can be seen in
Figure 3.4 the anode and the cathodes (filaments) are housed within a shield
topped with an aluminium window. The purpose of this design is primarily
to shield the sample from the high potential of the anode, but it has a couple
of other advantages as well. Specifically from the aluminium window which
filters out some of the bremsstrahlung radiation as well as certain secondary
x-ray transitions.

Many setups using twin-anode x-ray sources also come equipped with
monochromators, mostly in the form of quartz diffraction gratings. Using
a monochromator provides a number of advantages. First and foremost, it
reduces the x-ray line width (from ≈ 0.9eV to 0.25eV for AlKα) increasing
the energy resolution of any measurements. A second advantage is naturally
that it removes the unwanted portions of the x-ray spectrum, namely satellite
peaks and the bremsstrahlung continuum. However, a certain amount of the
x-ray flux is lost in the process, and so the choice of whether or not to use a
monochromator is a trade off between resolving power and acquisition time.

UV Sources

Although there exists a number of different ways to produce ultraviolet ra-
diation, the most common UV sources used in PES experiments are plasma
discharge lamps. These again come in many different designs, but this sec-
tion will mainly concern itself with the two types of discharge lamps used in
this experiment.

The lamp in the Trondheim setup is a SPECS UVS 10/35, a simple yet
elegant and powerful design. It is a type of hollow cathode lamp which
consists in simple terms of a large hollow cylinder cathode, an anode and
a buffer gas. A large voltage applied across the cathode and anode ionizes
some of the gas, creating a plasma. Atoms and ions in the plasma can become
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excited by colliding with each other. When they subsequently relax to lower
states they emit photons with energies characteristic of the atoms they came
from. This light is then guided from the lamp towards the sample through
a quartz capillary. In order for it to be possible to maintain high vacuum
conditions in the analysis chamber while still allowing gas pressures in the
lamp to be relatively high the device is differentially pumped.

The lamp in the St. Andrews setup, a SPECS UVS 300, is of a more
complex design but in return is capable of offering both a higher photon
flux as well as a smaller spot size than the UVS 10/35. It is a so called
duoplasmatron light source. Meaning that it generates a plasma by guiding
electrons emitted from hot filaments along the lines of a strongly inhomo-
geneous magnetic field towards a small discharge region. Within this region
gas becomes ionized from the interactions with the electrons. As in the UVS
10/35 light produced in the plasma is guided to the sample through a quartz
capillary. The UVS 300 can be fitted with a number of extra features such
as a monochromator amongst others.

Both the UVS 10/35 and the UVS 300 can be operated with a number
of noble gases, helium being the most common choice because it provides
the best intensity and concentrates most of its spectral weight on one line,
HeI (21.22eV). It is possible to adjust the relative output of HeI radiation to
HeII (40.81eV) radiation by changing the pressure of Helium in the lamp. HeI
radiation originates from unionized helium atoms while HeII radiation comes
from singly ionized helium atoms. The UVS 300 is capable of producing a
particularly high HeII intensity. While the UVS 300 produces more and
better quality light, its more complex design means that it usually requires
more maintenance than the simpler UVS 10/35. The addition of filaments
in particular adds a potential source of disrepair.

e-Beam Evaporator

An electron beam evaporator is a highly flexible tool that enables evaporating
small quantities of almost any material at controlled and reproducible rates.
The working principle of the device, illustrated in Figure 3.5, is fairly similar
to that of the twin-anode x-ray source. A piece of material, either in the
form of a rod or in a crucible, is kept at a 2kV potential and bombarded
with electrons thermionically emitted from a filament. As the material heats
up it starts to evaporate, releasing atoms with the thermal energy (< 1eV).

The particular design employed in this experiment, the SPECS EBE-4,
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has four pockets capable of simultaneous evaporation. Each of these pockets
can also be run individually and is enclosed by a water cooled copper shroud
preventing crosstalk between the pockets.

Figure 3.5: Illustration of the basic working principle of an e-beam evapora-
tor. A piece of material, an Fe rod in this case, is kept at a 2kV potential
and bombarded with electrons thermionically emitted from a filament. As
the material heats up it starts to evaporate.
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Figure 3.6: Naturally grown MoS2 crystal from a mine in Australia.

3.2 Sample Preparation

The experiments in this thesis were all performed on MoS2 samples taken
from a naturally grown crystal. Figure 3.6 shows a picture of one such crystal.
Being naturally grown, the crystal is polycrystalline, i.e. rather than being
a large single crystal it is composed of a large amount of single crystals of
varying sizes and orientations. In order to maximize the chance of obtaining
a sample with sizable single domains, care was taken to extract them along
the crystal’s natural cleave planes whenever possible. The samples were then
cut into appropriate sizes and affixed onto sample plates in one of two ways.
Either by a silver epoxy adhesive, hardened by baking it at 200◦C for about
20 minutes, or by tantalum clips spot welded onto the sample plate. In both
cases it is important that the sample be in electrical contact with the sample
plate in order to avoid charging problems, hence the choice of a conductive
glue. Clips were used instead of the adhesive when the sample was to be
subjected to temperatures higher than ≈250◦C as the glue starts to degas
above this point.

The techniques used in this experiment are surface sensitive and thus are
reliant on samples having a clean surface in order to produce good results.
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Figure 3.7: Schematic illustrating the top-post method of cleaving layered
materials.

Typically surfaces are either grown in situ, or cleaned using a combination
of sputtering and heat treatment techniques. Lamellar materials such as
TMDCs, however, have a distinct advantage. Because of the weak inter-layer
bonding it is relatively easy to remove the top layers of the sample, exposing
a clean surface underneath. In this experiment two methods were used to
mechanically cleave the MoS2. The first method involved affixing a piece of
adhesive tape to the top of the sample as well as to the load lock wall in such
a way that the sample could be cleaved when it was moved further into the
vacuum system. This method is commonly called the scotch tape method
The second method is known as the top-post method. It consists of gluing
a post to the top surface of the material in the way shown in Figure 3.7.
Once the sample has been transferred into the vacuum system this post can
be knocked off, cleaving the sample. Unfortunately neither of these methods
guarantee a good cleave. The surfaces exposed can be uneven and rough.
Because of this the cleaving process was repeated until a good surface was
exposed. The final step was to check the quality of the surface with LEED,
and the sample for contaminants using XPS. For the ARPES measurements
done in St. Andrews the sample was cooled to 20K using liquid helium and
aligned in a direction of high symmetry using LEED.
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3.3 Analysis of Experimental Data

XPS

An XPS spectrum can yield a wealth of information on both the elemental
and chemical composition of whatever sample is being studied. Extracting
this information, however, is not always straightforward. While a cursory
analysis of a widescan, such as the one in Figure 2.8, can give an overview
of what elements the sample contains, a more careful analysis of the vari-
ous peaks in the spectrum is necessary to conclude anything precise on their
chemical environment or even their relative quantities. The most important
characteristics of a photoelectron peak in this respect are its location, i.e.
at what binding energy it is centered, its shape and its area. In order to
determine these with any degree of certainty, the former of the two in partic-
ular, it is typically necessary to curve fit peaks to the experimental data. A
number of choices has to be made in doing this. It is necessary, for example,
to choose the number of peaks to include in the fit, as well as the shape of
each of these. Herein lies the central difficulty in analyzing XPS data. It is
always possible to achieve a good fit simply by adding an arbitrary number
of peaks, and there are a near infinite amount of ways to do it in. Clearly,
it is difficult to say whether a given fit is representative of reality. A fit
made without any constraints imposed upon it is unlikely to be correct. The
choices made in the fitting process constitute assumptions about the physics
involved and the state of the sample. As such the process must always be
tempered and guided by knowledge of the photoemission process and of the
sample chemistry. Spin-orbit split peaks are very useful in this regard, as
the constant peak separation and peak area ratio provide constraints to use
when fitting.

When fitting the photoelectron peaks it is necessary also to remove the
background of inelastically scattered electrons. This can be done either si-
multaneously with the peak fitting or, as was the case in this experiment, as a
separate step prior to the peak fitting. As explained in a previous section the
shape of the background is determined by the loss processes electrons can un-
dergo on their way out of the sample. It depends on a number of factors such
as the material of the sample and the energy of the photoelectrons. Because
of this a number of different approximations and models for the background
exists. Figure 3.8 shows the removal of two different background types from
the same example ARPES EDC. Although the backgrounds encountered in
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Figure 3.8: Illustration of the background removal process for an example
ARPES EDC. Two different types of backgrounds are shown: a) linear back-
ground and b) Shirley background.

UPS, and ARPES by extension, are not entirely equivalent to those found in
XPS (owing primarily to the kinetic energy dependence of the cross-section
for the creation of secondary electrons[77]), the primary loss processes are
the same and thus the background removal process is largely analogous to
a first approximation. The linear background, shown in Figure 3.8 a), is
the simplest approximation. It works best when the background changes
little over the energy range spanned by the peak, e.g. in materials with
large band-gaps, but is otherwise a rather arbitrary approximation. Figure
3.8 b) shows the background type used most frequently in this experiment,
the Shirley background[78]. It is a better approximation that in a general
way accounts for the inelastic scattering of the electrons. The main flaw in
this background type comes from its most distinguishable feature, namely
the sharp rise in the background at the peak. While this is a real effect its
physical nature is misattributed by the Shirley background. The contribu-
tion to the energy loss background of a photoelectron peak arising from the
transport of electrons through a solid is, by itself, not large enough at the
peak location[79] to account for the rise. Instead a large fraction of this step
corresponds to a shakeup excitation to a continuum of final states[80], and
is thus intrinsic to the peak shape. This means that the Shirley background,
although useful and widely used, has a couple of drawbacks. Naturally, using
this background gives up the information which could otherwise be gained
from the intrinsic part of the loss tail (it can for instance give some insights
into bonding types). Furthermore, because this intrinsic loss depends on the
chemical state the originating element is in, it could potentially lead to errors
in quantification. Finally, the Shirley background is not well suited for more
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complicated peaks with several components, as the background removed from
the various components will be poorly defined. In such cases a different type
of background defined by Tougaard[79] is more appropriate. Regardless of
the method used, however, it is clear that the choice of background, as well
as how it is removed, will change the shape and area of the photoelectron
peaks and represents an additional source of error.

After the background has been removed, peaks are fit to the experimental
data. The main choices to be made at this stage are the functional form of
the peaks to fit and how many peaks to include. As was the case for the
background a large number of synthetic line shapes exists. Recall that the
line shape of most photoemission peaks will contain Lorentzian and Gaussian
contributions both from physical and experimental origins. For this reason a
natural choice for the peak shape, and the one most used in this experiment,
is the so called Voigt profile, a convolution of a Gaussian and a Lorentzian.
When fitting asymmetric peaks such as the Fe 2p peaks, either the Doniach-
Sunjic[81] or a pseudo-Voigt profile with an asymmetry parameter[82] was
used depending on what information was wanted. The former is a Gaussian-
Lorentzian peak with a modified tail to account for the asymmetry of metallic
peaks, and was used when precise peak positions and shapes were desired.
The latter is a sum of a Gaussian and a Lorentzian, rather than a convolution,
with an additional asymmetry parameter and was used when it was desired
to extract the area of a peak. This was necessary because the Doniach-Sunjic
profile does not have a well defined area. Choosing the number of peaks to
include in a fit largely comes down to knowledge of the chemistry of the
sample.

Analyzing UPS spectra was done in an analogous fashion.

ARXPS

The main purpose of the angle-resolved XPS data collected in this experiment
was to characterize the growth of the iron overlayer on the MoS2 substrate,
and to see whether the iron could be made to intercalate from heat treatment.
To this end core level spectra of the relevant elements were acquired at various
different sample tilt angles. Then the areas of these peaks were determined
under the considerations outlined above. These were then normalized to each
other at each angle step and plotted against the sample tilt angle. Rough
relative depth plots were made by plotting the logarithm of the ratio of the
peak area near grazing angle to that at normal emission for each species. This
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plot is independent of any model and served as an aid in the analysis of the
data. The thickness of the iron overlayers was calculated using equation 2.19.
Additional considerations about this method of film thickness calculation are
made in Appendix A.

ARPES

Two different detector types, a one dimensional channeltron detector and a
two dimensional CCD detector, were used to acquire ARPES data in this
experiment. Consequently two different methods, outlined in section 2.3.2,
were used to acquire the spectra. The treatment of the data varied accord-
ingly.

Using the one dimensional channeltron detector in Trondheim each ARPES
spectrum was composed of several UPS spectra taken at different sample tilt
angles. These were combined postfact to create a two dimensional slice of
the band structure. Acquiring ARPES spectra in such a manner is a time
consuming process, a single spectrum could take upwards of five hours to
acquire.

The situation is much improved when using a two dimensional detector
such as the one in the St. Andrews lab. With this setup an equivalent ARPES
spectrum can be taken in minutes rather than hours and with much better
resolution. A different set of considerations must be made in the treatment of
data acquired in this way. The prime example being that the recorded image
of the photoemission intensity will initially be warped. Rather than being a
rectangular grid in energy and angle it will instead be squeezed in angle at
the lower electron energies due to the energy and angle dependence of the
electron trajectory through the HSA. This was corrected for by applying a
warp mesh supplied by the detector manufacturer to the image. Furthermore,
the intensity scales of the spectra were corrected for dead pixels, i.e. pixels
in the detector that always read out either nothing or maximum intensity.

Regardless of the detector used it is often desired to display the spectra
as a function of k rather than the angle. This is relatively straightforward
for single images recorded at normal emission for which it suffices to use
Equation 2.6.

After this it is common to extract EDCs or MDCs from the images and
analyze them much as you would UPS spectra. In this experiment only EDCs
were analyzed.
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Chapter 4

Results

Over the course of this experiment measurements were carried out on a large
number of different samples, prepared according to the exigencies of the ex-
perimental setups as well what they would be subjected to. Rather than give
a precise accounting of each sample, this chapter will focus on the more im-
portant results and present them by theme. More details about the samples
and their preparation will be provided where such information is necessary.
The discussion and interpretation of the results will be left for a separate
chapter following this one.

4.1 Sample Characterization

The samples studied in this experiment were all, without exception, extracted
from the same naturally grown MoS2 crystal. Because of this, the initial stage
of the experiment was dedicated to a brief check of the sample quality. Figure
4.1 shows XPS spectra of a clean MoS2 sample acquired in Trondheim using a
MgKα X-ray source. This sample was cleaved using the scotch tape method
and measured at room temperature. The widescan in Figure 4.1 a) displays
prominent molybdenum and sulfur peaks as would be expected. Other than
a small amount of carbon, the spectrum does not indicate the presence of
any other contaminating species in significant quantities. Figure 4.1 b) and
c) show more detailed, fitted, core level spectra of the Mo 3d and S 2p peaks
respectively. The binding energy of the Mo 3d 5/2 peak is found at 239.5eV,
separated from the 3d 3/2 peak by a spin-orbit splitting of 3.15eV. Both of
these results are in agreement with literature values for Mo in MoS2[73, 83].
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Figure 4.1: XPS spectra of a clean MoS2 sample taken with MgKα radiation.
a) shows a widescan with the major peaks labelled, while b) and c) show more
detailed core level spectra of the Mo 3d and S 2p peaks respectively. In b)
and c) the red markers indicate the experimental data while the black line
is a fit to that data. The individual peaks making up the fit are marked by
dashed lines.
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The parameters of the S 2p peak, found to have a spin-orbit splitting of 1.2eV
with the 2p 3/2 peak located at a binding energy of 162.3eV, are in similar
agreement with literature values.

Figure 4.2: XPS spectra of a clean MoS2 sample taken with monochromatized
AlKα radiation. a) shows a fitted Mo 3d core level spectrum while b) shows
a fitted S 2p core level spectrum.

A different set of Mo 3d and S 2p core level spectra taken in St. An-
drews are included in Figure 4.2 for comparison. These are measurements of
a top-post cleaved sample, taken using a monochromated AlKα source with
the sample temperature at 20K. As is evidenced particularly well by the S
2p peak in Figure 4.2 b) (now resolved clearly into two separate peaks), the
use of monochromatized radiation and to a lesser extent a reduced sample
temperature results in better energy resolution. Both of these core levels
display identical spin-orbit splitting to those in Figure 4.1 as would be ex-
pected. Interestingly, however, both the Mo 3d and S 2p peaks are shifted
by 0.3eV towards lower binding energies.

In addition to verifying the chemical composition of the samples using
XPS, the quality of the sample surfaces was investigated using LEED. Two
LEED patterns taken at different electron beam energies are shown in Figure
4.3 a) and b). Both figures display distinct hexagonal patterns with little
diffuse background scattering, indicative of a good quality surface. It was
found that, provided a good cleave was obtained, most samples contained
relatively large domains where good quality LEED patterns could be taken.

Figures 4.4 a) and b) show LEED patterns of two different, clean MoS2

samples measured in St. Andrews. Although these patterns still demonstrate
the hexagonal symmetry of the patterns in Figure 4.3, they are clearly of
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Figure 4.3: LEED patterns of a clean MoS2 sample, cleaved using the scotch
tape method, taken at 54eV a) and 122eV b) in Trondheim. The dark shadow
in the centre of both images is the electron gun.

Figure 4.4: LEED patterns of two different clean MoS2 samples both cleaved
using the top-post method. The patterns were taken in St. Andrews using
a beam energy of 112eV (a) and 149eV (b). It is not clear whether the poor
quality of the patterns is due to optics, or to the sample surface quality.
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lower quality. The spots appear to be split into several smaller spots and
bright streaks can be seen in Figure 4.4 b). It is unknown whether the
reduction in quality is due to the quality of the sample surface itself, or to
the LEED optics. If it comes from the sample surface it could suggest the
presence of stepped surfaces along with flat regions.

Figure 4.5: XPS widescans of four different MoS2 samples cleaved either in
air (a) and c)) or in vacuum (b) and d)). All spectra were taken with AlKα
radiation (d) monochromatized AlKα). The positions of the O 1s and C 1s
core levels are marked.

Although most samples were cleaved in vacuum in order to keep their
surfaces clean, this was not practical in all cases. In particular the samples
affixed to the sample plates using tantalum clips rather than glue did not
reliably cleave well. Rather than gambling on getting a good cleave in vacuum
these were instead cleaved in air immediately prior to loading them into the
vacuum system. Figure 4.5 shows the resulting XPS spectra of four different
samples, two cleaved in air (a) and c)) and two in vacuum (b) and d)). While
samples cleaved in vacuum generally displayed lower amounts of carbon and
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oxygen contamination, those cleaved in air remained remarkably clean due
to the inertness of the MoS2 surface. Furthermore, much of the resulting
contamination could be removed from the sample by heat treatment.

4.2 Fe Growth and Intercalation

Two different sources were used to evaporate iron onto the samples. The
e-beam evaporator used in Trondheim produced iron at constant and repro-
ducible rates, while the improvised iron doser used in St. Andrews proved
more fickle. All film thicknesses reported in this section were calculated using
Equation 2.19 with the areas of the Mo 3d and Fe 2p peaks. Values for the
effective attenuation lengths were taken from the NIST EAL database[84].

Figure 4.6: XPS spectra of MoS2 dosed with varying amounts of iron taken
with MgKα radiation. a) Three widescans of MoS2 with (from bottom to
top) no iron, a 2.1Å overlayer and a 5.6Å overlayer. b) shows a fitted Fe 2p
core level from the sample with the 5.6Å overlayer.
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Figure 4.6 a) shows three widescans of the same sample dosed with dif-
ferent amounts of iron. Going from bottom to top it shows spectra of the
sample with no iron, with a 2.6Å Fe overlayer, and with a 5.6Å Fe overlayer.
It clearly shows how the both the Fe 2p and Fe LMM peaks increase in size
with increasing amounts of iron. Additionally it shows, albeit less clearly,
that the Mo and S peaks get progressively more attenuated. Next to it, in
Figure 4.6 b), is a more detailed Fe 2p core level spectrum of the sample with
the highest amount of iron. The 2p 3/2 peak is found at a binding energy
of 706.8eV, consistent with metallic Fe. Figure 4.7 shows LEED patterns
obtained on this sample before (a) and after the final deposition of Fe (b).
Although there is an increase in the diffuse background scattering, the LEED
spots remain sharp.

Figure 4.7: LEED patterns of MoS2 before (a) and after (b) deposition of a
5.6Å Fe overlayer. Clearly the addition of iron does not destroy the pattern,
but merely increases the diffuse background scattering.

A previous study has found that iron deposited on top of MoS2 is only
weakly bound to the substrate[51]. It has, however, also be shown that iron
can be made to intercalate into MoS2 to reside between layers[29, 85]. Left on
the surface the iron will be more susceptible to oxidation and may be prone
to thermal desorption. The latter arrangement therefore makes for a more
robust and stable dopant configuration and is thus better suited for potential
device applications. One possible way to achieve this is by annealing the iron
dosed samples at elevated temperatures.
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Figure 4.8: LEED patterns of a) clean MoS2, b) MoS2 with a 2.7Å Fe over-
layer, c) after annealing the sample to 80◦C, and d) after exposing the sample
to atmosphere.

Figure 4.8 shows a LEED series of such an experiment performed on a
sample affixed to the sample plate with adhesive. By comparing the LEED
pattern before iron dosing (Figure 4.8 a)) and after the addition of a 2.7Å
overlayer (Figure 4.8 b)) it can be seen that, similar to the results in Figure
4.7, the addition of iron to the sample does not significantly alter the LEED
pattern. Interestingly, there is in this case not an as noticeable increase in the
diffuse background, likely because this sample has less iron on the surface.
Following the iron dosing, the sample was annealed at 80◦C. The tempera-
ture was not increased further due to significant pressure spikes during the
annealing process. Again there was no major change to the LEED pattern,
shown in Figure 4.8 c), but its diffraction spots are less sharp. Finally, as a
preliminary check for intercalation, the sample was exposed to atmosphere.
The thought being that, were the iron to have intercalated, it would not be
oxidized. Evidently, the exposure to atmosphere did not destroy the result-
ing LEED pattern (Figure 4.8 d)), but again only made it more diffuse. This
result suggests that the sample surface is not massively contaminated, but
due to the small amounts of iron used it is not possible to conclude that the
iron has intercalated. Indeed, the XPS spectra in Figure 4.9 confirms the
former and contradicts the latter. From the widescan in Figure 4.9 a) it can
be seen that the sample is only moderately contaminated by C and O. The
Fe 2p core level in Figure 4.9, on the other hand, has shifted to a higher
binding energy compared to the one in Figure 4.6 b). At a binding energy of
711.1eV the Fe 2p 3/2 peak now demonstrates the presence of iron oxides.
Furthermore, the lack of any peak distinguishable above the background at
707eV suggests that most of the iron has oxidized. Of course, any amount of
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Figure 4.9: XPS spectra of annealed sample after exposure to atmosphere.
The widescan (a) shows the presence of C and O on the surface while the Fe
2p core level (b) shows that the iron overlayer has oxidized.

iron that may have intercalated would be harder to detect due to attenuation
by the overlayer.

These results, along with some preliminary ARXPS measurements, indi-
cated that the iron did not intercalate in any significant quantities at temper-
atures of less than 100◦C. However, raising the temperature of the samples
above this point was accompanied by pressure spikes as well as a deterio-
ration of the samples as shown in Figure 4.10. This figure displays XPS
spectra of an iron dosed sample before and after annealing to 150◦C. Both
the widescan in Figure 4.10 a) and the C 1s and O 1s core level spectra in
b) and c) show that the sample got more contaminated by C and O in the
annealing process. The source of this contamination is believed to be the
silver epoxy used to glue the samples to the sample plate. More specifically,
air bubbles trapped in the glue which degassed during the heating. Another
interesting point found in Figure 4.10 a) is the reduction in the Fe 2p peak.
Naturally it would be expected to be somewhat attenuated due to the added
surface contaminants, but the extent of the reduction in peak area suggests
thermal desorption.
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Figure 4.10: XPS spectra of an iron dosed MoS2 sample affixed by glue to
the sample plate, before and after annealing to 150◦C. The widescan (a) as
well as the C 1s (b) and O 1s (c) core level spectra show that the sample got
contaminated with C and O in the annealing process.

To combat the temperature constraints imposed by the glue, a new set of
samples were prepared. Affixed this time by tantalum clips spot welded onto
the sample plate. It was also desired to see what effect the annealing would
have on the clean MoS2 surface. Figure 4.11 shows the resulting binding
energy shifts in the Mo 3d core level (a) and in the S 2p core level (b)
when annealing a clipped, clean MoS2 sample in stages up to a maximum
of 683◦C. Both core levels follow nearly precisely the same trend. Between
room temperature and 100◦C there is a shift of 0.1eV towards higher binding
energies. This shift remains constant until 400◦C when the core levels shift
again by another 0.1eV towards higher binding energies. At the final stage
the core levels shift back towards lower binding energies, ending up with a
net 0.11eV binding energy shift towards higher binding energies between the
sample at room temperature and annealed to 683◦C. Figure 4.11 c) shows the
ratio of the areas of the Mo 3d and S 2p peaks plotted versus temperature.
Interestingly the major changes in this plot occur at the same temperature
steps as did the core level shifts. Those steps for which the Mo/S ratio is
constant (100◦C, 200◦C, 683◦C) had no core level shifts between them.
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Figure 4.11: a) Mo 3d and b) S 2p core levels of clean MoS2 sample annealed
in increasing temperature steps. A dashed black line is included in both
figures to help visualize the binding energy shifts. c) The ratio of the areas
of the Mo 3d and S 2p peaks plotted versus temperature. Note that major
changes to the core level binding energies occur at the same temperature
steps as do the changes to the Mo/S ratio.
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Figure 4.12: LEED pattern of clean MoS2 sample before and after annealing
to 683◦C.

Figure 4.12 shows LEED patterns of the sample before (a) and after (b)
the annealing process. It is included to show that the annealing process did
not destroy the sample surface, though the pattern after annealing is more
diffuse.

Figure 4.13: a) C 1s and b) O 1s core level spectra before and after annealing
to 683◦C. While the annealing process reduced the amount of carbon on the
sample surface, it did not noticeably affect the amount of oxygen.

Contrary to what happened when annealing the glued samples Figure
4.13 a) shows that the annealing process removed physisorbed carbon from
the sample. The amount of oxygen on the sample surface, however, remained
more or less constant (Figure 4.13 b)).
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Figure 4.14: LEED patterns of a) clean MoS2, b) MoS2 with a 2.4Å Fe
overlayer, c) Fe dosed MoS2 with the addition of a small amount of K, and
d) after annealing the sample to 400◦C.

The next step was naturally to dose a clipped sample with iron and then
anneal it at high temperatures. Figure 4.14 shows a LEED series of one of
these experiments, each pattern being representative of a unique stage of
the experiment. The two leftmost subfigures show the diffraction patterns
obtained before (a) and after (b) depositing a 2.4Å iron overlayer onto the
sample. As has been well established by this point the addition of iron to
the sample does not destroy the pattern. If anything the pattern after iron
deposition shows less of a background, though this is likely caused by the
settings of the LEED optics being better optimized in this case. Figure 4.14
c) shows the LEED pattern of the sample after deposition of a small amount
of potassium onto the sample. The purpose and reasoning behind this will
be refreshed in the next section. This time the addition of extra material to
the surface resulted in a worsening of the pattern, with the diffraction spots
being dimmer than they were before. The final pattern (Figure 4.14 d)) was
taken after annealing the sample to 400◦C. Evidently, the annealing process
improved the LEED pattern: its spots are brighter though a bit less sharp.

Figure 4.15 are relative depth plots of the main species in the sample
before (a) and after (b) annealing. It is meant to give a rough indication
of the relative depth of these species in the sample. As would be expected,
the relative depth plots place Mo and S furthest down both before and after
annealing. Fe and K are both found nearer to the surface, with K above
Fe as might be expected from the order of evaporation (first Fe and then
K). Interestingly, the relative depth plot places C closest to the surface even
though the amount of carbon appeared to remain unchanged after depositions
(with a small attenuation after each deposition). There was, however, a 1.7eV
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Figure 4.15: Relative depth plot of the species in the sample before (a) and
after (b) annealing the sample to 400◦C. This plot was constructed by taking
the logarithm of the ratio of the peak area at high sample tilt to that at
normal emission.

shift of the C 1s core level from a binding energy of 284.2eV to 285.9eV. This
shift was not observed in any of the other core levels. The relative depth plot
post annealing is similar to the one before with a few notable differences.
Other than now placing K below Fe, the ordering of the species remains
unchanged. It should be mentioned at this point that the data for K in the
after plot carries a high degree of uncertainty because very little potassium
remained after annealing. In addition to this it can be observed that the
absolute difference between the Fe and Mo and S points has decreased.

Figure 4.16 displays the results of ARXPS measurements of the sample
before (a) and after (b) annealing. It shows the areas of the most prominent
core level peaks of the species of interest plotted versus sample tilt angle. The
areas have been normalized to each other at each angle step. Two distinct
trends make themselves clear in the series taken before annealing (Figure
4.16 a)): one for those elements determined to be closest to the surface in
Figure 4.15 i.e. Fe, K and C, and another for Mo and S. The areas of Fe, K
and C remain relatively constant at lower sample tilt angles before increasing
more rapidly at higher angles. For the areas of Mo and S the situation is
reversed. They too remain relatively constant at lower angles but instead
decrease rapidly at higher angles. As a point of interest note that the areas
of the C peaks show the most dramatic increase. Figure 4.16 b) shows the
situation after annealing. Because both the K and C core levels were much
diminished after the annealing, this figure includes only a few data points on
these two elements, and even these should considered with caution. The two
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Figure 4.16: ARXPS measurements of a clipped MoS2 sample dosed with Fe
and K before (a) and after (b) annealing to 400◦C. The figures show the areas
of the most prominent core level peaks (of Mo, S, Fe, K and C) normalized
to each other and plotted as a function of the sample tilt angle.

trends identified before annealing appear to be mostly gone in this figure.
Except for perhaps a slight increase in the Fe area at higher angles, most
of the areas remain mostly constant over the angle series. In particular, the
distinct drop in the Mo areas has disappeared.

Figure 4.17 is included to better illustrate the change in the ratio of the
Fe and Mo areas. In it, this ratio is plotted versus sample tilt angle before
(a) and after (b) annealing. A simple 1/cos(θ) fit is marked by a blue line in
both figures. While this appears to be a relatively good fit of the data prior
to annealing, the same cannot be said for the data post annealing.

Both Figures 4.16 and 4.17 show indications of slight periodic variations
in the peak area ratios. This variation is made explicit when plotting the
ratio of the Mo and S areas as a function of sample tilt angle as is done
in Figure 4.18 a) (pre anneal) and b) (post anneal). Both of these plots
show clear peaks around 15 and 45 degrees. This is likely a diffraction effect
occurring because the sample happens to be aligned along an axis of high
symmetry. It can be seen in the LEED patterns in Figure 4.14 that the
sample is aligned nearly precisely along Γ-M (keeping in mind that each of
the diffraction spots represent Γ points). Whatever distance in the MoS2

crystal it corresponds to, it appears to be unaffected by the annealing and
thus by the possible Fe intercalation.
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Figure 4.17: ARXPS measurements of a clipped MoS2 sample dosed with Fe
and K before (a) and after (b) annealing to 400◦C. It shows the ratio of the
areas of the Fe 2p and Mo 3d core levels plotted versus the sample tilt angle.
The blue line in each figure is a 1/cos(θ) fit of the data.

Figure 4.18: ARXPS measurements of a clipped MoS2 sample dosed with Fe
and K before (a) and after (b) annealing to 400◦C. It shows the ratio of the
areas of the Mo 3d and S 2p core levels plotted versus the sample tilt angle.
The plots show clear peaks at around 15 and 45 degrees.
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4.3 Doping and Counter-doping

The addition of iron to the MoS2 surface is expected to give rise to binding
energy shifts of the core levels, either by doping or by other means. This
section will present the core level shifts observed accompanying the Fe depo-
sition.

Figure 4.19: a) Mo 3d and b) S 2p core level spectra after successive depo-
sitions of Fe. These measurements were performed on a scotch tape cleaved
sample at room temperature. The addition of a 5.6Å Fe overlayer to the
sample causes a net shift of 0.3eV towards lower binding energies for both
the Mo 3d and S 2p core levels.

Figure 4.19 shows the recorded Mo 3d (a) and S 2p (b) core levels following
two successive iron depositions. Both core levels experienced a shift of 0.3eV
towards lower binding energies after the deposition of a 2.1Å Fe overlayer.
Increasing the amount of Fe on the surface to 5.6Å did not cause any further
shifts. These measurements were performed in Trondheim on a scotch tape
cleaved sample at room temperature.

Figure 4.20 displays a similar set of measurements performed in St. An-
drews on a top-post cleaved sample at 20K. The results, however, are remark-
ably different. In this case the addition of Fe caused a net shift of 0.12eV
towards higher binding energies for both the Mo 3d (Figure 4.20 a)) and S
2p (Figure 4.20 b)) core levels. Furthermore, this shift occurred gradually,
increasing with each Fe deposition.

75



Figure 4.20: a) Mo 3d and b) S 2p core level spectra after successive de-
positions of Fe. These measurements were performed on a top-post cleaved
sample at 20K. The addition of a 8.7Å Fe overlayer to the sample causes a
net shift of 0.12eV towards higher binding energies for both the Mo 3d and
S 2p core levels.

Figure 4.21 shows a widescan (a) and the Mo 3d (b) core level of a top-post
cleaved sample after deposition of a large amount of Fe (estimated at 42Å).
The Mo 3d core level now clearly has two components, marked in Figure
4.21 b) by 1 and 2 (though the fit overestimates the area of the leftmost
peak of the second component). Additionally, both of these peaks are found
at lower binding energies than the corresponding peak for clean MoS2 in the
same conditions. Referenced to the clean sample in Figure 4.20, the core
level of the first component has been shifted by about 0.5eV to lower binding
energies. The second component is shifted even further and is found at a
binding energy of 227.7eV, consistent with metallic Mo. In addition to this,
the S 2p peak in Figure 4.21 has been shifted to a binding energy of 161.5eV,
consistent with sulfur in FeS.
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Figure 4.21: XPS widescan (a) and Mo 3d (b) and S 2p (c) core level spectra
of a top-post cleaved MoS2 sample with a 42Å Fe overlayer. The Mo 3d core
level has been fitted with asymmetric pseudo-Voigt profiles after the subtrac-
tion of a Tougaard background. It clearly shows two separate components
marked by 1 and 2 (though the fit overestimates the area of the 3/2 peak of
the second component). The S 2p core level has been shifted to lower binding
energies compared to clean samples.
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Following the observation in Trondheim that the Fe deposition shifted the
core levels to lower binding energies, it was desired to explore whether it was
possible to shift the core levels back by deposition of K, a known electron-
dopant. The purpose of this being that any changes to the electronic band
structure observed after Fe deposition could less ambiguously be attributed
to magnetic effects. Figure 4.22 shows the resulting core level binding energy
shifts of the experiment described in Figure 4.14. The separate stages of the
experiment are marked by the numbers 1-5. These represent in order: the
clean sample (1), the sample after Fe deposition (2), the sample after two
successive K depositions (3 and 4), and after annealing the sample to 400◦C.
Similar to what was observed previously (Figure 4.19), the addition of a 2.1Å
overlayer resulted in a 0.3eV shift towards lower binding energies in both the
Mo 3d (a) and S 2p (b) core levels. The first dose of K caused a shift of
around 0.5eV back towards higher binding energies in both core levels, while
the second K dose caused a shift of 0.1eV towards lower binding energies.
Annealing the sample caused a further shift by 0.2eV towards lower binding
energies. From the results in Figure 4.22 c) it can be seen that the Fe 2p
experienced a net shift of 0.2eV towards lower binding energies as a result
of the K dosing. This shift was unaffected by the annealing, though clearly
it served to diminish its area. Figure 4.22 d) shows the evolution of the K
2p and C 1s core levels in the last three stages of the experiment. Although
it is difficult to say due to the low amounts of both elements present in the
sample, there do not appear to be any shifts between the two successive K
depositions. The annealing process caused most of both peaks to disappear.
In what is left of the C 1s core level, however, it is possible to identify a shift
of 1.3eV towards lower binding energies.
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Figure 4.22: a) Mo 3d, b) S 2p, c) Fe 2p, and d) K 2p and C 1s core level
spectra showing binding energy shifts through five stages of an experiment.
The stages are labelled 1-5 in the following manner: 1: clean MoS2, 2: De-
position of a 2.1Å Fe overlayer, 3 and 4: two successive K depositions, and
5: after annealing the sample to 400◦.
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4.4 Preliminary Band Structure Measurements

As a conclusion to the experiments a series of preliminary ARPES measure-
ments were made to look for any changes in the electronic band structure
brought about by the magnetic doping.

Figure 4.23: ARPES spectra taken using a 1D detector and the He Iα reso-
nance line of a MoS2 sample before (a) and after (b) deposition of a 6.8Å Fe
overlayer. The addition of Fe to the sample introduces a clear Fermi edge to
the spectrum post deposition.

Figure 4.23 show a couple of ARPES spectra taken of an MoS2 sample
before (a) and after (b) deposition of a 6.8Å Fe overlayer acquired using a
1D detector. The LEED pattern of this same sample presented in Figure
4.3 shows that the ARPES spectra represent cuts approximately through
Γ-K. Albeit of relatively poor angular resolution both the spectrum before
and after iron deposition show clearly dispersing bands. Figure 4.24 contains
two of the UPS spectra used to construct the ARPES images, both taken at
a sample tilt angle of 7.45 degrees. The most striking change to the band
structure following the iron deposition, seen both in Figure 4.23 b) and 4.24,
is the appearance of a distinct Fermi edge. In addition to this the band
structure of the iron doped sample has been shifted by 0.3eV towards higher
kinetic energies (or lower binding energies), comparable to the shift seen in
the core levels for the similarly scotch tape cleaved samples. As can be seen
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particularly well from the EDCs in Figure 4.24, the peaks in the EDC after
Fe deposition are less clearly resolvable above the background.

Figure 4.24: UPS spectra taken using the He Iα of a MoS2 sample before
(red line) and after (black line) deposition of a 6.8Å Fe overlayer taken at a
sample tilt angle of 7.45 degrees.

Figure 4.25 is a composite image showing the dispersion along Γ-K ac-
quired on a clean MoS2 sample using a 2D detector. As already indicated
from the measurements in Figure 4.23, the sample displays well-resolved,
clearly dispersing bands.
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Intensity

K Γ

Figure 4.25: ARPES spectrum of MoS2 taken using the He Iα resonance line
and a 2D detector. It is a composite image, made up of several individual
spectra, showing the dispersion along Γ-K. The dark line at -22 degrees comes
from an interruption in the functioning of the UV source.
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Figure 4.26: Constant energy cut at 15.92eV (kinetic energy) in the vicinity
of the K point. A map such as this can be used to precisely orient the sample
to the desired place in the Brillouin zone.

Understanding the nature and origins of valence band splitting is impor-
tant because it plays a large part in governing the spin and valley physics
of materials. In MoS2 it has been found that a combination of spin-orbit
coupling and interlayer coupling plays a significant role in the splitting of
the valence bands at the K point[86]. This, along with their interesting spin
texture, make these bands a reasonable choice for assessing the effects of the
Fe doping. Figure 4.26 is a constant energy cut (at 15.92eV) in the vicinity
of the K point. Such maps were used to precisely align the sample at the
correct location in reciprocal space.

Figure 4.27 shows the measured valence band structure around the K
point of a MoS2 sample before and after deposition of a 1.3Å Fe overlayer.
EDCs extracted at the K point (k|| = 0) are presented in Figure 4.28 a)
(before) and b) (after). Both the spectrum and the EDC of the clean sample
show two clearly distinct valence bands separated by an energy of about
0.17eV. The difference in energy scale between these spectra and those taken
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Figure 4.27: ARPES spectra taken using the He Iα resonance line. The
figures show the valence band structure around the K point of MoS2 before
(a) and after (b) deposition of a 1.3Å Fe overlayer.

Figure 4.28: EDCs extracted from the ARPES spectra in Figure 4.27 directly
at the K points. As in that figure, a) is the sample before Fe deposition and
b) is the sample after.
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Figure 4.29: a) Measured valence band spectrum at the K point for a MoS2

sample with a 1.2Å Fe overlayer. b) EDC extracted at the K point.

with the 1D detector is mostly due to the work function (around 4.35eV)
not being accounted for in the 2D data. As can be seen in Figures 4.27 b)
and 4.28 b), the addition of Fe to the sample resulted in the bands becoming
more diffuse. The two valence bands are no longer clearly distinct, but are
hinted at in the EDC (by the main peak and a shoulder in Figure 4.28 b)).
Though the separation between the bands appear to remain unchanged at
0.17eV, the whole feature has been shifted by 0.17eV towards lower kinetic
energies (higher binding energies). Unlike what was the case for the shift in
the spectra in Figure 4.23, this shift does not mirror the shift seen in the
sample’s core levels which can be seen in Figure 4.20. Instead it is greater
by a factor of about 2.5. If the Fe dosing caused any of the bands to split
further, no clear evidence for this can be seen in this data. Following this,
more Fe was deposited onto the sample, increasing the Fe overlayer thickness
to 8.7Å. This, however, had the result of making the bands too diffuse to be
discerned.

Figure 4.29 a) shows the same valence bands recorded on a different MoS2

sample with a 1.2Å Fe overlayer, while Figure 4.29 b) is the EDC extracted
at the K point. Despite being dosed with a comparable amount of Fe the
resulting spectrum is noticeably different. First of all the most intense part
of the spectrum is found at a kinetic energy of 15.3eV, around 0.65eV further
towards lower kinetic energies than that of the clean sample in Figure 4.27 a).
The energy span of this bright feature is comparable to the energy separation
of the valence bands found in the clean sample. Furthermore, this spectrum
has what appears to be an additional band at around 15.7eV kinetic energy.
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Chapter 5

Discussion

As mentioned in the previous chapter the work presented in this thesis in-
cluded measurements on a large number of samples. While that chapter
focused on the key results from the best samples, this chapter will attempt
to give a more holistic description of the experiment and its findings. The
intent being to distill from the experiment that knowledge which will be most
useful to further, more detailed investigations of the effects of magnetically
doping TMDCs. To that end this chapter will largely follow the structure
of the previous chapter, discussing and interpreting the results of the major
stages of the experiment. In addition, some of the more interesting results
will receive special attention.

5.1 Sample Characterization

Overall the quality of the samples extracted from the naturally grown MoS2

crystal exceeded expectations. As demonstrated by the XPS results in Figure
4.1 the sample was found to contain no major impurities. Certain parts of
the crystal, however, were found to contain slightly higher amounts of carbon
and oxygen than elsewhere in the crystal. The samples were mostly found
to cleave well, depending primarily on how it was extracted from the natural
crystal. With those samples cleanly extracted along natural cleave planes
cleaving consistently well. Such samples contained relatively large domains
wherein good quality LEED patterns, such as the ones in Figure 4.3, could
be obtained. The most telling gauge of the sample quality, however, came in
the form of the band structure measurements. Both the spectrum in Figure
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4.23 a) taken with a 1D detector, as well as the spectrum in Figure 4.25
taken with a 2D detector show clearly resolved dispersing bands.

The data acquired in this experiment are on their own not sufficient to
conclude with absolute certainty which polytype (or polytypes) of MoS2 is
present in the sample. However, the rarity of the 3R polytype in natu-
rally grown MoS2[41] combined with the fact that it is most often observed
alongside some impurity[40], makes it likely that the majority of the natural
crystal is made up of the 2H polytype. This is further backed up by the band
structure measurements, more specifically by the energy separation between
the two valence bands at the K point seen in Figure 4.27 a). The magnitude
of this splitting has been calculated to be smaller for 3R-MoS2 than it is for
2H-MoS2[28], at 0.14eV for the former and 0.17eV for the latter, precisely
what was observed in this experiment.

Most samples studied in this experiment were cleaved in vacuum in order
to minimize the amount of contamination on their surfaces. Some, however,
were cleaved in air immediately prior to insertion into the vacuum system.
The results showcased in Figure 4.5, though of extreme cases, are represen-
tative of both methods. While cleaving in vacuum generally yielded cleaner
sample surfaces, samples cleaved in air generally displayed relatively small
amounts of contamination due to the inertness of the MoS2 surface. Further-
more, most of this contamination could be removed by heating the sample
(exemplified in Figure 4.13). In situations where cleaving in vacuum proves
impractical (due to sample mounting, setup of the vacuum system or other-
wise), cleaving the sample in air is an acceptable substitute.

An interesting difference in the Mo 3d and S 2p core levels was observed
between samples measured in Trondheim and samples measured in St. An-
drews. While those measured in Trondheim were consistently found at bind-
ing energies matching literature values for MoS2, the same was not the case
for those measured in St. Andrews. The Mo 3d and S 2p core levels were
measured on two different clean MoS2 samples in St. Andrews. In both cases
they were found shifted towards lower binding energies, by 0.3eV in one case
(displayed in Figure 4.2) and by 0.8eV in the other. There were two major
differences to the measurements made in the separate locations which might
aid in explaining the shift.

The first is the sample temperature. In Trondheim the measurements
were made with the samples at room temperature, in St. Andrews on the
other hand the samples were kept at 20K. Thus the observed shift may be a
temperature effect, either related to the lattice parameters (thermal expan-
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sion) or to some more subtle alterations to the electrostatic interactions of
core electrons with their environment. Such effects, however, are small com-
pared to the observed shift even for materials which exhibit greater thermal
expansion (on the order of 10meV rather than 100)[87, 88]. Furthermore,
there is the problem of the two samples, measured at the same temperature,
displaying considerably different shifts.

The second major difference was the method employed to cleave the sam-
ple. In Trondheim all samples were cleaved using the scotch tape method,
while all samples in St. Andrews were cleaved using the top-post method.
This difference might cause the shift through a band bending effect arising
from surface steps and dislocations. In MoS2 the edge states at the steps
have a metallic character[89] and can cause a shift to lower binding energies
in the core and valence bands. Alternatively the shift may be caused by a
surface electric field gradient imposed by charged dislocations. Similar re-
sults have already been observed in MoS2 and presented in a paper[90]. The
authors of this paper attribute the results to local Fermi level pinning effects
arising from charged dislocations. However, the shifts observed in that work
were larger than those observed in this experiment and persisted through an
Ag film deposition. The latter led the authors to conclude that the metallic
edge-atom states played little role in the origins of the shift, invoking instead
the presence of negatively charged dislocations to explain the shift to lower
binding energies.

If the sample did indeed have a high density of step defects this should
show up in LEED patterns through spot splitting[91]. Accepting that the
patterns of these samples, displayed in Figure 4.4, are true (i.e. not due to
instrumental effects), they are consistent with this explanation. This expla-
nation leads to the conclusion that the cleaves in St. Andrews were worse
than those in Trondheim. Either through worse sample choices, improper
cleaving methods or any combination thereof.

A third possible explanation is that the shifts arise through sample charg-
ing. This, however, is unlikely given the mounting method (silver epoxy) and
previous studies showing no charging effects in MoS2[90].

As a final point about the sample characterization it is worth mention-
ing that the size and orientation of domains in the crystal could affect the
observed spin texture. If, for example, one domain has spin polarization in
one particular direction and the next has spin polarization in the opposite
direction, these would average out to no spin polarization if the analysis area
included both domains. It might therefore be interesting to examine the
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domains more closely using different techniques (e.g. Transmission electron
microscopy).

5.2 Fe Growth and Intercalation

Previous work done on Fe thermally evaporated onto MoS2 can provide in-
sights concerning its growth on the same substrate. It has been found that Fe
is only weakly interacting with the MoS2 surface, preferring to form nanopar-
ticles nucleated on defect sites[51]. Starting out in an island growth mode,
the coverage becomes more continuous with increasing amounts of Fe. Previ-
ous XPS measurements from the same paper showed the iron grew as a pure
Fe state (Fe 2p 3/2 at 707eV) without any observable shift at the interface.

The results observed in this experiment are mostly consistent with this.
As is seen in Figure 4.7 the deposition of Fe on the surface did not result in
any major alterations to the sample’s LEED pattern. The only noticeable
difference was an increase in the diffuse background scattering, with higher
amounts of Fe increasing the severity of this effect. This can signify a cou-
ple of different things. The absence of any new superstructure visible in the
LEED patterns could mean that the Fe grows in a commensurate manner,
with the same lattice spacings as the MoS2 substrate. Considering the in-
crease in the background, however, this appears unlikely. Instead, it is more
likely that the Fe adsorbs amorphously on the surface, and that the amount
employed in this experiment is not enough to by itself destroy the LEED pat-
tern of the MoS2. The increase in the background with increasing amounts
of Fe supports this claim.

XPS measurements of the Fe dosed samples were mostly in line with
expectations. The Fe 2p 3/2 peak was observed at around 707eV, i.e. as pure,
metallic Fe. Neither were any new components observed in the Mo 3d or S 2p
peaks indicating the formation of new compounds. An interesting result was
observed, however, in a sample dosed with large amounts of Fe (Figure 4.21).
While the Fe 2p peak remains as metallic Fe, with no other clearly resolvable
components, the same is not the case for the Mo 3d and S 2p peaks. In the Mo
3d peak a new component appears at 227.7eV, corresponding to the presence
of metallic Mo. The S 2p peak has shifted towards lower binding energies
compared to clean MoS2 and is now found at 161.5eV, where one would
expect to find this peak in FeS. Clearly, it appears that some of the Fe has
reacted with the surface to form ferrous sulfide and metallic Mo. A curious
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finding considering the Fe deposition was done at near room temperature
before the sample was cooled to 20K. Assuming the reaction taking place is

2Fe + MoS2 → 2FeS + Mo (5.1)

a quick calculation of the standard-state free energy of reaction

∆G◦ = ∆H◦ − T∆S◦ (5.2)

finds that this reaction does not occur spontaneously below 1094K. In this
equation ∆H◦ is the standard enthalpy of reaction, ∆S◦ is the standard
entropy change and T is temperature. Consistently with this, no similar
changes were ever observed when annealing Fe dosed samples to tempera-
tures up to 873K. A similar rough thermodynamical calculation reveals the
reaction is endothermic, requiring 35.1kJ/mol or alternatively about 0.36eV
per reaction. Considering the Fe atoms leave the doser with an energy cor-
responding to the thermal energy and assuming the Fe sphere is at 1800K
(a generous estimate, right below the melting point of Fe) this puts a rough
estimate of the average thermal energy at less than half of this (0.155eV).
While not impossible it appears unlikely that it is this energy that drives the
reaction. Nor was it observed in any other samples dosed with the same Fe
doser but in lower quantities. It might also be that the quick reaction model
presented here is inaccurate. Though a similar calculation for the reaction
with Mn in place of Fe, finds that this reaction should be spontaneous at
room temperature. This has been observed to be the case[92]. One possible
explanation can be found in a study that concluded that in sulfur rich MoS2

Fe is thermodynamically driven to form iron sulfides[93]. However, all mea-
surements presented in this work were done on samples annealed to at least
923K before showing the presence of iron sulfides.

XPS measurements such as the ones in Figure 4.10 all showed a similar
reduction in the Fe 2p peak associated with annealing. This indicates that
the Fe on the surface is prone to thermal desorption.

On the possibility of intercalating the Fe into the MoS2 previous studies
indicate that incorporating magnetic ions into the fully crystallized com-
pound is challenging[94]. It has, however, been demonstrated that annealing
Fe dosed MoS2 causes some of the Fe to intercalate and reside in the gaps
between molecular layers[85]. Similar to the results of this experiment it was
found that a large part of the Fe was thermally desorbed in the process. The
intercalated Fe atoms were found to be restricted near the surface layers and
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were suspected to form FeMo2S4[95]. Density functional theory calculations
have confirmed that the intercalation site is among the most thermodynam-
ically stable dopant sites in multilayer MoS2[29].

ARXPS measurements on Fe dosed samples at room temperature, and
samples annealed up to 100◦C, all showed a similar dependence on sample
tilt angle of the core levels as those in Figure 4.16 a). That is, a decrease
in the areas of the substrate core levels (Mo and S) and an increase in the
overlayer core level (Fe) at higher sample tilt angles. This is precisely what
would be expected from a sample with a uniform Fe overlayer on top of a
MoS2 substrate. The 1/ cos(θ) relationship displayed in Figure 4.17 a) is a
particularly good representation of this. It arises because of the increasingly
long path electrons coming from the bulk have to travel through to escape the
sample as the sample tilt increases. As is illustrated by Figure 2.10 this length
varies with the cosine of the sample tilt angle. This result indicates that the
Fe film is relatively uniform and possibly hints that the growth occurs in
the layer mode. However, scanning tunneling microscopy measurements of a
previous study showed high coverage (small nanoparticles, spread out) even
for small amounts of Fe on the surface[51]. In other words, no evidence of
intercalation was seen on the samples at room temperature, or those annealed
to temperatures below 400◦.

The results on the samples annealed to higher temperatures were more
promising. Following the annealing process an improvement in the sample’s
LEED pattern was generally observed. As is exemplified in Figure 4.14 the
improvement typically included a lower background and sharper spots. This
likely results from a reduction in the amount of material on top of the MoS2

surface. Although this could be taken as evidence of intercalation, likely the
greater part of the improvement comes about from thermal desorption of the
deposited Fe.

As can be seen in the spectra labelled by the number 5 in Figure 4.22
a)-c) the annealing process did not give rise to the appearance of any new
components in the major core levels (Fe 2p, Mo 3d, S 2p). In other words
no evidence of the Fe forming FeMo2S4 was found in this experiment. If
this compound were to be formed one would expect to see the appearance of
new components in both the Fe 2p and Mo 3d peaks. Based of the valence
states of Fe and Mo in FeMo2S4 (+2 and +3 respectively), the new Fe 2p
component would be expected to be shifted towards higher binding energies
while the new Mo 3d component would be expected to be shifted towards
lower binding energies. Although the absence of such observations does not
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by itself rule out the possibility of intercalation it should be mentioned that
different studies of Fe intercalated MoS2 have also reported the Fe to be
found in II and III oxidation states[96].

As presented in Figure 4.16 b) annealing the samples to temperatures
of about 400◦C changed the angular dependence of the core levels. Unlike
what was the case before annealing, the areas of the Mo 3d, S 2p and Fe 2p
peaks were now found to remain relatively constant at all sample tilt angles.
This could be evidence for intercalation, as the intercalation process would
naturally reduce the angle dependence of the overlayer and substrate peak
areas. As is seen in Figure 4.17 b) the annealing also destroyed the 1/ cos(θ)
relationship seen in the Fe/Mo peak area ratios prior to annealing. The main
problem with concluding that the Fe intercalated is that only a very small
amount of Fe remained on the sample after the annealing (as seen in XPS).
For small coverages an island growth mode would also display less angular
dependence. Unfortunately these samples were never exposed to atmosphere
and then remeasured. Depending on how much of the Fe oxidized it would
give a clear indication of whether it had intercalated or not. Alternatively
the question can be decided by sputtering the sample and noting the changes
in the Mo and Fe peak areas.

5.3 Film Thickness Estimation

As mentioned previously, all film thicknesses reported in this thesis were
calculated using Equation 2.19. Due to the assumptions involved in deriving
this expression, listed in Appendix A, it might not be entirely accurate under
certain circumstances. The primary assumption which might cause trouble
is of course the assumption of a continuous and flat overlayer. First of all,
this will not be satisfied for any overlayer thicknesses less than a monolayer.
In the context of this experiment a monolayer of Fe can be considered to
correspond to an overlayer thickness of roughly 2.7Å. For amounts of Fe
considerably less than this, there simply are not enough Fe atoms to ensure
a continuous coverage. Furthermore, if the Fe growth does indeed proceed by
the island mode, the overlayer will remain discontinuous even after deposition
of several equivalent monolayers. In this case the thicknesses reported can
both over and underestimate the amount of Fe on the sample, depending on
the size and placement of the islands.

The expression in Equation 2.19 does not account for any potential pho-
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toelectron diffraction effects either. Thus for samples where they are in fact
present, such as the one in Figure 4.18, the calculated thickness may be in-
accurate. It is, however, possible to calculate the film thickness at several
sample tilt angles and perform an average. Naturally, the model does not
account for any reactions which might cause the sample to deviate from the
model (i.e. overlayer of material A on substrate of material B). The thickness
reported for the sample in Figure 4.21, for example, is likely inaccurate due
to the reaction happening at the surface.

Despite these issues it must be said that the thicknesses reported were
very consistent with the deposition rates and times. At least for those sam-
ples dosed using the e-beam evaporator in Trondheim. Meaning that a set
deposition time at a given deposition rate (as determined by a flux measure-
ment of the e-beam evaporator) always produced roughly the same calculated
thickness. The thicknesses reported should serve as a good estimate for the
relative amount of Fe between different samples, even should they prove in-
accurate.

It is for the reasons listed here that no film thicknesses were reported for
the K depositions. Though it is a simple matter to extend the calculations
in Appendix A to a case with two thin films on a substrate, the second
deposition compounds the problems encountered with the first. Particularly
due to the very small amounts of K used in the experiment. A better way to
ensure the reproducibility of the results is to rely instead on the steady and
consistent deposition rates of the alkali metal dispensers, controlled primarily
by the current fed them.

5.4 Doping and Counter-doping

Over the course of the experiment several general shifts in the core level spec-
tra were observed. Some of the more important of these will be summarized
and discussed in this section.

The first point to be discussed will be the shifts observed from annealing
a clean MoS2 sample in stages to 683◦C. Specifically, the shifts in the Mo 3d
and S 2p core levels presented in Figure 4.11 a) and b). When heating the
sample two successive shifts by 0.1eV towards higher binding energies were
observed after heating the sample to 100◦C and 400◦C. In the final heating
stage, to 683◦C, a shift by 0.1eV back towards lower binding energies was
observed. Importantly, these shifts were more or less identical in both the
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Mo 3d and S 2p core levels, indicating that the shifts arise from final state
effects as opposed to initial state effects. A clue to the potential origin of
the shift is given by the ratio of the areas of the Mo and S peaks shown
in Figure 4.11 c). As was noted in the previous chapter, the core level
shifts occur simultaneously with changes in the relative amount of Mo and
S. The shifts towards higher binding energies coincided with a reduction in
the relative amount of Mo in the sample. Conversely, the shift toward lower
binding energies coincided with a reduction in the relative amount of S in the
sample. This latter result is similar to what was observed in a previous work
which may shed some light on the situation. In this work it was found that
annealing MoS2 to temperatures above 200◦C caused sulfur desorption in the
sample[97]. The resulting sulfur vacancies were found to introduce surface
states in the band gap which in turn caused a rigid shift in the core levels to
lower binding energies due to upward band bending. It is possible that it is
the same effect that causes the final shift observed in this data. Notably, the
magnitude of the reported shift for bulk MoS2 (0.15eV) matches well with
the shift observed here. In a similar vein it could be that the formation of
Mo vacancies could give rise to surface states which cause downward band
bending. This hypothesis could be checked by measuring the valence bands
with UPS or ARPES after annealing a clean sample.

The next point to be discussed is the effect of Fe deposition on the MoS2

core levels. Here, two different trends were observed. Dosing samples with Fe
in Trondheim consistently produced a shift towards lower binding energies
in both the Mo 3d and S 2p core levels. The observed shift was identical
in both core levels (see Figure 4.19) as well as in the valence bands (Figure
4.23). This indicates the shift is of electrostatic nature, and is consistent
with the expected behavior due to surface doping. The magnitude of the
observed shift was generally around 0.3-0.5eV and most often occurred in
a single deposition step. That is, a shift was observed after deposition of
a small amount of Fe, then no further shift was observed from depositing
more Fe. This could be related to the previously reported tendency of Fe
to nucleate at the more reactive defect sites at the MoS2 surface[51]. After
these sites are occupied by Fe, any further Fe deposited onto the sample will
interact less with the MoS2 surface. The change in the magnitude of the
shift observed across different samples, seemingly unrelated to the amount of
Fe deposited, could then be explained by different samples having different
surface qualities (either as a result of the sample selection or from the cleave)
with more or less such defect sites.
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Doping samples with Fe in St. Andrews, however, produced nearly the
opposite result. Here the deposition of Fe caused a comparatively smaller
shift of the Mo 3d and S 2p towards higher binding energies rather than
lower. And, while the shift was identical across both core levels, it did not
match the shift observed in the valence bands (compare the middle core levels
in Figure 4.20 with Figure 4.27). The different reaction to the Fe deposition
is likely connected with the shift observed in the core levels of the clean
samples measured in the same location. It could be that the dosing of Fe
reduces the influence of potential metallic edge states, which would naturally
induce a shift in the core levels towards lower binding energies. This would
serve to shift the core levels back towards higher binding energies, towards
where they are found in flat MoS2. Added to this would be the doping effect
of the Fe observed in Trondheim. Consider the middle core level in Figure
4.20, a MoS2 sample with a 1.3Å Fe overlayer. This is also the sample on
which the ARPES spectrum in Figure 4.27 b) was taken. Compared to the
clean sample the Mo 3d core level displays a shift of 0.04eV towards higher
binding energies. If instead it is compared to the literature values for MoS2,
229.4-229.5eV, it displays a shift of 0.2-0.3eV towards lower binding energies,
consistent with the magnitudes of the Fe doping shifts seen in Trondheim.
The difference between the shift observed in the core levels and the one
observed in the valence bands at the K points is trickier to explain. Compared
to the spectrum of the clean sample, the bands display a shift of about
0.17eV towards higher binding energies. Because of the absence of any new
components in the Mo 3d and S 2p peaks, and because the shift was the same
for both peaks, it is unlikely the core level shift arises from the formation
of new compounds. It can perhaps be explained through an inhomogeneous
band bending effect arising from the defects.

The final point to be discussed in this section is the result of the K doping
experiments. As exemplified by the LEED pattern in Figure 4.14 c), the de-
position of K onto the sample had much the same effect on the LEED pattern
as did the Fe deposition. That is, it did not give rise to any visible super-
structures but rather served to increase the diffuse background scattering.
As was concluded for the Fe, this indicates that the K adsorbs amorphously
to the MoS2 surface. A similar conclusion was reached in a previous work on
Cs deposited on MoS2[50] as well as on WSe2[49]. The K deposition did not
give rise to new components in any of the major core levels (i.e. Mo 3d, S 2p,
Fe 2p). It did, however, cause a shift of about 1.5eV in the C 1s peak from
284.3eV to 285.8eV. This shift appeared with the first K deposition and did
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not increase with successive depositions. Before K deposition the C 1s peak
is found close to where the peak of adventitious carbon would be expected.
The binding energy of the peak after the deposition could indicate a C-O-C
type bond. It is possible that the K deposition results in the formation of
some carbon/oxygen/potassium compound. There was no visible change in
the O 1s peak as a result of the K deposition, though this peak was already
located at a binding energy where O in C-O would be found. Such a reaction
could explain how the carbon remains closest to the surface after successive
Fe and K depositions as seen in the relative depth plot in Figure 4.15.

Though no drastic changes to the sample chemistry were observed, the K
deposition did induce a shift in the Mo 3d, S 2p and Fe 2p core levels. As is
shown in Figure 4.22 the first deposition of K successfully reversed the shift
in the Mo and S core levels induced by the Fe deposition, and shifted them
a further 0.2eV towards higher binding energies. This is along the lines of
what would be expected as alkali metals adsorbed on MoS2 are known to n-
type dope it[98]. These results show that it is possible to counter-dope MoS2

with K to reverse the doping shift induced by Fe deposition. The next K
deposition shifted the core levels back towards lower binding energies, placing
them more or less where they were before the Fe deposition. It is unclear why
the second K deposition caused a shift in the opposite direction. Perhaps the
alteration of the conditions at the surface somehow changed the type of the
interaction of the K with the surface. Similar results to those presented in
Figure 4.22 were observed in all of the experiments involving K deposition.
When annealing the sample to 400◦C a shift of 0.2eV was observed towards
lower binding energies. The largest part of this shift can likely be explained
by the thermal desorption of the K.

5.5 Band Structure Measurements

Among the experiments performed as part of this thesis were a couple of
preliminary band structure measurements. These measurements were done
on samples dosed with Fe, but which had not been heat treated. There were
a couple of interesting take aways from these results.

First of all the ARPES measurements, both the ones taken using a 1D
detector and the ones taken using a 2D detector, confirm the quality of
the samples extracted from the naturally grown crystal. Samples from this
crystal, and others like it, should serve as excellent candidates for further
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investigations into the effects of magnetically doping TMDCs.
Second, it was observed across all samples that the Fe deposition caused

a shift in the valence bands. For the spectra acquired Trondheim this shift
(towards lower binding energies) matched the shift of the core levels due to
the Fe deposition and can thus be attributed to a surface doping effect. The
situation for the samples measured in St. Andrews is not as clear. Although
the direction of the shift (towards higher binding energies) matched that of
the core levels, its magnitude was greater by a factor of about 2.5. Further-
more, noticeably different results were obtained from different samples dosed
with similar amounts of Fe. Compare the two K point spectra in Figure 4.27
b) and Figure 4.29. These are spectra of two different samples, one with a
1.3Å Fe overlayer and the other with a 1.2Å Fe overlayer. The former displays
a shift by 0.17eV towards higher binding energies compared to the spectrum
taken on the clean sample. While no measurements were made on the latter
sample before Fe deposition, it is shifted by roughly 0.5eV towards higher
binding energies compared to the other sample with similar amounts of Fe.
Interestingly, this sample’s Mo 3d core level is shifted by 0.2eV towards lower
binding energies compared to the Mo 3d core level of the other sample. How-
ever, without measurements on the clean sample it is impossible to relate the
shifts of the core and valence states with any certainty. In addition to this,
the spectrum in Figure 4.29 appears to have an additional set of bands at
a lower binding energy than the brightest feature. This may be the surface
bands separating from the bulk bands due to the (electric) surface doping of
the Fe. The differences observed between the two samples likely comes down
to the quality of the respective sample surfaces, specifically the density and
type of defects present.

In all measurements the addition of Fe to the surface caused the valence
spectra to become more diffuse, the severity of which increased with increas-
ing amounts of Fe. With as little as an 8Å Fe overlayer this effect was enough
to render the bands too diffuse to be discerned. Essentially the same as what
was observed in LEED, the effect is more pronounced in these measurements
because of the increased surface sensitivity of ARPES.

If any alterations to the band structure of magnetic origin occurred it
is hard to say from this data. Other than the extra feature in Figure 4.29,
no evidence of band splitting was resolved. Nor was a change in the energy
separation between the two valence bands at the K point observed.
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5.6 Future work

Although the experiments in this thesis produced hints that the Fe interca-
lated into the MoS2, it did not find conclusive evidence for it. The logical
next step would be to confirm that Fe intercalation happens. To this end
a sample could be dosed with a larger amount of Fe than what was com-
mon in this experiment (e.g. ≈15Å), and annealed at >800K for a longer
time period (on the time scale of about 1 hour). After this XPS and ARXPS
measurements should be done to check for intercalation. Particular attention
should be paid to the Fe 2p core level for the appearance of any oxidation
states of Fe. If no oxidation states appear, the sample can be exposed to
atmosphere as a complementary test of intercalation. Should too much Fe
be lost to thermal desorption, Fe can be dosed in stages or directly onto the
hot sample. In the event that Fe proves too difficult to intercalate into the
MoS2, other potential magnetic dopants can be explored, e.g. Ni and Mn.
These should intercalate more uniformly into the MoS2[85, 94].

Once a magnetic dopant has been successfully intercalated into the MoS2

detailed ARPES measurements should be made. Because any potentially
resulting band splitting might be small, the final experiments might have to
be done using synchrotron radiation. Other techniques such as spin-ARPES
could reveal changes to the spin polarization of the valence bands. Again
because the potential effects might be small this work would benefit from
cooperation with a theoretical investigation (e.g. DFT calculations).
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Chapter 6

Conclusion

All of the samples studied as part of this thesis were extracted from the same
naturally grown MoS2 crystal. These samples were found to contain few im-
purities and yielded excellent band structure measurements. They should be
well suited as a platform for investigating the effects of magnetically surface
doping TMDCs. It should be mentioned that slightly different behavior in
the core levels and valence bands were seen across samples. This is believed
to be due to defects introduced in the cleaving of the samples.

Fe thermally evaporated onto the MoS2 surface was found to be only
weakly interacting with it, easily desorbing during heating. For the quantities
of Fe used in this experiment the growth appeared to be uniform. The areas of
the Mo 3d and Fe 2p core levels displayed an angular dependence unlikely to
be seen in a pure island growth mode. When deposited at room tempereature,
and when annealed at temperatures up to 100◦C, the Fe did not show any
signs of having intercalated into the MoS2. On Fe dosed samples annealed at
higher temperatures (400◦C+), ARXPS measurements revealed hints that
the Fe may have intercalated. However, due to the small amounts of Fe
remaining on the sample after the annealing process it cannot be concluded
with any certainty that this was the case. Neither was the formation of any
intercalation compounds observed.

In most cases the deposition of Fe onto the sample caused an identical
shift (of a magnitude of about 0.5eV) in the Mo and S core levels and in the
valence bands towards lower binding energies. This is consistent with the
behavior expected from surface doping. It was additionally found that this
shift could be reversed by deposition of K, a known electron dopant, onto
the sample.
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A series of preliminary band structure measurements were made on sam-
ples with Fe overlayers. The addition of Fe to the surface in all cases made
the measured band structures more diffuse. Due to this, no clear evidence of
band structure alterations due to magnetic effects were observed.

While the experiments in this thesis were conducted exclusively on MoS2,
a number of the results can be expected to be relevant also for other TMDCs.
As materials of this class largely have similar surface chemistry, the results
concerning the growth and intercalation of the Fe, along with the K doping,
should apply more or less also to all the other TMDCs. Any findings related
to the band structure will be most relatable to the other group VI TMDCs.
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Appendix A

Film Thickness

Figure A.1: Illustrations of a couple of basic concepts important to ARXPS.
(a) A layer of material of thickness dt at a depth t, gives rise to a photoe-
mission intensity dI in a direction parallel to the surface normal. (b) A thin
overlayer of a material of thickness t on a bulk material. It illustrates how
the probing depth d varies with the emission angle.

Consider the situation presented in Figure A.1 a), of a material irradiated
with photons of sufficient energy to induce photoemission. In this material,
a layer of thickness dt at a depth t will give rise to a photoemission intensity
dI in a direction parallel to the surface normal. This intensity can be written

dI = Cdt, (A.1)

where C is a constant determined by various factors related both to the
material and to the experimental conditions. On its way out of the sample
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this intensity will be attenuated according to the Beer-Lambert law. At the
surface the intensity will be

dI = C exp(−t/λ)dt, (A.2)

where λ is the attenuation length of the electrons in the material. For elec-
trons collected at an angle θ with respect to the surface normal this expression
instead becomes

dI = C exp(−t/λ cos θ)dt (A.3)

as is seen from the geometry in Figure A.1 b). By integrating Equation A.2
from 0 to infinity one obtains

I∞ =

∫ ∞
0

C exp(−t/λ)dt = Cλ, (A.4)

the photoemission intensity at normal emission of an infinitely thick sample
(or a bulk sample for which t � λ). For a given material and a specified
photoelectron kinetic energy E, determined by the photon energy and the
originating core level, this intensity is given by[99, 100]

I∞ = Nσλ(E)T (E). (A.5)

Here N = N0ρ/A is the atomic density (N0 is Avogadro’s constant, ρ is the
density of the material and A is the relative atomic mass), σ is the pho-
toionization cross-section of the specified core level at the employed photon
energy, λ(E) is the effective attenuation length of electrons with energy E
in the material, and T (E) is the transmission function of the spectrometer
used.

Consider now the situation presented in Figure A.1 b), of a thin layer of
material A of thickness t on top of a substrate B. The photoelectron signal
from A is obtained by integrating Equation A.3 from 0 to t and is

IA = I∞A [1− exp (−t/λA,A cos θ)] (A.6)

where λA,A is the effective attenuation length of an electron emitted in ma-
terial A in that material. Assuming the thickness of B is large compared to
λB,B, the signal from B arriving at the B-A interface is I∞B . This signal is
then attenuated by passing through the overlayer A and becomes

IB = I∞B exp (−t/λB,A cos θ) . (A.7)
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Finally, by taking the ratio of the signal intensities from the overlayer and
the substrate one obtains

IA
IB

=
I∞A
I∞B

[1− exp (−t/λA,A cos θ)]

exp (−t/λB,A cos θ)
. (A.8)

If both the intensities IA and IB are measured, this equation can be solved
for the film thickness.

The result reached in Equation A.8 hinges on a number of simplifying
assumptions. First, it is assumed that the intensity of the exciting radiation
remains constant in the analyzed volume. Second, the layers are assumed to
be homogeneous. That is, both the atomic densities and electron attenuation
lengths are assumed to be constant within the layers. The latter are also
assumed to be independent of the direction of analysis. Furthermore, the
layers are assumed to be flat and continuous. Finally, no photoelectron
diffraction effects have been accounted for.

The basic concepts presented here can be extended and used to make more
complex models. For example it is possible to make a model calculating the
layer by layer stoichiometry and chemical state of materials, which can then
be compared with measured data[101].
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