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Background

Characteristic loads and loads effects for offshore structures are generally defined by the annual

probability of exceedance. ULS characteristics are defined by an annual exceedance probability,

q, of 10−2, while ALS characteristics are defined by qAlS = 10−4. In order to estimate characteris-

tic loads in a consistent way, a long term response analysis accounting properly for all inherent

randomness are – in principle – required. Design of mooring lines differs from structural design

in the sense that the characteristic line load is not defined in terms of a required maximum per-

missible annual exceedance probability. Instead, the characteristic line load for design is taken

to be the expected 3-hour maximum in the 100-year storm event. However, it may be of interest

to calculate the probability of exceeding the characteristic line load and that would require a

long term response analysis.

Long term response analysis can be carried out using an all sea state approach or a peak-over-

threshold approach. In this master thesis, focus is to be given using the peak-over-threshold ap-

proach. This means we shall only include storm events exceeding selected thresholds in terms

of significant wave height or, possibly, in terms of wind speed if wind speed is considered to be

the most important weather characteristic. Whether or not one shall include all storms above
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threshold or restrict analysis to storms within selected direction sectors is a subject the candi-

date shall address in view of his selected problem.

The necessary weather information will be given by the Norwegian hindcast database, NORA10,

giving weather characteristics every third hour from 1957 – 2014. The study can be done for

Haltenbanken weather condition.

Sub-division of tasks

1. Define the problem to be analyzed. It is left to the candidate to select problem, but it shall

be a problem depending both on wave and wind conditions. It is also expected that the

problem is of a non-linear nature, i.e. in order to identify the short term variability of the

response in a given weather condition time domain simulations using SIMA (SIMO) (or

equivalent programs) are required.

2. Describe in detail the steps necessary when doing a long term analysis by the peak-over-

threshold approach. In order to establish the distribution function for storm maximum

(a storm is here a sequence of 3-hours stationary weather conditions) a number of 3-hour

simulations are required for each storm step. If we neglect the direction and directional

change during the storms, each storm step is characterized by significant wave height, Hs ,

spectral peak period, Tp , and wind speed, W . Then it is possibly cost efficient to do a num-

ber of 3-hour simulations of all possible combinations of Hs , Tp and W with reasonable

resolution covering the actual sample space. Select for example a Gumbel distribution for

the 3-hour maximum response of a given combination of Hs , Tp and W and estimate the

Gumbel parameters using method of moments. Do this for all combinations and fit con-

tinuous function for the Gumbel parameters. The analysis of each storm can now be done

using the response surfaces.

3. For a selected threshold, establish the step maximum response distribution for all steps

using the response surfaces. Thereafter the storm distributions can be determined for

each storm. Assume that the storm maximum distribution can be modelled as a con-

ditional distribution given the most probable largest storm response. Investigate if this
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conditional distribution is varying much between the included storms.

4. Fit a probabilistic model to the most probable largest storm response. This variable is

now merging the long term variability in Hs , Tp and W into a single parameter valid for

the selected response quantity. Perform a long term analysis by the following integral:

FYs (y) =
∫
ỹ

FYs |Ỹ (y |ỹ) fỸ (ỹ)d ỹ (1)

Estimate extremes corresponding 10−2 and 10−4 annual exceedance probability, respec-

tively. Compare results with more traditional methods if available.

5. Investigate sensitivity to selected threshold.

6. Investigate the consequences of neglecting directional information in what is done above.

7. If current data is available, indicate effect of including current.

The candidate may of course select another scheme as the preferred approach for solving the

requested problem. He may also involve other subjects than those mentioned above if found to

be important for answering the overall problem; long term analysis using POT.

The work may be more extensive than anticipated. Some topics may therefore be left out after

discussion with the supervisor without any negative influence on the grading.

The candidate should in his report give a personal contribution to the solution of the problem

formulated in this text. All assumptions and conclusions must be supported by mathematical

models and/or references to physical effects in a logical manner. The candidate should apply

all available sources to find relevant literature and information on the actual problem.

The report should be well organized and give a clear presentation of the work and all conclu-

sions. It is important that the text is well written and that tables and figures are used to support

the verbal presentation. The report should be complete, but still as short as possible.
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The final report must contain this text, an acknowledgment, summary, main body, conclusions,

suggestions for further work, symbol list, references and appendices. All figures, tables and

equations must be identified by numbers. References should be given by author and year in

the text, and presented alphabetically in the reference list. The report must be submitted in two

copies unless otherwise has been agreed with the supervisor.

The supervisor may require that the candidate should give a written plan that describes the

progress of the work after having received this text. The plan may contain a table of content for

the report and also assumed use of computer resources. As an indication such a plan should be

available by end of November.

From the report, it should be possible to identify the work carried out by the candidate and what

has been found in the available literature. It is important to give references to the original source

for theories and experimental results.

The report must be signed by the candidate, include this text, appear as a paperback, and - if

needed - have a separate enclosure (binder, diskette or CD-ROM) with additional material.

Supervisor: Sverre K. Haver
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Abstract

The objective of this master’s thesis is to perform a long term analysis of a non-linear response

problem using the Peak Over Threshold (POT) method. Offset of a semi submersible was se-

lected as suitable response problem to be investigated.

The characteristic responses obtained from the POT analysis is verified and compared to long

term responses resulting from an all sea states analysis and original design conditions.

The key idea of the POT method is to establish a long term distribution of the largest response

during a random storm. Each storm is modeled as a sequence of stationary 3-hour sea states.

The long term distribution of the maximum response is obtained by merging the conditional

distribution of the maximum given the most probable maximum with the long term distribu-

tion of the most probable maximum. Response contours are created using the Inverse First

Order Reliability Method (IFORM), and the largest response on this contour is taken as the q-

probability response.

The all sea states approach combines the short term variability of the 3-hour maximum re-

sponse described conditionally on all realizations of sea states with the long term variability

of the weather characteristics under consideration, i.e. significant wave height (Hs), spectral

peak period (Tp ) and wind velocity (W ), to get the long term distribution of the largest response

during a random 3-hour sea state. Here, a proper distribution of the weather characteristics

is estimated by processing hindcast data for Haltenbanken. The marginal distribution of Hs is

established together with the conditional distribution of W given Hs and the conditional distri-

bution of Tp given Hs and W . The q-probability responses are calculated utilizing IFORM.

The traditional design conditions assumed to give a conservative estimate of the 100-year, i.e.

ULS, response is taken as the most probable largest response during a storm with 100-year wind

speed and 100-year waves. Similarly, the 10,000-year response is taken as the most probable

largest response in a sea state modeled with 100-year wind and 10,000-year waves, since waves

are proven to be the most important weather characteristic.
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This study demonstrates that the POT method is less conservative than the all sea states ap-

proach and original design conditions. The practical implication of less conservative q-probability

responses obtained from a POT analysis is a more optimized design of offshore structures with-

out compromising the safety aspect.
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Sammendrag

Hensikten med denne masteroppgaven er å gjennomføre en langtidsanalyse av et ikke-lineært

responsproblem med terskelmetoden (POT-metoden). Forskyvning av en halvt nedsenkbar plat-

tform i Norskehavet ble valgt som et passende responsproblem.

De karakteristiske responsene beregnet med POT-metoden skal verifiseres og sammenlignes

med tilsvarende responser utregnet med alle sjøtilstanders metode og tradisjonelle designkri-

terier.

Hovedidéen bak terskelmetoden er å beregne langtidsfordelingen av den største responsen i en

tilfeldig storm. Hver storm er modellert som en serie stasjonære 3-timers sjøtilstander. Man

får langtidsfordelingen av den største responsen ved å forene den betingede fordelingen til den

største responsen gitt den mest sannsynlige største responsen og langtidsfordelingen av den

mest sannsynlige største responsen. Responskonturer etableres med ‘First Order Reliability

Method’ (IFORM), og den største responsen på denne konturlinjen blir valgt som den karakter-

istiske responsen.

I alle sjøtilstanders metode må korttidfordelingen av 3-timers største respons gitt alle realisas-

joner av en sjøtilstand kombineres med langtidsfordelingen av de relevante vær-karakteristikkene

(altså Hs , Tp og W ) for å få langtidsfordelingen av største respons gitt en tilfeldig 3-timers sjøtil-

stand. Her vil en langtidsfordeling av vær-karakteristikkene estimeres fra hindcast-data for Hal-

tenbanken. Det betyr at marginalfordelingen til Hs skal etableres sammen med den betingede

sannsynlighetsfordelingen av W gitt Hs og den betingende fordelingen av Tp gitt Hs og W . Til

slutt estimeres de karakteristiske responsene med IFORM.

Tradisjonelle designkriterier skal gi et konservativt estimat på 100- og 10,00-års respons. For

eksempel antas 100-responsen å være lik den mest sannsynlige største responsen i en sjøtilstand

med 100-års vindstyrke og verste 100-års bølger. Tilsvarende tar man 10,000-års responsen som

den mest sannsynlige største responsen i en sjøtilstand med 100-års vindstyrke og verste 10,000-

års bølger, når bølger er antatt å dominere ekstreme responser.
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Denne studien viser at POT-metoden gir mindre konservative karakteristiske responser enn alle

sjøtilstanders metode og tradisjonelle designkriterier. Den praktiske betydningen av mindre

konservatisme i POT metoden er mer optimalisert design av offshore-installasjoner uten å over-

skride sikkerhetskriterier.
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Chapter 1

Introduction

1.1 Background

Characteristic loads and responses of offshore structures are defined by an annual probability

of exceedance. In design of offshore structures, the characteristic loads and responses need to

be controlled to ensure adequate robustness against overload and failure. Two limit states, ULS

(ultimate limit state) and ALS (accidental limit state), are therefore established and defined from

the annual probability, q-probability, of exceedance. ULS corresponds to an annual exceedance

probability of 10−2, while ALS defines an annual exceedance probability of 10−4. To estimate

ULS and ALS characteristics, all sources of inherent randomness must be taken into account.

This means that some kind of long term analysis is required to obtain a reliable estimate of the

characteristic responses.

ULS and ALS responses are in some cases not defined in terms of annual exceedance probabil-

ities. Traditionally, the characteristic offset is taken as the most probable largest offset during

a storm with prescribed design conditions. For example, the ULS response of a moored semi

submersible is taken as the most probable largest response in a storm with 100-year waves and

wind. It may be of interest to find the level of conservatism for this characteristic offset, and this

would again require a full long term analysis.
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1.2 Objective

The q-probability offset of a typical large semi submersible will be investigated using the peak

over threshold (POT) method and the all sea states approach. The q-probability responses from

the two long term analyses will then be compared to the traditional approach in estimating

characteristic responses.

The selected problem is of non-linear nature and requires a suitable number of time domain

simulations to identify the short term variability of the response given any weather condition.

All forces act in surge direction, i.e. directional variability of the weather is neglected. Current

forces are also neglected. SIMO is used for the time domain simulations and Matlab is used for

post processing of the results. Weather data for Haltenbanken area will be used in the analysis.

1.3 Thesis outline

Chapter 2 provides the reader with an introduction to the thesis. The actual structure to be

investigated will be introduced together with the simplified computer model in SIMO. Environ-

mental data required for the long term analyses will be reviewed briefly, and a storm event for

the POT method will be defined.

Chapter 3 is devoted entirely to the theoretical background of time domain simulations in SIMO.

This chapter will explain the interaction between the structure and environmental forces that is

important for evaluating the results.

Chapter 4 gives a brief introduction to long term analysis. In this chapter, two sets of response

surfaces to be used in the POT and all sea states analysis are established. The first set of re-

sponse surfaces includes all observed weather conditions and will be used in the POT method

and for calculating the all sea states 100-year response. The second set of response surfaces are

established to include non-observed sea states that will be used for calculating the all sea states

10,000-year response.
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Chapter 5 is where the POT analysis is explained step by step. Threshold selection for the POT

analysis will be discussed. The IFORM approach will also be reviewed before it is used in esti-

mating the q-probability responses.

Chapter 6 includes the all sea states approach. The main focus will be to establish a long term

distribution of the weather characteristics, since the response surfaces is already established in

Chapter 4.

Chapter 7 covers the traditional approach in estimating q-probability offset.

Chapter 8 is devoted to compare the results of the POT method, all sea states approach and

traditional design conditions.

Chapter 9 & 10 will give some concluding remarks together with suggestions for further work.
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Chapter 2

Structure and environment

In this chapter, the main particulars of the semi submersible used in the analysis will be re-

viewed together with a brief description of the simplified computer model of the structure that

is used in SIMO. In addition, the selected threshold for the POT analysis and correction of hind-

cast data will be discussed.

2.1 Description of the structure

The structure is a typical spread-moored production semi submersible that comprises of a ring

pontoon with six columns that supports the topside, and the hull is symmetric about the x-axis.

The semi submersible’s main particulars are summarized in Table 2.1.

Table 2.1: Main particulars of semi submersible

Hull length/width 102.4/96.0m
Deck length/width 114.0/96.0m

Operational displacement 84848mt
Operational draught 25m

Air gap 20m

The mooring system consists of 4x4 catenary lines that are connected to each corner of the semi.

5
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The catenary lines are made of chains together with a wire segment of 180m for 12 lines, and

280m for the remaining 4 lines. The diameter of the chains and wires is 142mm and 136mm,

respectively. There are 16 suction anchors, that are 5m in diameter and 10.5m in height, con-

necting the chains to the sea floor.

2.2 Simplified structural model

Since it is assumed that all forces are acting in surge direction, one may better understand the

vessel surge motions by considering the platform model as a single degree of freedom system

with stiffness, damping, mass and force excitation terms as depicted in Figure 2.1. The mass

terms consists of body mass and added mass. The damping terms mainly arise from hydrostatic

damping and the stiffness term are caused by the mooring lines (and risers).

Figure 2.1: Simplified single degree of freedom system

Here M + A(ω) is total mass, C (ω), D1 and D2 are damping terms, K (x) provides stiffness and

q(t , x , ẋ) are the environmental excitation forces.

A time series of offset is calculated by establishing all terms in the equation of motion in all six

degrees of freedom, and solving the equation of motion in the time domain. This procedure will

be explained in Chapter 3. The catenary system and semi submersible are treated as de-coupled.

Hence, the mooring lines provide the main restoring forces, and the dynamic effects from the

mooring lines and risers are neglected. Further, only static (mean) forces, wave frequency forces
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and low frequency forces are considered because these forces are the largest contributors to the

platform’s response in surge, sway and yaw. Low frequency forces are usually not large, but

significant amplifications might occur since their frequency can be close to the natural period

in surge, sway and yaw, Faltinsen (1990).

Each time domain analysis will simulate a 3-hour sea state. The analysis begins from a sta-

tionary static configuration. When dynamic loads are applied, changes from static to dynamic

motions introduce transients, and the results should be interpreted after these transients have

dissipated. Consequently, each analysis simulates 12000 seconds, whereas the first 1200 sec-

onds is assumed part of the transient face. The remaining 10800 seconds (equivalent to 3-hours)

are considered for the post processing of the results.

A complete SIMO model of the typical large semi submersible used in the analysis was provided

by Larsen (2016). A picture of the vessel as it appears in SIMO is presented in Figure 2.2. All

environmental forces act in surge direction and the vessel is free to move in all six degrees of

freedom. Risers are included in the analysis even though they will have little effect on the results.

Figure 2.2: SIMO model

In SIMO, waves are modeled with a Jonswap double peaked spectrum and wind with a NPD

spectrum.



8 CHAPTER 2. STRUCTURE AND ENVIRONMENT

2.3 Environmental data

Reliable historical data of wind and waves are important in design of offshore structures. Often

a proper sample of environmental data is lacking. Therefore, environmental hindcast data is

produced by running numerical models based on historical data that is available, such as wind

data. For example, in the first extensive hindcast survey at the Norwegian Meteorological In-

stitute, wind and wave data were generated from an air pressure field using a wave generation

model, Haug and Guddal (1981).

The hindcast data used in this study is from Haltenbanken area (WAM10) and was provided by

Haver (2016). WAM10 contains weather characteristics every third hour from 1957-2014, equiv-

alent to 166,053 observed 3-hour sea states.

2.3.1 Correction of hindcast data

An examination of the hindcast data reveals that Tp values are discrete with logarithmic spacing.

The discrete values of observed Tp when Hs ≥ 8m are 10.2, 11.2, 12.3, 13.5, 14.9, 16.4, 18, 19.8s.

To better replicate a real ocean environment, the spectral peak periods are scattered randomly

about these discrete values, Haver (2015a). Correction of Tp values are only carried out once,

since the correction is random in nature.

In addition, the largest wind speeds in the hindcast data are slightly too small. The fraction

of wind speeds above 15m/s are therefore increased by 20%. The corrected weather data for

Hs ≥ 8m are compared to the original hindcast data in Figure 2.3 and 2.4. The corrected envi-

ronmental data will be used in the analysis.
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Figure 2.3: Correction of Tp . The original hindcast data are scattered randomly about the dis-
crete Tp values.
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Figure 2.4: Correction of W . The fraction of wind speed above 15m/s is increased by 20%.
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2.4 Defining a storm event

The POT method requires that a storm event is defined. In this context, a storm is initiated as

the most the important weather characteristic increases above some threshold. Here it is as-

sumed that Hs is the most important weather characteristic and a storm event will be build up

by consecutive sea states as long as Hs is above the selected threshold. Each storm is assumed

to be statistically independent. Therefore, correlation between adjacent storms is reduced by

merging two consecutive storms when the time window between the two storms is less than

or equal 24 hours. The storms will be merged by merely including the sea states above the se-

lected threshold as indicated in Figure 2.5. This is because sea states with less severity than the

threshold are expected to give a negligible contribution to extreme responses.

0 10 20 30 40 50 60 70
6

7

8

9

10

11

Hours

H
s

 

 

Merged storm
Original storm

Figure 2.5: Example of three storms merged to one for threshold Hs = 8m. The original storm
was observed 14-17.02.1959.

For the Hindcast data at Haltenbanken, there are 446 observed storms for threshold Hs = 8m.

The number of storms is reduced to 398 as correlated storms are counted as one. These 398

independent storm events will be used in the POT analysis for threshold Hs = 8m.

The number of independent storm events is further reduced to 360 if the time window between
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correlated storms is increased to 48 hours. This might indicate that the selected criteria for cor-

related storms need further verification. An alternative approach, as suggested by Tromans and

Vandersohuren (1995), is to consider the through in Hs between two storms. If this through is

less than 80% of the lowest peak, the storms are broken at the through to form two independent

events.
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Chapter 3

Theoretical background of simulations in

SIMO

It is important to know the theory behind SIMO for better understanding and evaluation of the

results. In this chapter, the theoretical background of SIMO will be explained in view of the

response problem.

3.1 Equation of motion

Time domain simulations are necessary to establish a distribution function of the semi sub-

mersible’s maximum offset since the problem is of non-linear nature. SIMO performs time do-

main simulations by solving the equation of motion, i.e. Eq. 3.1, in six degrees of freedom, SIM

(2013).

[M+A(ω)]ẍ+C(ω)ẋ+D1ẋ+D2ẋ|ẋ|+K(x)x = q(t,x,ẋ) (3.1)

Where M is the body mass matrix, A(ω) is frequency dependent added mass matrix, C(ω) is

frequency dependent potential damping matrix, D1 is the linear damping matrix, D2 is the

13



14 CHAPTER 3. THEORETICAL BACKGROUND OF SIMULATIONS IN SIMO

quadratic damping matrix, K(x) is the displacement dependent stiffness matrix and q(t,x,ẋ) is

the excitation forces given by time and space, SIM (2013). All terms in Eq. 3.1 will be explained

later in this chapter.

3.1.1 Solving the equation of motion

Two different solution methods to solve Eq. 3.1 are available in SIMO. The next two subsections

will introduce these methods.

Retardation function

Eq. 3.1 shall be evaluated in the time domain for non-linear problems. It may be convenient to

rewrite the frequency dependent term in Eq. 3.1 to a convolution integral.

[M+ A(ω=∞)]ẍ+D1ẋ+D2ẋ|ẋ|+K(x)x+
∫ t

0
h(t −τ)ẋ(τ)dτ= q(t,x,ẋ) (3.2)

Where h(τ) is the retardation function.

h(τ) = 1

2π

∫ ∞

−∞
C (ω)+ iω(A(ω)− A(ω=∞)eiωt dω= 1

2π

∫ ∞

−∞
H(ω)dω (3.3)

The complete derivation of Eq. 3.2 and 3.3 can be found in SIM (2013).

Separation of motions

Instead of solving Eq. 3.1 in the time domain by use of the retardation function, the motions may

be separated into a low-frequency and a high-frequency part. It follows that the excitation forces

are categorized into low frequency forces, qLF , and high frequency forces, qHF . The position

vector of the system is defined as the sum of the displacements caused by the high and low
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frequency excitation forces, SIM (2013).

x = xLF +xHF (3.4)

The high frequency motions can be solved in the frequency domain, which requires that the

assumptions of a linear system are fulfilled. Subsequently, the quadratic damping matrix is set

to zero and the stiffness matrix is kept constant. The high frequency response is then calculated

by solving Eq. 3.5 in the frequency domain.

[M + A(ω)]ẍHF + [C (ω)+D1]ẋHF +K xHF = qHF (3.5)

The low frequency motions are found by solving the dynamic equilibrium equation of the sys-

tem as per Eq. 3.6.

[M + A(ω= 0)]ẍLF +D1ẋLF +D2ẋLF |ẋLF |+K xLF = qLF (3.6)

There will be no radiation damping resulting from low frequency motions. Hence, the potential

damping matrix, i.e. C (ω), is equal to zero.

3.2 Excitation forces

The excitation forces are the sum of environmental forces included in the analysis.

q(t , x , ẋ) = qw i nd +q 1
w ave +q 2

w ave +qcur r ent (3.7)

Where qw i nd is the wind drag forces, q 1
w ave are the first order wave forces, q 2

w ave are the second

order wave forces and qcur r ent are the current drag force. Current forces will not be discussed
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since it is omitted in the analysis.

These forces are separated into three categories; (1) mean forces, (2) wave frequency forces and

(3) low frequency forces. The different force contributions are summarized in Table 3.1.

Table 3.1: Most important loads for this response problem

Excitation Mean Wave frequency Low frequency

Waves 2nd order mean drift 1st order 2nd order diff. freq. drift
Wind Mean wind Wind gust
Current Mean current

The wind, current and second order drift forces cause a static displacement on the platform.

The first order wave forces are proportional to the wave amplitude and excite the platform with

the same frequencies as the incoming waves. The natural periods of the semi submersibles in

surge, sway and yaw are usually above 100 seconds. Hence, these modes are excited by the low

frequency forces caused by slowly varying second order difference frequency drift forces and

wind gusts. The magnitude of the low frequency forces is usually not large, but when the mean

period is close to the natural period in surge, sway and yaw, significant amplifications might

occur.

3.2.1 Wind forces

Wind forces are characterized by a mean value excited by the mean wind velocity and low fre-

quency forces due to wind gusts. The mean wind velocity will give a mean offset, while the wind

gusts will produce slowly varying motions of the vessel, Faltinsen (1990). In SIMO, the wind gusts

are assumed to follow a Gaussian stochastic process, SIM (2013). Variations in the mean wind

speed with height can be accounted for by assuming a predetermined idealized wind profile,

DNV (2014).

A typical description of the wind force acting orthogonal on a structural member is given by Eq.
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3.8, N-0 (2007).

qwi nd (t ) = 1

2
ρai r CD A[Ūwi +u(t )]2 (3.8)

Where ρai r is the air density, CD is the directional drag coefficient of the body, A is the cross-

sectional area in the wind direction, Ūwi is the mean wind velocity and u(t ) represents the fluc-

tuating wind component.

Introducing cwi nd = 1
2ρai r CD A and letting the wind forces be calculated from the instantaneous

wind and body velocities gives Eq. 3.9.

qwi nd (t ) = cwi nd [Ūwi +u(t )− ẋ(t )]2 (3.9)

For illustrative purposes, higher order terms of u(t ) and ẋ(t ) can be neglected when it is as-

sumed that Ūwi À u(t ) + ẋ(t ). Low frequency motions, ẋLF , are also introduced since wind

gusts are characterized as low frequency forces. This means that Eq. 3.9 simplifies to Eq. 3.10.

qwi nd (t ) ≈ cwi ndŪ 2
wi +2cwi ndŪwi u(t )−2cwi ndŪwi ẋ(t )LF (3.10)

The first and second term in Eq. 3.10 represents a static force and a low frequency excitation

force, respectively. The third term represents linear damping, Larsen (2015).

The wind forces are in SIMO based on the instantaneous wind and body velocities. In addition,

variations in the wind velocity with height can be accounted for by selecting a wind profile. For

this system, the wind time series is generated from a NPD spectrum. Generation of time series

is later explained in Sec. 3.5.
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3.2.2 Wave forces

Wave forces causing surge, sway and yaw motions are characterized by first order forces that

are proportional with the wave height, mean drift forces due to second order effects and slowly

varying drift motions due to difference frequency second order effects, Greco (2012).

First order wave forces

Fluid particles in linear theory move in circular orbits and remains in the same position after one

period, Newman (1977). This means that there is no net mass transport of the fluid in a potential

flow field. It further implies that first order forces in surge, sway and yaw is connected to the

structure’s ability to generate waves, Faltinsen (1990). These forces are linear and proportional

to the wave amplitude. Consequently, the response due to first order wave forces are solved in

the frequency domain.

In SIMO, the first order wave forces and motions are calculated using transfer functions that are

computed with diffraction theory programs, such as WAMIT or WADAM, SIM (2013). The first

order wave motion transfer function in surge is depicted in Figure 3.1.

Figure 3.1: First order wave motion transfer function

The transfer function experience some cancellation effects around periods close to 10 seconds.

For higher periods, the transfer function increases strictly. Hence, it is expected that sea states

modeled with spectral peak periods close to 10s will have less pronounced wave frequency

forces than for higher Tp values.
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Second order wave forces

The horizontal wave particle velocity is positive beneath the crest. Below the mean free surface,

the fluid particle velocity component is equal in magnitude and opposite in sign beneath the

crest and through. Since the crest is always higher than the through, a net non-linear trans-

portation of fluid must exist, Newman (1977), and a floating body will experience drift forces.

One may also understand the wave drift force by considering incident waves that are reflected

from the structure. Due to conservation of momentum, the reflected waves must cause a force

acting on the body in the wave propagation direction. Consequently, the wave drift force are

connected to the body’s ability the reflect waves, Faltinsen (1990).

The drift forces can be divided into a second order mean drift force and a second order slowly

varying force proportional to the wave height squared.

The mean drift force can be calculated by integration of the wave pressure field to the exact

surface and then taking time average or by demanding conservation of momentum for the

wave system in the far field. In SIMO, the mean drift force is calculated by solving q̄dr i f t =
2
∫ ∞

0 cw a(ω)Sη(ω)dω, where cw a is the wave drift coefficient, SIM (2013). The wave drift coeffi-

cient for different periods is given in Figure 3.2.

The slowly varying drift force exists due to difference frequency effects that arise from different

portions of the wave spectrum, Newman (1974). The magnitude of the slowly varying drift load

is not large, but if the mean period is close to the natural period in surge, sway or yaw, a signif-

icant amplification might occur because of little damping in the system, Faltinsen and Løken

(1980). There are several options to calculate the slowly varying drift forces in SIMO. Newman’s

approximation, as outlined in Newman (1974) and in Faltinsen (1990), are most commonly used.

The irregular variations in the wave drift coefficient for smaller periods than 8 seconds are prob-

ably caused by numerical noise. It is noticed that there is a local peak in the drift coefficient

around periods 10−11 seconds. It follows that slowly varying drift forces and mean drift forces

are expected to be more important for sea states modeled with Tp around 10−11 seconds.
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Figure 3.2: Wave drift coefficient in surge
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3.3 Mass, damping and restoring forces

3.3.1 Mass forces

Mass forces are proportional to acceleration. It consists of physical mass and frequency de-

pendent added mass. Physical mass is constant and equals the platform weight. Frequency

dependent added mass are additional mass felt by the floating body when subject to forced os-

cillations, and is caused by fluid that must be pushed around the moving body.

The added mass is indirectly implemented in SIMO since it is maintained within the retardation

function and/or the transfer functions.

3.3.2 Damping forces

The damping force of the system can be divided into three groups as in Eq. 3.1. C(ω) repre-

sents the frequency dependent potential damping, D1 is the linear damping matrix and D2 is

the quadratic damping matrix.

Potential damping

C(ω) describes the potential damping that arises from the generation of waves on the free sur-

face, causing energy to dissipate away from the moving body. Potential damping is only ap-

plicable for wave frequency motions since C(ω) ≈ 0 when the structure is oscillating with low

frequencies.

Potential damping is linear and can be estimated using diffraction theory programs. Typically,

C(ω) is estimated using WADAM or WAMIT and imported to SIMO. C(ω) affects the high fre-

quency motions that are solved in the frequency domain and can therefore be included in the

retardation function as explained in Sec. 3.1.1.
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Linear damping matrix

Linear damping matrix is expressed by D1 and is in this context used to calibrate the SIMO

model with model tests. Drag damping from the mooring lines is the most important damping

term contained within the linear damping matrix.

Other linear damping terms such as wind damping, current damping and slow drift damping

are calculated from the instantaneous relative velocities, and are not included in D1.

Quadratic damping matrix

D2 expresses the quadratic damping matrix and is used to calibrate the SIMO model with model

tests.

3.3.3 Restoring forces

K (x) contain the restoring forces in surge, sway and yaw caused by the mooring system and

risers. The properties of the mooring lines in SIMO are based on the mooring analysis program

MIMOSA, SIM (2013). It is assumed that the mooring lines can be treated as quasi-static, imply-

ing that the transverse drag forces on the line are neglected. Hence, the shape of the cable will

be a function of the top end motion, MIM (2003). The mooring lines form catenaries that are

modeled with the catenary equations. Transverse bottom friction is neglected so the lines are

free to rotate about the anchor points.

Total horizontal stiffness of one mooring line can be separated into geometric and elastic stiff-

ness. Geometric stiffness results from the weight of the chain, while elastic stiffness results from

elongation of the line. Geometric and elastic stiffness acts like two springs in series.

The horizontal restoring force of a mooring line is plotted against the top end displacement in

Figure 3.3. For small displacements, the restoring force is close to linear dependent on the top

end displacement. The restoring force becomes more non-linear as the offset increases.
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Figure 3.3: Horizontal restoring force of one mooring line as a function of displacement.

3.4 Dynamic amplification

Structures exposed to dynamic loads will experience some kind of dynamic amplification. The

ratio between the load frequency and the natural frequency, i.e. ω
ω0

, of the structure governs the

magnitude of this dynamic amplification. The dynamic amplification felt by the structure for

different damping levels are plotted in Figure 3.4.

One may categorize dynamic systems into stiffness dominated, resonance dominated and in-

ertia dominated. Each system is balanced by different force components. For instance, exci-

tations forces of inertia-dominated structures are balanced out by mass forces and resonance

dominated systems are balanced out by the damping forces.

When offset is considered, the governing excitation forces are categorized into static forces,

wave forces and low frequency forces. If wave frequency forces are isolated, the system may

be categorized as an inertia dominated system. Similarly, the system can be categorized as a
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Figure 3.4: Dynamic amplification factor as a function of frequency ratio for different damping
levels.

resonance dominated system when the low frequency forces (wind gust and slowly varying drift

forces) are isolated. Low frequency forces are important since the system will experience large

amplifications when the low frequencies are close to the natural frequency of the system.

3.5 Generation of time series

Time series are created by summing up harmonic components from a discretized spectrum,

where sampled pseudo-random phase shifts (ε) uniformly distributed over [0,2π] are added to

each harmonic component. For example, the generation of a wave elevation time series, ξ(t ),

will be given by Eq. 3.11 (Myrhaug, 2009).

ξ(t ) =
N∑

i=1

√
2S(ωi )∆ωcos(ωi t +εi ) (3.11)
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Time series that are generated according to Eq. 3.11 will repeat themselves with a period T =
2π

∆ωi ,mi n
, where ∆ωi ,mi n is the smallest frequency increment.

SIMO normally uses Fast Fourier transform (FFT) to generate time series. This procedure re-

quires equal frequency increment and that N = 2i , where i is an integer, SIM (2013).

3.6 Example time series of offset in SIMO

It is of interest to identify the most important excitation forces in this problem, and qualita-

tively discuss the relative importance of these excitation forces for different weather conditions.

Hence, an example time series of the response (offset in surge) are given in Figure 3.5 for a sea

state modeled with Hs = 8m, Tp = 10s and W = 5m/s.

Figure 3.5: Time series of offset calculated in SIMO when Hs = 8.0m, Tp = 10.0s and W = 5m/s

In Figure 3.5, the transient face where the semi submersible goes from a static position to os-

cillate about a mean offset is evident for the first -say- 200 seconds of the simulation. In this

sea state, the platform is oscillating about a mean offset of 7.4m with a period of more than 100

seconds. The mean offset is here caused by wind forces and wave drift forces. Current gives

no contribution to the static displacement since it is excluded from the analysis. The slowly
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variations about the mean offset is caused by the slowly varying environmental forces, i.e. dif-

ference frequency effects from waves and wind gusts, that becomes important when they excite

the structure around its natural frequency. Further, the oscillations with higher frequencies are

caused by first order wave frequency forces.

Another time series was generated for a sea state modeled with Hs = 8m, Tp = 15s and W =
15m/s and is depicted in Figure 3.6.

Figure 3.6: Time series of offset calculated in SIMO when Hs = 8.0m, Tp = 15.0s and W = 15m/s

The mean offset in Figure 3.6 (Hs = 8m, Tp = 15s and W = 15m/s) is 7.7m. This is slightly

larger than the mean offset in Figure 3.5 (Hs = 8m, Tp = 10s and W = 5m/s). This effect is

caused by larger wind forces resulting from increasing the wind velocity, DNV (2010). Some

of the gain in mean offset are counterweighted against a smaller mean drift force as the wave

drift coefficient, given in Figure 3.2, is reduced when the spectral peak period is increased from

Tp = 10s to Tp = 15s.

Further, the relative importance of the wave frequency motions and the slowly varying motions

are different in Figure 3.5 and Figure 3.6. This effect can be explained by investigating the first

order wave motion transfer function in surge, Figure 3.1, and the wave drift force coefficient,
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Figure 3.2. The transfer function experience some cancellation effects when Tp is around 10

seconds, and increases strictly for larger periods. Hence, it is expected that the wave frequency

motions are more important as Tp is increased from 10s to 15s. The wave drift coefficient expe-

rience a local maximum for Tp around 10−11s and decreases for higher Tp values. As a conse-

quence, the relative importance of the slowly varying motions will be reduced as Tp is increased

from 10s to 15s.
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Chapter 4

Introduction to long term analysis

Offset of a semi submersible are caused by environmental forces. These environmental forces

are of concern in severe sea states with a corresponding rare probability of occurrence. Imagine

a time series of the offset for one of these severe sea states given by some weather characteristics

(Hs , Tp and W ). The response time series will be different when the same sea state, i.e. the same

Hs , Tp and W , is observed twice. It follows that the observed maximum response is different

every time the same sea state is observed. Hence, it is possible to create a distribution of the

maximum response given some weather characteristics.

The q-probability response can only be estimated if all sources of inherent randomness are

taken into account. There are two distinct sources of randomness: (1) long term variability

and (2) short term variability. The long term variability is typically the most important source of

randomness, since it is likely that the q-probability response occurs in a severe sea state with a

small probability of occurrence. Despite this, the short term variability, i.e. the response given

some sea state, cannot be neglected since an extreme response can occur in an ordinary sea

state, but in combination with a rare short term realization of the response quantity.

To perform reliable estimates of the q-probability response, some sort of long term analysis

must be carried out. The full long term distribution of the maximum response can only be cal-

culated if the short term and long term variability of the responses and loads are known. There

29
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are two methods for long term analysis that will be discussed herein; the peak over threshold

method and the all sea states approach.

In a POT analysis, the most probable largest maximum offset, denoted x̃, within an arbitrary

storm is treated as the independent stochastic variable. Different interpretations of the method

have been presented in detail by Jahns and Wheeler (1973), Haring (1978) and Tromans and

Vandersohuren (1995). The short term variability is made conditional on x̃. The long term vari-

ability of x̃ is found by fitting a proper probabilistic model to observations of x̃. The full long

term distribution is found by convolution of the short term and long term variability as per Eq.

4.1.

FX (x) =
∫
X̃

FX |X̃ (x|x̃) f X̃ (x̃)d x̃ (4.1)

Where FX |X̃ (x|x̃) is considered as the short term variability and f X̃ (x̃) is the long term variability.

X is the storm maximum response.

In the all sea states approach, Battjes (1972) and Nordenstrøm (1971), the short term variabil-

ity is made conditionally on the most important sea state characteristics. Waves and winds are

important for offset of semi submersibles and the short term variability is therefore made con-

ditionally on Hs , Tp and W . The long term variability of Hs , Tp and W can be estimated from

hindcast data. It follows that the long term distribution of the maximum response is given by

Eq. 4.2.

FX (x) =
Ñ

Hs ,Tp ,W

FX |Hs ,Tp ,W (x|h, t , w) fHs ,Tp ,W (h, t , w)dhd td w (4.2)

Where FX |Hs ,Tp ,W (x|h, t , w) is considered as the short term variability and fHs ,Tp ,W (h, t , w) is the

long term variability. X is the 3-hour maximum response.
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4.1 Determine short term variability of the response

A reasonable number of time domain simulations must be performed to determine the short

term variability of the response, i.e. FX |X̃ (x|x̃) and FX |Hs ,Tp ,W (x|h, t , w).

A possible cost efficient approach is to perform a number of 3-hour simulations of sea states

given by Hs , Tp and W with reasonable resolution covering the actual sample space. For each

of the simulation points it is assumed that the maximum response is Gumbel distributed. Con-

sequently, the Gumbel parameters, αG and βG , are determined for each simulation point using

method of moments and continuous functions (response surfaces) can be fitted to the point

estimates. Hence, the distribution of the maximum response given Hs , Tp and W within the

sample space is found using the generated response surfaces.

The short term variability in the all sea states, i.e. FX |Hs ,Tp ,W (x|h, t , w), is known once the re-

sponse surfaces are established. Further, the analysis of each storm step in the POT method will

be performed using these response surfaces.

In this thesis, there are two sets of response surfaces within two sample spaces. First, response

surfaces for the POT analysis that include all observed sea states above threshold Hs = 8m is

created. These response surfaces are also used to calculate the 100-year response in the all sea

states analysis. Later, when estimating the all sea states 10,000-year response, it becomes ev-

ident that another set of response surfaces is required to include non-observed sea states not

covered by the response surfaces for the POT analysis. Hence, another set of response surfaces

is created to account for these non-observed sea states.

4.2 Response surfaces for the POT analysis

In the POT analysis, the sample space of Hs , Tp and W is selected to include all observed sea

states given threshold Hs = 8m. The sample space varies as follows:

Hs : 8-18m, with an increment of 2m
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Tp : 10-22s, with an increment of 1.2s

W : 5-35m/s, with an increment of 6m/s

Some of these sea states are unrealistic, but they will work as outer boundaries for the response

surfaces. Initially, 20 time domain simulations where conducted for each of the sea states within

the sample space. This was later extended to 40 simulations per sea state to reduce the statisti-

cal uncertainties in the results, resulting in 40 observed maximum responses for 6 ·11 ·6 = 396

different sea states. The Gumbel distribution was fitted to the observed maximums for each sea

state using method of moments with the relationship given in Eq. 4.3.

βG =
p

6

π
σX

αG = X̄ −0.5772βG

(4.3)

Where X̄ and σX is the mean and standard deviation of the 40 observed maximum offsets of the

given sea state. The adequacy of the Gumbel distribution is considered by plotting the cumula-

tive distribution of the maximum response for a randomly selected sea state together with the

observed maximum responses. This is done for some selected storms in Figure 4.1. The Gumbel

distribution is considered suitable since the observations follow a straight line.

Figure 4.1 indicates that the Gumbel distributions seem to follow the observed maximum re-

sponses with reasonable accuracy. With the obtained Gumbel parameters for all sea states, the

short term variability of the maximum response for each simulation point given by Hs , Tp and

W are defined by αG and βG . Subsequently, one may use some kind of interpolation technique

between the simulation points to describe the short term variability of the maximum response

for all sea states within the predefined sample space.

The challenge is to establish response surfaces of αG and βG as a function of Hs , W and Tp . An

example of the response surfaces αG (h, t ) and βG (h, t ) for each of the six sampled W values can

be reviewed in Figure 4.2 and 4.3. Please notice that the lower layer ofαG (h, t ) in Figure 4.2 is for
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Figure 4.1: Distribution of 3-hour maximum response in some selected sea states

a sea states with W = 5m/s, increasing with a 6m/s increment to W = 35m/s for the top layer.

Some interesting features of the platform response are observed from Figure 4.2. It looks like

the most probable largest response, i.e. αG , increases linearly with Hs and follows some kind of

sine curve with Tp . Similarly, the distance between two layers of αG (h, t ) increases non-linearly

with W .

An important contributor to the maximum response is the wave frequency forces. These forces
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Figure 4.2: αG (h, t ) for different W values. Each layer represent one sampled W value.

Figure 4.3: βG (h, t ) for different W values. Each layer represent one sampled W value.
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are linear dependent on Hs and can explainαG linear dependency on Hs . It should, however, be

noted that increasing Hs will also give larger mean drift and slowly varying drift forces because

of more energy in the wave spectrum.

Also, recall that the drift coefficient experiences a local maximum for periods around 10−11 sec-

onds, see Figure 3.2. This is the main contributor to the rapid increase in αG as Tp approaches

10− 11 seconds, since a larger wave drift coefficient creates more pronounced slowly varying

drift forces in this area. The mean drift forces also increase as Tp approaches 10−11 seconds,

but this effect is assumed to be less important.

Wind forces are quadratic dependent on the wind velocity as given by Eq. 3.8. The wind excites

the platform with a mean wind force and a slowly varying wind force. The mean force will be

quadratic dependent on the wind speed and the wind gusts follow a Gaussian stochastic pro-

cess. Subsequently, it comes as no surprise that αG is non-linearly dependent on W .

According to Figure 4.3, it might look like βG increases linearly with Hs , but βG dependency on

Tp and W is uncertain because of the irregular variations of βG (h, t ). A too small data set (40

simulations) per sea state might cause the irregular variations in βG response surfaces since the

βG values have yet to converge.

4.2.1 Convergence of the response surfaces

More accurate βG values should be found before the response surfaces of the Gumbel parame-

ters can be used in the analysis. A possible approach is to find the approximate number of sim-

ulations required to obtain convergence. Therefore, 250 simulations were performed for some

selected sea states, and the resulting αG and βG values are plotted against increasing number of

simulations. An example plot that displays the convergence rate of αG and βG when Hs = 12m

and Tp = 14.8s are presented in Figure 4.4 and 4.5. Similar convergence plots for some other sea

states can be reviewed in Appendix A.1 and A.2.

The study reveals that the convergence of αG is faster than for βG . It seems like αG is reliable
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Figure 4.4: αG convergence for different W sampling points, Hs = 12m,Tp = 14.8s
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after -say- 40 simulations, but Figure 4.5 indicates that 40 simulations would yield inaccurate

estimates of βG . Hence, a far larger amount of simulations must be performed before βG con-

verges, maybe up to 150 simulations per sea state, indicating that it would be too computational

demanding to calculate βG with brute force.

An alternative solution is to assume that βG is a function of Hs , Tp and W , and determine

βG (h, t , w) by least square fitting to the data.

βG dependency on Hs is revealed by keeping Tp and W constant and run many simulations for

increasing numbers of Hs , and subsequently plot βG as a function of Hs . The same can be done

for Tp and W . Using the simulations from the convergence study, there are 250 observations

of the maximum response for some selected sea states. These 250 simulations yield 10 obser-

vations of αG and βG when each observation of the Gumbel parameters are calculated from 25

realizations of the maximum response using method of moments. In Figure 4.6, βG is plotted as

a spline function fitted to the average of these 10 βG values for increasing W values (Hs = 12 and

Tp = 14.8s). For each respective sea state, the error bars indicate one standard deviation of the

10 βG values and are included to give an idea of the uncertainty level. Similar plots of αG were

also generated and an example plot is given in Figure 4.7. All plots resulting from this study are

presented in Appendix A.3 and A.4.

The figures in Appendix A.3 indicates that βG is close to linear dependent on Hs and increases

around Tp = 10−11s. In Figure 4.6 it is noticed that βG can be considered constant for different

W values, alternatively decreasing for extreme W values. βG being constant for different W

values is a useful approximation since the response surfaces can be fitted in 2D instead of 3D

for the existing data sample. In the following it will therefore be assumed that βG are constant

for different W values.

Figure 4.7 reveals that αG calculated from 25 simulation has a relative small standard deviation

compared to βG . Hence, αG for each simulation point is calculated according to Eq. 4.3 once a

proper model for βG (h, t , w) is established.
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error bars equals one standard deviation of the αG sample.
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4.2.2 Final expression of the response surfaces

To determine the βG response surface it is assumed that βG is constant for all values of W . This

assumption enables a least square fit to six values of βG for each sampled sea state given by Hs

and Tp within the condition space. Non-linear least square fit is performed using Matlab’s curve

fitting toolbox and a proposed function for the βG response surface is given in Eq. 4.4.

βG (h, t , w) ≈βG (h, t ) = k1h +k2t +k3cos(
t +k4

k5
)+k6 (4.4)

Coefficient k1 −k6 is given in Table 4.1.

Table 4.1: βG (h, t , w) coefficients

Coefficients Best fit 95% confidence bounds
k1 0.14 (0.13, 0.15)
k2 -0.047 (-0.053, -0.041)
k3 0.19 (0.15, 0.22)
k4 7.20 (5.36, 9.04)
k5 1.48 (1.36, 1.59)
k6 0.39 (0.25, 0.53)

The proposed βG model and its confidence bounds are plotted in 2D together with empirical βG

values at different wind speeds in Appendix A.5 for verification purposes. A similar plot in 3D

are given below in Figure 4.8, where the model is given as a surface and empirical βG values are

given as blue dots.

Figure 4.8 proves that the proposedβG model fits the data well. Subsequently, newαG values for

each simulation point must be recalculated according to Eq. 4.3 from the mean of the observed

maximums and the proposed model for βG (h, t , w). The resulting response surfaces of these αG

values will be used in the analysis and is depicted in Figure 4.9 below. It is noticed that there are

little difference between the αG response surfaces that will be used in the analysis, i.e. Figure

4.9, compared to the initial response surfaces in Figure 4.2.
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Figure 4.8: Proposed βG (h, t , w) compared to observed βG for different Hs and Tp combina-
tions. Since βG is assumed to be independent of W , there are six observations per Hs and Tp

combination.

Figure 4.9: αG (h, t ) for different wind classes. The lowest layer of αG corresponds to wind speed
5m/s, increasing with a 6m/s increment to 35m/s for the top layer. Each black dot represent a
simulation point with the resulting αG value.
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A bi-harmonic spline technique is used to describe the αG response surfaces given any combi-

nation of Hs and Tp , i.e. αG (h, t ), for each of the six sampled wind speeds. This results in six

response surfaces of αG as depicted in Figure 4.9. It follows that linear interpolation between

the sampled wind speeds gives αG for any Hs , Tp and W combination, i.e. αG (h, t , w). In Mat-

lab the bi-harmonic interpolation between Hs and Tp values was conducted using the build in

function ‘griddata(..., method)’, where the method is denoted ‘v4’. The ‘v4’ spline interpolation

technique is described by Sandwell (1987).

4.3 Additional response surfaces to be used in the all sea states

analysis

The IFORM analysis in the all sea states approach requires that the short term response char-

acteristics are available for a reasonable area surrounding the critical part of the environmental

surface. Later it becomes evident that the critical part of the 10,000-year environmental contour

surface of wind and waves lies outside the response surfaces obtained in Section 4.2. Hence, a

second sample space is created to include these non-observed sea states. This sample space

runs from:

Hs : 14-22.1m, with an increment of 2m (last increment of 2.1m)

Tp : 14.8-25.6s, with an increment of 1.2s

W : 17-41m/s, with an increment of 6m/s

Both sample spaces, i.e. the sample space created in Section 4.2 and the sample space created in

this section, are cubic since it simplifies the post-processing in Matlab. As a result, many of the

simulation points are overlapping for the two sample spaces. It should be noted that the ULS

design point in the all sea states analysis is covered by the response surfaces created in Section

4.2. To preserve consistency between the two long term analyses, the ULS response in the all sea

states analysis will be calculated using the response surfaces for the POT analysis. Only the ALS
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response in the all sea states analysis will be calculated using the response surfaces obtained in

this section.

The procedure for establishing response surfaces of the Gumbel parameters remains the same

as in Section 4.2, but a less extensive investigation of βG response surfaces are carried out. Also

here, 40 simulations are performed for each simulation point resulting in 40 observations of the

maximum response for each sea state. Afterwards, the Gumbel parameters are calculated from

the mean and variance of the observed maximums using method of moments.

βG response surfaces as a function of Hs and Tp , i.e. βG (h, t ), are plotted for each of the five

sampled wind speeds and given in Appendix B.1. Also now, βG response surfaces have yet to

converge, and once again it is assumed that βG is independent of W and a function is fitted to

the sample data. The proposed model for βG is given in Eq. 4.5.

βG (h, t , w) = f1 + f2h =−0.592+0.146h (4.5)

The proposed βG model is plotted in 2-dimensions together with observations at different wind

speeds in Appendix B.2 for verification purposes. In Figure 4.10, the βG (h, w, t ) model is plotted

in 3D together with observations. Finally, αG is calculated as αG = X̄ −0.5772 ·βG (h, t , w), where

X̄ is the mean value of the maximum response for each sea state. The resulting αG response

surface is depicted as bi-harmonic spline functions of Hs and Tp for each sampled W value and

given in Figure 4.11.
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Figure 4.10: Proposed βG (h, t , w) compared to observed βG for different Hs and Tp combina-
tions. Since βG is assumed to be independent of W , there are five observations per Hs and Tp

combination.

Figure 4.11: αG (h, t ) for different wind classes. The lowest layer ofαG corresponds to wind speed
17m/s, increasing with a 6m/s increment to 41m/s for the top layer. Each black dot represent a
simulation point with the resulting αG value.
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4.4 Comparing the two sets of response surfaces

The first set of response surfaces was designed to only capture observed sea states to perform a

proper POT analysis. This set of response surfaces is also used to calculated the ULS response in

the all sea states analysis. Later when the 10,000-year environmental surface was created for the

all sea states analysis, it was clear that the first set of response surfaces did not enclose important

non-observed sea states. Hence, another set of response surfaces were created to estimate the

all sea states 10,000-year response.

It is of interest to study the difference in the two response surfaces at their overlapping regions.

The difference in βG response surfaces are visualized by plotting the proposed models in 2D for

overlapping Hs values as in Figure 4.12. Figure 4.12 indicates that the difference in βG (h, w, t ) in

the overlapping region is not large.

Similar 2D plots are created to illustrate the difference in αG response surfaces. These plots are

given in Figure 4.13. It is seen that the difference between αG response surfaces in the overlap-

ping region is relatively small.
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Figure 4.12: Comparing overlapping region of βG response surfaces.
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Figure 4.13: Comparing overlapping region of αG response surfaces for different Hs values. The
lower αG lines are for W = 17m/s, increasing with a 6m/s increment to 35m/s for the top line.



Chapter 5

Peak over threshold

The peak over threshold method only includes sea states above a certain threshold. Different

interpretation of the method has been presented in detail by Jahns and Wheeler (1973), Haring

(1978), Tromans and Vandersohuren (1995) and Haver (2013). The POT method as outlined by

Haver (2013) is used in this thesis.

The POT method is applicable when the extreme responses are governed by the occurrences of

some few extreme weather conditions, like e.g. hurricanes. The POT method is therefore, tra-

ditionally, more frequently in use abroad than within Norway. The key idea of the POT method

is to establish a long term distribution of the largest response during a random storm (Haver,

2004). The long term distribution of the maximum response is obtained by convolution of the

conditional distribution of the maximum given the most probable maximum (i.e. the short term

variability) with the long term distribution of the most probable maximum as in Eq. 5.1.

FX (x) =
∫
X̃

FX |X̃ (x|x̃) f X̃ (x̃)d x̃ (5.1)

Here, FX |X̃ (x|x̃) represents the short term variability of the response given the most probable

maximum response and f X̃ (x̃) represents the long term variability of the most probable largest

response.

47
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FX |X̃ (x|x̃) and f X̃ (x̃) in Eq. 5.1 can be estimated when the distribution of the storm maximum

response, denoted FX |stor m(x|stor m), is known for all observed storms. Subsequently, the POT

analysis should be initiated by determining reliable FX |stor m(x|stor m) for all observed storms.

5.1 Distribution of storm maximum response

The distribution of the storm maximum response may be simplified as a sequence of station-

ary sea states with a corresponding 3-hour duration. When the distribution of the maximum

response during a random 3-hour sea state is Gumbel distributed, with parameters denotedαGi

and βGi , the probability of all responses being smaller than or equal than a randomly selected

response during an entire storm cycle can be written as, (Jahns and Wheeler, 1973):

FX |stor m(x|stor m) =
M∏

i=1
exp(−exp(−x −αGi

βGi

))

= exp(−
M∑

i=1
exp(−x −αGi

βGi

))

(5.2)

where M is the number of stationary 3-hour sea states the storm is divided into. Eq. 5.2 assumes

that all storm steps are statistical independent. This assumption is not exactly fulfilled since

the slowly varying environmental characteristics are correlated to some degree. This effect is,

however, rather minor.

αGi and βGi is calculated for any sea state within the prescribed sample space by using the pro-

posed response surfaces in Section 4.2. Hence, αGi is found by the response surfaces depicted

in Figure 4.9 in combination with linear interpolation between sampled W values, and βGi is

calculated using the proposed expression in Eq. 4.4.
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5.2 Short term variability by FX |X̃ (x|x̃)

It is convenient to rewrite the exact distribution of the storm maximum response as a Gumbel

distribution, as stated in Eq. 5.3.

FX |stor m(x|stor m) ≈ exp(−exp(−x −αs

βs
)) (5.3)

The storm Gumbel parameters, i.e. αs and βs , are found from the exact distribution, i.e.

FX |stor m(x|stor m). Recall that FX |stor m(x|stor m) was calculated for all observed storms ac-

cording to Eq. 5.2. αs is equal to the most probable largest value of the exact distribution, i.e.

αs = x̃. Here, αs is calculated by solving
d 2FX |stor m (x|stor m)

d x2 = 0 with respect to x numerically in

Matlab because the most probable largest value occurs as the pdf reaches its maximum. How-

ever, as long as FX |stor m(x|stor m) is close to Gumbel distributed, αs may be approximated by

solving αs ≈ F−1
X |stor m(e−1). It follows that the calculated values of αs are verified by plotting the

percentile level of αs in FX |stor m(x|stor m) for all storms as in Figure 5.1.

Notice that the percentile level of storms modeled with one stationary sea state are always equal

to e−1, since these storms are exactly replicated by the Gumbel distribution. The percentile

levels are always smaller than e−1 for storms modeled with more than one sea state, even though

the difference is rather minor.

βs can be estimated by considering the slope of the curve in the origin as the storm distribution

is plotted in Gumbel probability paper.

The difference between the exact, i.e. FX |stor m(x|stor m), and the approximated distribution,

i.e. Gumbel distribution with parametersαs andβs , for some selected storms is plotted in Gum-

bel probability paper in Figure 5.2. The function of the exact distribution will for some storms be

somewhat concave when plotted in Gumbel probability paper, i.e. the function will be curved

on the non-conservative side compared to the approximated distribution. However, this effect

is assumed to be negligible.
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Figure 5.1: Percentile levels of αs in the exact distribution of storm maximum response.

From Figure 5.2 it is clear that there are small differences between the exact and approximated

distributions of the storm maximum response. It seems like the largest error is connected to

the curvature of the exact distribution that is not replicated by the approximated distribution,

but this effect is only evident for very small probabilities of exceedance and can therefore be

neglected. Further, storm (b) is exactly reproduced by the approximated distribution since this

storm is modeled as one stationary sea state. Storm (c) is the most severe storm that was ob-

served for these hindcast data. This storm has a duration of 72 hours, but are only modeled

with 15 stationary storm steps since sea states below the threshold (Hs = 8m) is filtered out as

explained in Section 2.4.
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Figure 5.2: Comparing the exact storm distribution of FX |stor m(x|stor m) with the approximated
distribution
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Next, the distribution function of the storm maximum response given the most probable maxi-

mum response, FX |X̃ (x|x̃), must be estimated to capture the effect of the short term variability of

x around x̃. Introducing the ratio v = x
x̃ under the hypothesis that all extreme responses follow

the Gumbel distribution, with location parameterαv = 1 and constant scale parameter denoted

βv , gives the following distribution of V , Haver (2013).

FV (v) = exp[−exp[−v −1

βv
]] (5.4)

The basic idea is to assume that the location parameter βv is constant for all storms. This re-

sults in a conditional distribution of the maximum response given the most probable largest

response.

FX |X̃ (x|x̃) = exp[−exp[−x − x̃

βv x̃
]] (5.5)

αs and βs have already been calculated for each storm. Using that x̃ =αs , a proper sample of βv

is easily calculated by βv = βs
x̃ . The calculated βv values are then plotted against x̃ for all storms

and depicted in Figure 5.3.

Figure 5.3 indicates that the scatter inβv for a random storm is large. In this context it is assumed

that the mean βv for all storms given the selected threshold can be used in the further analysis.

In Table 5.1, the mean and the 95% probability band of βv is listed.

Table 5.1: βv variability, threshold Hs = 8m

Value

β̄v 0.0501
βv,97.5% 0.0578
βv,2.5% 0.0406



5.3. LONG TERM VARIABILITY BY FX̃ (X̃ ) 53

10 15 20 25 30 35 40
0.035

0.04

0.045

0.05

0.055

0.06

0.065

βv,97.5%

βv,2.5%

β̄v

x̃ [m]

β
v

Figure 5.3: Observations of βv . There are one observation of βv for each storm, threshold Hs =
8m.

5.3 Long term variability by FX̃ (x̃)

In Section 5.2, the distribution function of the storm maximum response was found for all

storms. αs corresponds to the most probable largest response, i.e. x̃, for each storm. A proper

probabilistic model can then be fitted to the sample of most probable largest responses to ob-

tain the long term distribution of the storm most probable maximum, i.e. FX̃ (x̃). A 3-parameter

Weibull distribution seems to be a reasonable model for the observed x̃ values. The method of

moments was used to fit the probability distribution to the observed data by estimating the dis-

tribution parameters from the mean, variance and skewness of the data. Hence, the following

model for FX̃ (x̃) is proposed:

FX̃ (x̃) = 1−exp(−(
x̃ −αx̃

βx̃
)λx̃ ) = 1−exp(−(

x̃ −14.5

6.37
)1.84) (5.6)

The adequacy of the selected model is verified by plotting the model and observed values in

Weibull probability paper as in Figure 5.4.
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Figure 5.4: Long term distribution of most probable largest response, i.e. FX̃ (x̃).

The distribution of the storm most probable maximum response represents the long term vari-

ability of the storm extremity as felt by the response under consideration, Haver (2013). Figure

5.4 illustrates that the proposed distribution represents a suitable fit for higher x̃ values. Since

extreme responses are of concern, the distribution represents a suitable model for FX̃ (x̃).

5.4 Long term analysis

Finally, the distribution of the maximum response in a random storm, i.e. FX (x) is found by solv-

ing Eq. 5.1. Accounting for the average number of observed storms per year, the q-probability

maximum response value reads

1−FX (xq ) = q

Ns
(5.7)
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where Ns is the expected number of storms above the selected threshold per year.

A convenient way of calculating Eq. 5.1 is to use the Inverse First Order Reliability Method

(IFORM). The IFORM approach is an extension of the First Order Reliability Method (FORM).

These two approaches will be explained in the next sections.

5.4.1 FORM

The First Order Reliability Method (FORM) is used when the integral in Eq. 5.1 is difficult to

solve numerically. FORM provides an efficient approach of predicting the response with small

exceedance probabilities.

Assume that the aim is to find the probability of exceeding a critical response, denoted xcr i t . A

typical limit state function for this purpose is given by Eq. 5.8 (Haver and Winterstein, 2008).

g (X , X̃ ; xcr i t ) = xcr i t −X (X̃ ) (5.8)

Where X is the 3-hour maximum response. The failure boundary is defined as the event of xcr i t

being exceeded and occurs when Eq. 5.8 becomes negative. This further implies that the failure

boundary are given by g () = 0. Now the probability of exceeding xcr i t are estimated by solving

Eq. 5.9.

p f (xcr i t ) =
Ï

g ()<0

fX |X̃ (x|x̃) f X̃ (x̃)d xd x̃ (5.9)

The integral in Eq. 5.9 can be calculated numerically or estimated without explicit integration

by utilizing the FORM approach. The integral needs to be transformed to the Gaussian space

(u-space) that consists of independent, standard Gaussian variables denoted U1, U2, U3 and U4,

see e.g. Madsen et al. (1986).
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FX̃ (x̃) =Φ(u1) ⇔ u1 =Φ−1[FX̃ (x̃)]

FX |X̃ (x|x̃) =Φ(u2) ⇔ u2 =Φ−1[FX |X̃ (x|x̃)]
(5.10)

Where FX̃ (x̃) is given by Eq 5.6 and FX |X̃ (x|x̃) is given by Eq. 5.5.

This transformation conserves probability at all points. It is a unique one-to-one mapping of

points in the physical parameter space to the u-space since all the involved functions increases

monotonically. Because of the transformation given by Eq. 5.10, all points in the u-space with

a constant probability density will form a circle. A larger circle radius indicates a smaller prob-

ability density. The failure surface can be mapped in the Gaussian space by utilizing Rosenblatt

transformation. The point in u-space closest to the origin is referred to as the design point. This

point is the most probable combination of X and X̃ as the critical response is exceeded. For

very small probabilities, one may expect that the probability contribution rapidly decays mov-

ing away from origin and further into the failure boundary. Utilizing this feature, the failure

boundary can be linearized in the design point. This linearization of the failure boundary in u-

space is referred to as the First Order Reliability Method. With this assumption, the probability

of exceeding the critical response, xcr i t corresponds to the probability of exceeding a tangent

line along the contour going through the design point. Hence, the failure probability is constant

and given by Eq. 5.11.

p f (xcr i t ) =Φ(−β) (5.11)

Now the upper tail of the target distribution, FX (x), can be estimated by repeating the procedure

above for various xcr i t . In this way, extreme responses corresponding to some target percentile

can be estimated by interpolation or by a suitable iterative procedure.
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5.4.2 IFORM

The Inverse First Order Reliability Method (IFORM) represents an alternative and, in this case, a

faster approach than FORM to estimate response values corresponding to a given q-probability

of exceedance. The main idea is that the annual target percentile level is known and that the

corresponding response level is to be determined. This means that the radius of the circle with

constant probability in u-space is known, and the target q-probability response variable exists

on this circle.

In this study there are 56.8 years of hindcast data (166,053 recorded 3-hour sea states) and 398

independent storms for threshold Hs = 8m. The resulting average number of storms per year

is 7.0. This means that the ALS circle radius in u-space is equivalent to −Φ−1( 10−4

7.0 ) = 4.185,

and the 10,000-year event exists on this u-space circle. The circle can by transformed back to

the physical parameter space, representing all combinations of X and X̃ with an annual return

period of 10−4. The largest of these responses is taken as the target 10,000-year response.

5.5 ULS and ALS responses

Utilizing the IFORM approach to solve Eq. 5.1, response contours with return period of 10−2 and

10−4 per year is created and depicted in Figure 5.5. The contour lines of x and x̃ are calculated

with β̄v in Table 5.1. Sensitivity to βv is indicated by calculating response contour lines using

the 95% confidence bounds of βv .

The largest value of x on the q-probability response contour is taken as the xq response. The

q-probability responses for threshold Hs = 8m with corresponding sensitivity to βv is given in

Table 5.2.

Table 5.2 indicates that the q-probability responses are not very sensitive to the selected βv val-

ues. Further, the ALS response seems to be somewhat more sensitive to βv than the ULS re-

sponse.
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Figure 5.5: ULS and ALS response contours. Sensitivity to βv is indicated with dotted lines

Table 5.2: ULS and ALS responses

β̄v [βv,2.5%,βv,97.5%]
ULS 34.3m [33.6m, 35.0m]
ALS 42.6m [41.0m, 44.1m]

5.6 Threshold selection

Threshold selection is a crucial part of most POT analyses. A proper threshold should be se-

lected to describe the tail of the long term response distribution. A too low threshold is likely to

violate the asymptotic behavior of the model, leading to bias. Similarly, a too high threshold will

generate few observed extremes that the model can be estimated from, which will again lead to

high variance of the results. Hence, balancing bias and variance is an important part of selecting
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an appropriate threshold (Coles, 2001).

5.6.1 Threshold sensitivity study

It is of interest to study the effect of the selected threshold on the predicted q-probability re-

sponses. Hence, additional POT analyses were performed with threshold Hs = 9m and Hs =
10m. The methodology of merging correlated storms as explained in Section 2.4 was adopted.

The number of observed and merged (independent) storms for different Hs thresholds are listed

in Table 5.3. The independent storm events are used in the analysis.

Table 5.3: Number of observed and independent storms for different thresholds

Threshold Observed storms Independent storms
Hs = 8m 446 398
Hs = 9m 226 207

Hs = 10m 109 103

The distribution of the maximum response for all independent storms given threshold Hs = 9m

and Hs = 10m is calculated using the response surfaces of αG and βG obtained in Section 4.2.

The resulting βv values are plotted against x̄ for different thresholds and given in Appendix C.1.

Table 5.4: βv variability for different thresholds

Threshold β̄v [βv,2.5%, βv,97.5%]
Hs = 8m 0.0501 [0.0406, 0.0578]
Hs = 9m 0.0488 [0.0416, 0.0556]

Hs = 10m 0.0485 [0.0437, 0.0568]

The long term distribution of x̃ is assumed to follow a 3-parameter Weibull distribution for all
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thresholds. The parameters are calculated using method of moments and are listed in Table 5.5

for different thresholds. The adequacy of the proposed models for FX̄ (x̄) is verified in Appendix

C.2.

Table 5.5: Parameters in FX̃ (x̃) for different thresholds

Threshold αx̃ βx̃ λx̃

Hs = 8m 14.50 6.37 1.84
Hs = 9m 16.85 5.34 1.59

Hs = 10m 17.67 6.12 1.75

Finally, the q-probability responses are determined utilizing IFORM for various thresholds and

βv values. These results are listed in Table 5.6. The 100-year (ULS) and 10,000-year (ALS) re-

sponse contour lines for different βv values and threshold are given in Appendix C.3.

Table 5.6: ULS and ALS responses for different thresholds

Threshold ULS, β̄v ULS, [βv,2.5%, βv,97.5%] ALS, β̄v ALS, [βv,2.5%, βv,97.5%]
Hs = 8m 34.3 [33.6, 35.0] 42.6 [41.0, 44.1]
Hs = 9m 34.9 [34.5, 35.4] 44.0 [42.9, 45.2]

Hs = 10m 35.2 [34.9, 35.7] 44.2 [43.5, 45.5]

If the characteristic responses do not change much for different thresholds, it is appropriate to

select the lowest threshold giving the same longterm responses. In this case, the characteristic

responses increase for higher thresholds. Threshold Hs = 10m has too few observations leading

to a high variance in the result. Threshold Hs = 9m seems to be a proper choice with twice

as many observations and almost the same characteristic responses than threshold Hs = 10m.

Hence, the ULS and ALS response resulting from the POT analysis is taken as 34.9m and 44.0m,

respectively.
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All sea states approach

The all sea state approach assumes that each 3-hour event is statistically independent. This

assumption is not fulfilled because of the inherent correlation between adjacent sea states.

Consequently, it is expected that the q-probability responses will be slightly on the safe side,

Haver (2013). It follows that the all sea states approach is expected to yield more conservative

q-probability responses than the POT method.

6.1 All sea states to extreme responses

A full long term analysis of the response is possible by combining the short term variability of

the 3-hour maximum response described conditionally on all possible realizations of sea states

with the long term probability distribution of the weather characteristics under consideration.

The long term distribution of the 3-hour maximum response is then given by Eq. 6.1.

FX (x) =
Ñ

Hs ,Tp ,W

FX |Hs ,Tp ,W (x|h, t , w) fHs ,Tp ,W (h, t , w)dhd td w (6.1)

Here, the weather characteristics are taken as significant wave height (Hs), spectral peak period

61



62 CHAPTER 6. ALL SEA STATES APPROACH

(Tp ) and wind speed (W ) because these parameters are the most important contributors to the

maximum response.

The short term variability of the response given some weather characteristics is already known

since the responses surfaces ofαG and βG are known for all relevant combinations of Hs , Tp and

W , see Chapter 4.

The long term probability distribution of the weather characteristics are estimated from the

given hindcast data and will be explained in the next section.

6.2 Long term variability of weather

The long term variability of the weather conditions can be found by fitting a joint probability

model to simultaneous observations of Hs , Tp and W . The joint distribution can conveniently

be written as Eq. 6.2.

fHs ,Tp ,W (h, t , w) = fH s(h) fW |Hs (w |h) fTp |Hs ,W (t |h, w) (6.2)

Eq. 6.2 can be rewritten in different ways, but it is appropriate to determine the marginal distri-

bution of the most important weather characteristic for the maximum response. Then a larger

data sample is available to determine the parameters in the marginal distribution. Here it is

assumed that Hs is the most important weather characteristic.

6.2.1 Marginal distribution of Hs

The upper tail of Hs is adequately modeled using a 3-parameter Weibull model given by Eq. 6.3.

FHs (h) = 1−exp(−(
x −αHs

βHs

)λHs ) (6.3)
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αHs , βHs and λHs are determined using method of moments following the procedure outlined

in Haver (2015b). Subsequently, αHs , βHs and λHs were determined from the mean, standard

deviation, and skewness, of the sample data by solving the equations in Eq. 6.4.

γH s =
Γ(1+ 3

λHs
)−3Γ(1+ 1

λHs
)Γ(1+ 2

λHs
)+2Γ3(1+ 1

λHs
)

(Γ(1+ 2
λHs

)−Γ2(1+ 1
λHs

))
3
2

βHs =
σHs√

(Γ(1+ 2
λHs

)−Γ2(1+ 1
λHs

)

αHs = H̄s −βHsΓ(1+ 1

λHs

)

(6.4)

Where γHs is the wave heights coefficient of skewness, σHs is the wave heights standard devia-

tion and H̄s is the mean wave height. The calculated parameters are listed in Table 6.1.

Table 6.1: Coefficients in marginal distribution of Hs

Coefficients Value
αHs 0.717
βHs 2.078
λHs 1.222

The fitted model is verified by plotting the distribution and hindcast sample data in Weibull

probability paper as depicted in Figure 6.1.
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Figure 6.1: Marginal distribution of Hs
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6.2.2 Conditional distribution of W

Wind speed is commonly modeled with the Weibull distribution, Morgan et al. (2011). Hence,

an expression for FW |Hs (w |h) is proposed in Eq. 6.5.

FW |Hs (w |h) = 1−exp(−(
w

σW (h)
)λW (h)) (6.5)

The Weibull parameters, σW and λW , are determined from observed W values within different

classes of Hs using method of moments. The classes of Hs are seen as rows in the omnidirec-

tional scatter diagram displayed in Appendix D.1. There are for instance 179 observed wind

speeds in the first class defined by 0 ≤ Hs ≤ 0.5, and the Weibull parameters are determined

for these observed values. The adequacy of the proposed model can be verified by plotting the

distribution within each Hs class in Weibull probability paper. The Weibull distribution was

considered suitable since the curves were close to linear as can be seen for some selected Hs

classes in Figure 6.2. The fitted distributions to data for other sea states can be reviewed in

Appendix D.2.

Subsequently, the Weibull parameters have been determined for each Hs class and proper func-

tions are fitted to the data points. The proposed model for σW (h) is given and verified in Figure

6.3. The fitting was conducted using Matlab curve fitting tool together with the bi-square robust

fitting option.

However, two different models for the shape parameter, λW (h), will be investigated. Both mod-

els are given as spline functions to better replicate empirical observations for smaller Hs classes

and they are depicted in Figure 6.4. The empirical values of λW increase rapidly for higher Hs

classes. The models forλW (h) will be assumed to converge towards some value when Hs > 15m.

For this problem, the ‘best fit’ represent a good fit to empirical values and is assumed to con-

verge towards 12.5. The ‘constrained model’ seems to be a poor fit for higher Hs values, but is

created for the 100 and 10,000-year wind speeds (denoted W10−2 and W10−4 , respectively) to be

consistent with extreme wind speeds predicted by the marginal distribution of W .
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Figure 6.2: Cumulative distribution of W within different classes of Hs . The empirical observa-
tions are given together with the fitted 2-parameter Weibull distribution.
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Figure 6.3: Proposed model for σW (h) together with observed σW for different Hs classes.
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Figure 6.4: Two models for λW (h) to be investigated. The models are given as spline functions
and compared to empirical observations.
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The joint model should predict the same extreme weather conditions as the marginal distribu-

tions. Consequently, it is of interest to find the 100 and 10,000-year wind speeds predicted by

the marginal distribution of W , i.e. FW (w). A 3-parameter Weibull model seems to be a suitable

model and the distribution parameters were estimated using method of moments. The model

is plotted with observed wind speeds and is given in Figure 6.5. Accounting for the number of

sea states per year, the q-probability wind speeds are determined by solving FW (wq ) = 1− q
2920 .

From Figure 6.5 it is noticed that the target 100 year and 10,000-year wind speeds for the joint

model are W10−2 = 33.6m/s and W10−4 = 39.3m/s.
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Figure 6.5: Marginal distribution of W compared to empirical observations.

The resulting contour lines of Hs and W are found using IFORM with the relations given by Eq.

6.6. The ULS circle radius in u-space is equal to −Φ−1( 10−2

2920 ) = 4.5.

FHs (h) =Φ(u1) ⇔ u1 =Φ−1[FHs (h)]

FW |Hs (w |h) =Φ(u2) ⇔ u2 =Φ−1[FW |Hs (w |h)]
(6.6)
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In addition, the resulting combinations of Hs and W with a return period of 100-years (ULS) and

10,000-years (ALS) are given in Figure 6.6. The 100-year wind speed corresponds to the largest

value of W on the ULS contour.
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ALS - constrained λW (h)
ULS/ALS - best λW (h) fit

Figure 6.6: Contour lines of Hs and W . The constrained model of λW (h) is used for the ULS
(blue) and ALS (red) lines. The black dotted lines indicates contours calculated with the ‘best
λW (h) fit’.

Here it will be assumed that the joint model for Hs and W is sufficiently accurate once the q-

probability wind speeds resulting from the contour matches the q-probability wind speeds of

the marginal distribution of W . The contour lines illustrates that using the ‘best λW (h) fit’ will

result in too small q-probability wind speeds. Decreasing λW (h) will give thicker contours of Hs

and W with a corresponding increase in extreme wind speeds for the joint model. Therefore, the

constrained model for λW (h) will be used since it provides the same q-probability wind speeds

as predicted by FW (w).
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6.2.3 Conditional distribution of Tp

Based on experience, fTp |Hs ,W (t |h, w) is satisfactory modeled by the lognormal distribution, Jo-

hannessen et al. (2002).

fTp |Hs (t |h) = 1p
2πtσl n(Tp )(h, w)

exp[−1

2
(

l n(t )−µln(Tp )(h, w)

σl n(Tp )(h, w)
)2] (6.7)

Where µl n(Tp )(h, w) and σln(Tp )(h, w) are the mean and standard deviation of ln(Tp ), respec-

tively. For each class of Hs and W in the scatter diagram in Appendix D.1, the mean, µTp , and

standard deviation, σTp , of the observed spectral peak periods are used to calculate µl n(Tp ) and

σl n(Tp ) according to Eq. 6.8.

µl n(Tp ) = ln[
µTp√
1+υ2

Tp

]

σ2
ln(Tp ) = l n[υ2

Tp
+1]

(6.8)

Where,

υTp =
σTp

µTp

(6.9)

Based on experience, the standard deviation can be expressed as a function of the wave height

and mean wave period given by Eq. 6.10, Johannessen et al. (2002).

σTp (h, w) = [−0.0017+0.259e−0.113h]µTp (h, w) (6.10)

The proposed model forσTp (h, w) are verified by plotting the difference between observed stan-

dard deviations of Tp and σTp (h, w) in Figure 6.7. µTp (h, w) in Eq. 6.10 is then substituted with
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observed values of the mean spectral peak period for each class of Hs and W .
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Figure 6.7: Difference in standard deviation of empirical Tp and model. The empirical mean
Tp for different Hs and W classes is used instead of µTp (h, w) in the model. Positive residuals
means that the observed Tp standard deviation is larger than suggested by the model.

The challenge is then to determine µTp (h, w), i.e. the mean spectral peak period given by Hs

and W . Hence, observed µTp for different Hs and W values were plotted in 3D and depicted in

Figure 6.8.

Figure 6.8 shows that for constant Hs values, Tp decreases for increasing W . Further, for con-

stant wind speeds the period increases with Hs . This behavior can be described with Eq. 6.11.

µTp (h, w) =µTp (h)[1+θ(
w − w̄(h)

w̄(h)
)γ] (6.11)

Where µTp (h) is the mean peak period for a given value of Hs and w̄(h) is the mean wind speed

for any given Hs . The idea is that the term [1+θ( w−w̄(h)
w̄(h) )γ] will adjust Tp when the wind speed

is below or above the expected wind speed for each particular wave height, (Johannessen et al.,

2002). It follows that θ and γ will determine Tp dependency on the wind speed for different Hs
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Figure 6.8: Empirical mean Tp in different classes of Hs and W .

values.

µTp and w̄ were plotted for different Hs classes and the following parameterizations are pro-

posed in Eq. 6.12.

µTp (h) = d1 +d2hd3 = 6.004+2.146h0.612

w̄(h) = e1 +e2he3 =−0.620+4.727h0.665
(6.12)

These parameterizations are verified in Appendix D.3. Subsequently, θ and γ can be determined

by rewriting Eq. 6.13 as:

µTp (h, w)

µTp (h)
−1 = θ(

w − w̄(h)

w̄(h)
)γ (6.13)

Now the normalized period, i.e.
µTp (h,w)

µTp (h) −1, can be plotted against the normalized wind speed,
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i.e. θ( w−w̄(h)
w̄(h) )γ to give an idea of suitable θ and γ values. A selection of these plots for different

Hs classes are displayed in Figure 6.9. The fitted distributions of other Hs classes are given in

Appendix D.3.

As can be seen from Figure 6.9, the trend follows some kind of sine function for small Hs values

and is almost linear for higher wave heights. Since extreme wave heights is of concern, it will be

assumed that there is a linear relationship between the normalized Tp and the normalized wind

speed. Following this approximation, γ is equal to 1.
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Figure 6.9: Normalized Tp as a function of normalized W

The slopes, i.e. θ, of the normalized functions seem to increase for higher Hs classes. A proper

function of θ(h) can thus be selected by plotting θ as a function of Hs as in Figure 6.10.
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Figure 6.10: The slope between the normalized Tp and normalized wind speed, i.e. θ, as a func-
tion of the significant wave height.

In Figure 6.10 a suitable regression line of θ(h) is proposed. Finally, a model for the mean spec-

tral peak period given Hs and W , i.e. µTp (h, w), is given by inserting θ(h), µTp (h), w̄(h) and γ= 1

into Eq. 6.11. Hence, the final expression for µTp (h, w) is given by Eq. 6.14.

µTp (h, w) = (6.004+2.146h0.612) · [1+ (−0.145−0.027)(
w +0.620−4.727h0.665

−0.620+4.727h0.665
)] (6.14)

To verify the proposed model of µTp (h, w), residuals between observed mean peak periods and

the model are plotted for all sea states and can be investigated in Figure 6.11. A positive residual

means that the empirical mean Tp is larger than indicated by the model.

The residual plot clearly illustrate that the proposed models for σTp (h, w) and µTp (h, w) is ad-

equate for high Hs and W values, and can therefore be used in the further analysis. There are

some deviations between observed values and the model for lower Hs and W classes, but this is

of little concern since extreme weather conditions are of interest when aiming for q-probability

responses.
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Figure 6.11: Difference in empirical mean Tp and proposed model, i.e. µTp (h, w) for all combi-
nations of Hs and W . Positive residuals means that the empirical mean Tp is larger than pre-
dicted by the model.

The final expression for the parameters in the conditional log-normal distribution is found by

inserting the proposed models of σTp (h, w), i.e. Eq. 6.10, and µTp (h, w), i.e. Eq. 6.14, into Eq.

6.8.

6.2.4 Environmental contour lines of Hs, Tp and W

Contour lines of Hs , Tp and W are obtained from the joint distribution of Hs , W and Tp using

IFORM. These contour lines are plotted in Figure 6.12-6.14 together with the ‘first’ sample space

(defined in Sec. 4.2) that merely includes observed sea states and the ‘second’ sample space

(defined in Section 4.3) that shall include non-observed sea states. The outer boundaries of the

first sample space are given by the lower left rectangular in Figure 6.12 and Figure 6.13, and by

the lower left cube in Figure 6.14.

From Figure 6.12-6.14 it becomes evident why the second sample space is needed. Some sea
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Figure 6.12: Environmental contour lines projected onto the Hs-Tp plane. Simulation points
within the first and second sample space are given as black dots and asterisks, respectively. The
second sample space was created to include sea states within the ALS environmental contour
that lies outside the first sample space.

Figure 6.13: Environmental contour lines projected onto the Hs-W plane with simulation points
defining the sample spaces.



6.3. ULS AND ALS RESPONSES 77

Figure 6.14: 3-dimensional environmental contour lines with simulation points defining the
sample spaces.

states inside the 10,000-year weather contour are not included by the first sample space. The

second sample space is designed to include the ALS design point and will therefore be used

when calculating the all sea states ALS response using IFORM. The all sea states ULS response

will be calculated with the first sample space, i.e. the sample space used for the POT analysis, to

preserve consistency between the POT and all sea states analyses.

6.3 ULS and ALS responses

In the all sea states approach, FX |Hs ,Tp (x|h, t ) is known once the response surfaces are estab-

lished.

The ULS and ALS responses are now estimated using IFORM, Meling et al. (2000). For this 4-

parameter problem, the 4-dimensional surface in the Gaussian u-space with constant q-probability

is modeled as a hypersphere with radius, β, defined by Eq. 6.15, WolframMathWorld (2016)
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u1 =β · si n(ψ)si n(ϕ)si n(φ)

u2 =β · si n(ψ)si n(ϕ)cos(φ)

u3 =β · si n(ψ)cos(ϕ)

u4 =β · cos(ψ)

(6.15)

Where ψ and ϕ run over the range 0 to π, while φ runs over 0 to 2π.

To perform the IFORM analysis, one need to transform the integral to the Gaussian space (u-

space) that consists of independent, standard Gaussian variables denoted U1, U2, U3 and U4.

In this transformed space, points of constant probability density define a 4-dimensional hyper-

sphere. Taking the number of 3-hour sea states during a year into account, the ULS hypersphere

radius is β= 4.5. Similarly, the ALS hypersphere radius is β= 5.4

FHs (h) =Φ(u1) ⇔ u1 =Φ−1[FHs (h)]

FW |Hs (w |h) =Φ(u2) ⇔ u2 =Φ−1[FW |Hs (w |h)]

FTp |Hs ,W (t |h, w) =Φ(u3) ⇔ u3 =Φ−1[FTp |Hs ,W (t |h, w)]

FX |Hs ,W,Tp (x|h, w, t ) =Φ(u4) ⇔ u4 =Φ−1[FX |Hs ,W,Tp (x|h, w, t )]

(6.16)

The hypersphere can then be transformed back to the physical parameter space to form a 4-

dimensional contour of Hs , Tp , W and X with a constant probability of exceedance. This re-

quires that the Gumbel parameters for the actual combination of Hs , Tp and W are known. It

would not be efficient to perform SIMO simulations for each realization of X given the weather

characteristics Hs , Tp and W . Hence, the response surfaces are used for this purpose. The

response surfaces for the POT analysis will be used to calculate the ULS response to preserve

consistency between the two long term analyses. The response surfaces from the POT analy-

sis do not include the ALS design point. Thus, the additional response surfaces created in Sec.

4.3 will be used to calculate the 10,000-year response. The largest responses on the ULS and ALS

contour are taken as the characteristic values. The result of this IFORM analysis are summarized

in Table 6.2.
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Table 6.2: ULS and ALS responses

Response [m]

ULS 36.7
ALS 52.1

FX |Hs ,Tp ,W (x|h, t , w) is independent of Hs , Tp and W if the short term variability of the response

problem can be neglected. Consequently, one may produce a design contour from the slowly

varying environmental characteristics and the design contour can be visualized as environmen-

tal contours in 3D as in Figure 6.12-6.14. If the variability of the response given the environ-

mental characteristics is important, and in this case it is, the 10−2 design point will be located

inside the 10−2 environmental contour sphere. Hence, the 10−2 design point will be the most

likely combination of Hs , Tp , W and X as failure takes place and corresponds to a sea state with

exceedance probability larger than 10−2, but in combination with a rather rare short term real-

ization of the response quantity. It follows that an increasingly important short term variability

of the response will increase the exceedance probability of the weather characteristic, Haver

and Winterstein (2008). In this case the ULS response occurs in combination with Hs = 16.8m,

Tp = 18.2s and W = 30.5m/s, and is referred to as the design point. In the (U1,U2,U3)-space,

this design point is located on a sphere with radius β= 4.43, which approximately corresponds

to the 72-year environmental contour surface. The ALS design point is Hs = 20.8m, Tp = 19.9s

and W = 34.9m/s. Similarly, this sea state is located on a sphere in (U1,U2,U3)-space with radius

β= 5.19 and corresponds to the 3.3 ·103-year environmental contour surface.
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Chapter 7

Traditional approach in estimating

characteristic responses

In design of semi submersibles, the original design conditions assumed to give a conservative

estimate of the 100-year, i.e. ULS, response is taken as the most probable largest response dur-

ing a storm with 100-year wind speed and 100-year waves. Similarly, the 10,000-year design

loads is taken as the most probable largest response in a sea state modeled with 100-year wind

speed and 10,000-year waves, if waves are the most important weather characteristics. Other-

wise, the ALS response will be taken as the most probable largest response during a storm with

10,000-year wind speed and 100-year waves. Directional variability of wind and waves is ne-

glected together with current forces since the results shall be comparable with the q-probability

responses from the long term analyses. The effect of line failure will not be considered even

though it is an important design criterion.

The joint model for wind and waves created in Chapter 6 is used to obtain the q-probability

contour of the weather characteristics. Hence, the 100-year and 10,000-year wind speed cor-

responds to 33.6m/s and 39.3m/s (see Figure 6.5), respectively. 100 and 10,000-year waves are

taken as the worst combination along the contour of Hs and Tp . In this problem, waves are the

most important weather characteristic. The characteristic responses are then taken as the most

probable largest response during a storm with 100-year wind speed and worst combination of

81
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Hs and Tp along the q-probability contour.

Hence, 50 simulations were performed for some few selected sea states along the ULS and ALS

contours of Hs and Tp combined with 100-year wind speed. Hence, 50 absolute maximum re-

sponses were used to determine the Gumbel parameters in the distribution of the maximum

response for a given sea state. The Gumbel parameters are determined using method of mo-

ments. The fit of the Gumbel distribution to the maximum responses is given in Appendix E.1

and E.2. Notice thatαG represent the most probable largest response for the given sea state. The

result of the analysis is depicted in Figure 7.1.

Figure 7.1: Responses along contours combined with 100 year wind speed, i.e. W = 33.6m/s.
Simulation points are given as black dots together with its respective most probable largest re-
sponse.

Figure 7.1 indicates that the ULS offset occurs for a significant wave height smaller than the 100-

year Hs . The ULS offset is 37.9m and occurs in combination Hs = 17.0m and Tp = 19.5s. The

ALS offset is 47.7m in a storm modeled with Hs = 22.0m and Tp = 21.0s and 100-year wind.

It should be mentioned that the most probable largest response during a storm with 10,000-
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year wind speed, i.e. W10−4 y = 39.3m/s, and 10−2 year waves, i.e. Hs = 17.0m and Tp = 19.5s, is

found to be 41.4m. This is considerably smaller than the most probable largest response during

a storm with 10−4 year waves and 10−2 year wind. The fitted Gumbel distribution to maximum

responses in this sea state is given in Appendix E.3.
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Chapter 8

Comparing characteristic responses from

POT, all sea states and traditional design

conditions

The characteristic responses predicted by the POT method, all sea states approach and the orig-

inal design conditions are listed in Table 8.1.

Table 8.1: Comparing characteristic responses by the three methods

100-year [m] 10,000-year [m]
POT (threshold, Hs = 9m) 34.9 44.0
All sea states 36.7 52.1
Original design conditions 37.9 47.7

Recommended practice is that design conditions are conservative compared to the ‘true’ q-

probability responses. The design conditions overestimate the ULS and ALS responses resulting

from the POT analysis with about 8-9%. The ULS response predicted by design conditions is

close to the 100-year response obtained from the all sea states approach, but under-predicts the

85
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10,000-year response. This last observation is in line with the findings in Meling et al. (2000).

Meling et al. (2000) estimated q-probability line tensions by original design conditions and all

sea states approach. He found that the ULS line tension was approximately the same for the two

methods, but the ALS line tension predicted by design conditions was less conservative than

predicted by the all sea states approach.

The all sea states approach is expected to yield more conservative longterm responses than the

POT method since it neglects correlation between successive sea states. This is also the case for

the present study. The all sea states 100 and 10,000-year response are respectively 5% and 18%

larger than the longterm responses resulting from the POT analysis. Keep in mind that the ULS

responses obtained from the POT and all sea states approach are consistent since the same set of

response surfaces are used for both long term analyses, while the ALS responses were calculated

with two different sets of response surfaces.

In the present study, all environmental forces are conservatively assumed to act in surge di-

rection, but directional variability of environmental forces can easily be included in the POT

analysis. It is possible to model each storm step as it appears in the hindcast data, i.e. let each

environmental parameter act in its actual direction. This would be more computational de-

manding than herein since each storm step would be calculated as it appears, without using

response surfaces. For the present problem, there are e.g. 778 unique storm steps for threshold

Hs = 9m. It follows that 40 · 778 = 31120 time domain simulations are required to identify the

distribution of maximum response for each storm step.

The all sea states approach is less flexible in introducing directional variability, and it is often

limited by the amount of hindcast data available. If directional variability is to be included, a

possible approach is to divide the hindcast data into sectors and obtain the joint distribution

of Hs , Tp and W within each sector. The probability that wind and waves acts in a given direc-

tion, i.e. occurs in one specific sector, is then given by the number of observations in this sector

divided by the number of total observations, Bitner-Gregersen and Haver (1991). Such an ap-

proach assumes that wind and waves are collinear. This assumption is questionable for low and

moderate sea, but can be reasonable in storm sea Haver (2013).



Chapter 9

Conclusion

The motivation for the present work was to compare characteristic responses resulting from

a peak over threshold analysis with the more conventional all sea states approach and design

conditions. The all sea states approach neglects correlation between successive sea states and

are therefore expected to be more conservative than the POT method. This study demonstrates

that the POT method is less conservative than the all sea states approach, at least for the present

problem.

Original design conditions were expected to give conservative estimates of the characteristic

responses compared to the POT method and all sea states approach. Design conditions give

almost the same ULS response than the all sea states approach, but are conservative compared

to the POT analysis. Further, the ALS response resulting from original design conditions are

conservative compared to the POT method and non-conservative compared to the all sea states

approach.

The estimates of q-probability responses calculated herein are conservative since all forces are

assumed to act in the same direction. Neglecting current is a non-conservative assumption, and

should be included in similar studies.

The practical implication of less conservative q-probability responses obtained from the POT

analysis is a more optimized design of offshore structures without compromising the safety aspect.
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Chapter 10

Further Work

Current forces and directional variability of environmental forces

Current forces and directional variability of the environment should be included in the analy-

sis to provide a better representation of a real ocean climate. Here, current forces were non-

conservatively neglected and directional variability of the environment was conservatively as-

sumed to act in surge direction.

One of the advantages of the POT method is that it is easy to include more variables in the analy-

sis than for the all sea states approach. It is of interest to see the impact of directional variability

of waves and wind on 100-year and 10,000-year responses. The impact of current is also impor-

tant, especially since neglecting current is a non-conservative assumption.

Correction of Tp in the hindcast data

The Tp values in the hindcast data for Haltenbanken are given with discrete logarithmic spac-

ing. This is not a correct representation of the true spectral peak periods. Therefore, a dataset of

‘observed’ Tp was generated according to the procedure outlined in Haver (2015b). These cor-

rected hindcast data are used in the longterm analysis. If another sample of ‘observed’ Tp values

in the hindcast data is generated, it is expected that the results from the longterm analysis will
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change (probably only with some few percent). It would, however, be advantageous to study the

effect of generating a new sample of Tp on the overall longterm results.

βG response surfaces

A challenging part of this study was to obtain reasonableβG response surfaces, and it was conve-

nient to assume that βG is independent of the wind speed. The accuracy of this approximation

should be further validated for this response case.

αG response surfaces

αG for any sea state within the sample space is found by bi-harmonic interpolation between

Hs and Tp together with linear interpolation between discrete W values. Instead of using this

combination of 2D spline for Hs −Tp combinations and linear interpolation between sampled

W values, it would be advantageous to use some kind of spline interpolation in 3D. It might

improve the accuracy of the interpolation.

Storm as sequence of stationary sea states with smaller duration

The distribution of the maximum response of a storm is obtained by modeling each storm as

a sequence of 3-hour stationary sea states. A more accurate representation of the storm may

be obtained by describing the storm as a sequence of stationary sea states with a smaller du-

ration. It is especially important to model the storm peak with reasonable accuracy since the

most probable response occurs at the storm peak and the maximum response usually occurs in

vicinity of the storm peak, Haver (2013). Of course, this is only possible if such hindcast data

exists.
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Correlated storms

Let each storm be modeled as a sequence of consecutive stationary sea states above the selected

threshold. In the hindcast data for Haltenbanken, there are 446 such storms for threshold Hs =
8m. Some of these storms have two storm peaks that can result in two counted storms when it

should have been counted as one. This results in some correlated storms in the sample of 446

observed storms. In this thesis, the storms are defined as correlated if the second storm begins

within a 24-hour time window after the first storm ended. Such correlated storms are merged to

one independent storm event. This results in 398 observed storms with threshold Hs = 8m.

The number of independent storm events is further reduced to 360 if the time window between

correlated storms is increased to 48 hours. This might indicate that the selected criteria for cor-

related storms in this thesis needs further investigation. An alternative approach, as suggested

by Tromans and Vandersohuren (1995), is to consider the through in Hs between two storms. If

this through is less than 80% of the lowest peak, the storms are broken at the through to form

two independent events.

Consistency in the response surfaces

Two sets of response surfaces were used in this project. One set of response surfaces was used

for the POT analysis (to calculate ULS and ALS response). To preserve consistency in the results,

this set of response surfaces was also used to calculate the ULS response in the all sea states

analysis. However, later it became evident that the all sea states ALS design point lies outside the

response surfaces used in the POT analysis and another set of response surfaces was therefore

required.

If a similar study is conducted in the future, it is advisable to operate with one set of response

surfaces that captures both observed and non-observed sea states with a reasonable margin.
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A.2 αG convergence
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A.3 βG dependency on Hs, Tp and W
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A.4 αG dependency on Hs, Tp and W
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A.5 βG(h, t , w) fit to empirical data
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B.1 βG(h, t ) response surfaces for different W values
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B.2 βG(h, t , w) fit to empirical data
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C.1 βv for different thresholds
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C.2 FX̃ (x̃) for different thresholds
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C.3 Response contour lines for different threshold
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D.2 Conditional distribution of W
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D.3 Conditional distribution of Tp
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Observations
µTp

(h) = 6.004 + 2.146h0.612

Parameterization of µTp compared to empirical observations

0 5 10 15
0

5

10

15

20

25

30

Hs [m]

w̄
(h
)

 

 

Observations
w̄(h) = −0.62 + 4.727h0.665

Parameterization of w̄(h) compared to empirical observations



D.3. CONDITIONAL DISTRIBUTION OF TP 121

Normalized Tp as a function of normalized W

−1 −0.5 0 0.5 1 1.5
−0.5

0

0.5

θ(w−w̄(h)
w̄(h) )γ

µ
T
p
(h

,w
)

µ
T
p
(h

)
−

1

0< Hs ≤0.5

 

 

Observations
Parameterization, θ = −0.057

−1 −0.5 0 0.5 1 1.5
−0.5

0

0.5

θ(w−w̄(h)
w̄(h) )γ

µ
T
p
(h

,w
)

µ
T
p
(h

)
−

1

0.5< Hs ≤1

 

 

Observations
Parameterization, θ = −0.101

−1 −0.5 0 0.5 1 1.5
−0.5

0

0.5

θ(w−w̄(h)
w̄(h) )γ

µ
T
p
(h

,w
)

µ
T
p
(h

)
−

1

1< Hs ≤1.5

 

 

Observations
Parameterization, θ = −0.164

−1 −0.5 0 0.5 1 1.5
−0.5

0

0.5

θ(w−w̄(h)
w̄(h) )γ

µ
T
p
(h

,w
)

µ
T
p
(h

)
−

1
1.5< Hs ≤2

 

 

Observations
Parameterization, θ = −0.185
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Parameterization, θ = −0.323
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Parameterization, θ = −0.353
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Parameterization, θ = −0.3
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Parameterization, θ = −0.371
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E.1 Responses along 100-year contour of Hs and Tp in combi-

nation with 100-year wind speed
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Parameterization, x̃ = 37.6
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Parameterization, x̃ = 34.9
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Parameterization, x̃ = 37.9
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Parameterization, x̃ = 36.8
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Parameterization, x̃ = 35.8
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E.2 Responses along 10,000-year contour of Hs and Tp in com-

bination with 100-year wind speed
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Parameterization, x̃ = 47.7
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Parameterization, x̃ = 47.1
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Parameterization, x̃ = 44.1
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Parameterization, x̃ = 40.9
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Parameterization, x̃ = 40.7
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Observations
Parameterization, x̃ = 46.3
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E.3 Responses on 100-year contour of Hs and Tp in combina-

tion with 10,000-year wind speed
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