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Abstract

The European power system has seen an increased penetration of re-
newable energy sources in the recent years, especially wind and solar
power, causing a greater demand for balancing services. Renewable power
generation varies a lot depending on weather conditions and does not
easily provide the grid with inertia, compromising the stability of the grid.
It is therefore crucial to ensure sufficient capacity and energy reserves,
and system inertia to secure stability in the power grid. Especially during
summer months, it is expected that low dispatchable generation and
a significant import of cheap renewable energy will reduce the system
inertia in the Nordic region. This provides an incentive for the TSO
to either invest in equipment, or remunerate power producers, for the
provision of inertia to the power system. This provision of inertia would,
however, impose a cost on the hydropower producer.

The main objective of this thesis is to study the effects of participation
in a hypothetical rotational energy market alongside the day-ahead and
primary frequency reserve markets on medium-term hydropower schedul-
ing. Participants in the rotational energy market are remunerated for
provision of rotational energy that does not alter production. A case
study on a Norwegian hydropower system will be conducted with focus
on evaluating the cost of providing ancillary services.

Stochastic medium-term hydropower scheduling models are usually based
on optimization techniques which require Linear Programming (LP) prob-
lems to ensure computational tractability. This imposes simplifications
on the problem formulation, such as operating states which typically
have a binary nature. Utilizing a strategy obtained by Stochastic Dual
Dynamic Programming (SDDP) in a simulator model based on Mixed
Integer Programming (MIP) yields a detailed system description and
practical computation time.

For the given case study, it was found that rotational energy provision
has a small effect on medium-term hydropower scheduling, due to the
short time period of critically low inertia. It was also found that the
necessary price to cover the investment cost, associated with rotational
energy provision, was at a level that caused interference with the optimal
production strategy. However, increasing the price in certain time steps
and decreasing it in others was shown to mitigate this problem.






Sammendrag

Det europeiske kraftsystemet har opplevd en gkende andel fornybare
energikilder de siste arene, spesielt sol- og vindkraft, noe som skaper
en sterkere etterspgrsel etter balansetjenester. Fornybare energikilder er
sveaert vaeravhengige og lite regulerbare, samtidig som de ikke forsyner
systemet med rotasjonsenergi. Dette virker stabilitetsforringende pa kraft-
systemet og gker behovet for & sikre nok kapasitets- og energireserver,
samt rotasjonsenergi. Det er forventet at lite regulerbar kraftproduksjon
og en betydelig import av billig fornybar kraft om sommeren, vil fgre
til en lav mengde rotasjonsenergi i det nordiske kraftsystemet. Dette gir
systemoperatgren insentiver til & enten investere i utstyr, eller godtgjore
kraftprodusenter for forsyningen av rotasjonsenergi til kraftsystemet. Det
sistnevnte vil medfgre en kostnad for kraftprodusentene.

Formaélet med denne oppgaven er & studere pavirkningen av deltagelse i et
hypotetisk rotasjonsenergimarked, ved siden av spotmarkedet og primaer-
reservemarkedet, pa mellomlangsiktig vannkraftplanlegging. Deltagere
i rotasjonsenergimarkedet blir godtgjort for tilfersel av rotasjonsener-
gi som ikke endrer deres kraftproduksjon. Et case studie av et norsk
vannkraftsystem vil fokusere pa a evaluere kostnaden ved forsyning av
rotasjonsenergi.

Stokastiske mellomlangsiktige vannkraftplanleggingsmodeller baseres van-
ligvis pa optimeringsmetoder som krever linesere programmeringspro-
blemer, for & sikre en handterbar kjgretid. Dette medfgrer imidlertid
flere forenklinger av problemformuleringen, som formuleringen av drifts-
tilstander som ofte har en binger oppfersel. Ved & benytte strategien
fra stokastisk dual-dynamisk programmering (SDDP) i en simulatormo-
dell basert pa blandet heltallsprogrammering (MIP), kan en detaljert
systembeskrivelse oppnas med en fornuftig kjgretid.

Resultatene fra case studiet viste at forsyning av rotasjonsenergi hadde
liten effekt pa mellomlangsiktig vannkraftplanlegging, grunnet den korte
tiden med kritisk lite rotasjonsenergi i kraftsystemet. Det ble ogsa funnet
at den ngdvendige prisen for & dekke investeringskostnaden knyttet til
forsyningen av rotasjonsenergi var pa et niva som pavirket den optimale
produksjonsstrategien. Det ble imidlertid observert at ved a redusere
prisen i enkelte tidssteg og gke den i andre unngas dette problemet,
samtidig som investeringskostnaden dekkes.
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1 Introduction

In this thesis the effects of participation in a hypothetical rotational energy market
alongside the day-ahead and primary frequency reserve markets on medium-term
hydropower scheduling are studied.

1.1 Thesis Motivation

In the EU there are ambitious targets for increasing the renewable electricity genera-
tion, especially wind and solar power. In order to facilitate this large scale integration
of renewable energies, a set of mechanisms has to be established. By improving the
transmission capacity in the power system, by coupling of regions through HVDC
cables, synergies can be exploited, reducing the need for dispatchable thermal gener-
ation in the regions, and subsequently the COs-emissions. A challenge is however
that the renewable power generation varies a lot depending on weather conditions
and do not easily provide the grid with inertia [5], compromising the stability of the
grid. It is therefore crucial to ensure sufficient capacity and energy reserves, and
system inertia to secure stability in the power grid.

Especially during summer months, it is expected that low dispatchable generation
and a significant import of cheap renewable energy from the continent will reduce
the system inertia in the Nordic region. This provides an incentive for the Trans-
mission System Operator (TSO) to either invest in equipment, such as flywheels, or
remunerate power producers, for the provision of inertia to the power system. This
provision of inertia would, however, impose a cost on the hydropower producer.

The main objective of this work is to study the effects of participation in several
markets, including a rotational energy market, on hydropower scheduling using a
combined Stochastic Dual Dynamic Programming (SDDP) and simulator approach.
A case study on a Norwegian hydropower system will be conducted with focus on
evaluating the cost of providing ancillary services. The novel contribution of the
work will henceforth be to present a method for evaluating the cost of providing
inertia, which could provide decision support, especially in a future market with
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large amounts of variable renewable generation and HVDC interconnectors.

1.2 Hydropower Scheduling Model

The hydropower scheduling model used in this thesis is based on the same principles
as SINTEF Energy’s ProdRisk model, which performs long- and midterm hydropower
optimization and simulation using SDDP. Price is taken as an exogenous stochastic
variable calculated using Stochastic Dynamic Programming (SDP) [6]. The model
used in this thesis is a prototype C++ model developed by Arild Helseth at SINTEF
Energy Research and Martin Ngdland Hjelmeland at the Department of Electric
Power Engineering, NTNU which has been extended by the author to include provision
of rotational energy from synchronous condenser mode of operation of hydropower
plants. The model combines the SDDP algorithm in a strategy model with a detailed
system description in a Mixed Integer Programming (MIP) based simulator model.
The Strategy Model will incorporate provision of inertia and balancing reserves to the
system and generate a strategy, represented by the expected future profit function,
which is used in the detailed Simulator Model.

1.3 Thesis Structure

The thesis is divided into four main parts. Chapter 2 will first present a theoretical
background relevant for the understanding of the model, including the Nordic power
markets and optimization techniques. This is followed chapters 3 and 4, which provide
a detailed description of the model and a case study of the modelled hydropower
system, respectively. Finally, result based on a submitted conference paper will be
presented and discussed in Chapter 5 before the thesis conclusion and a presentation
of further work is given in 6. The submitted paper is included in Appendix A



2 Theory

This chapter will present a theoretical background relevant for understanding the
model used in the thesis as well as the thesis objective. The power markets of the
Nordic system will be explained first, followed by a description of inertia and actions
to ensure a sufficient amount of it in the power system. Finally, a review of relevant
optimization techniques will be performed.

2.1 The Power Market

The power market is comprised of several market places for different kinds of physical
and financial trade. Together, they provide stability! and security in the power
system as well as financial risk reduction. Table 2.1 shows these market places and
the trade they offer.

2.1.1 Nord Pool Spot

Nord Pool Spot is the world’s first international power market [8], owned by the
TSOs in the Nordic countries. 380 companies from 20 countries trade on the two
markets, accommodating day-ahead and intraday trade.

Elspot

In the day-ahead market, Elspot, daily auctions for day-ahead physical delivery of
power are held 365 days a year. The participants trade in certain bidding areas,
decided by the location of their production or consumption. The bidding areas reflect
constraints in the transmission grid and are determined by the TSO in each country[9].
The prices in the Elspot market are determined by finding the equilibrium for the
aggregated supply and demand curves, with a goal of maximizing social welfare. For
every hour of the following day, a system price and area prices are calculated. The

IThe Nordic power system is said to be in balance when the frequency is 50 Hz [7]. A frequency
higher than this level indicates that the production is higher than the demand and a frequency
lower than this level indicates the opposite. In this thesis, system stability refers to the ability to
maintain this frequency level and to meet the demand.
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Market place Physical trade Financial trade
Nord Pool Spot Elspot
Elbas
NASDAQ OMX Futures
Commodities Forwards
Options
CfDs
TSO Balancing markets
Regulating Power Options (RPO)
Bilateral Full delivery Forwards
(Brokers, traders) Load factor contracts Options

Table 2.1: Markets in the Nordic System [3].

system price is based on the assumption that the transmission capacity in the grid is
infinite, and serves as a reference price in the financial market [3]. The area prices
are calculated based on the actual condition of the grid and may differ from one
another due to transmission capacity limitations between the areas. Today there are
15 bidding areas distributed across seven countries; five in Norway, four in Sweden,
two in Denmark and Finland, Estonia, Lithuania and Latvia are treated as one area
each.

The Elspot market is the world’s largest day-ahead power market with a traded
volume of 361 TWh in 2014 [10]. With a total traded volume of 501 TWh in 2014
[11], Elspot accounted for 72.1 % of the power trade in the Nordic and Baltic region.

In 2009, seven European Power Exchanges (PXs) initiated the Price Coupling of
Regions (PCR) project. The project aims at coupling the prices of the day-ahead
electricity markets across Europe by use of a common clearing algorithm, efficiently
allocating cross-border capacity and optimizing social welfare [12]. In February 2014,
PCR was implemented in North Western Europe. The coupled area, referred to as
Multi-Regional Coupling, has since expanded, presently covering 19 countries and 85
% of the European power consumption [13].

Elbas

The intraday market, Elbas, covers the Nordic and Baltic region, Germany, and the
United Kingdom [14]. Participants may place bids continuously until one hour before
physical delivery giving them the opportunity to adjust their positions and reduce



2.1. THE POWER MARKET 5

financial risk while increasing system stability. The prices are based on a "first-come,
first-serve" principle where the bids corresponding to the highest buy and lowest sell
price are prioritized.

The intraday market had a volume of 4.9 TWh in 2014 [15], accounting for 0.98 % of
the total power trade. With the expected growth of wind power in the Nordic region,
Elbas is expected to grow in both volume and importance [14].

2.1.2 Balancing markets

The balancing markets are operated by the TSOs in each country and are used to
ensure a stable system in real-time. The market equilibrium obtained through the
day-ahead and intraday market is subject to the occurrence of unforeseen events
that may affect the system, causing imbalances. The balancing markets consist of
primary, secondary and tertiary reserves which are activated in sequence, depending
on the duration of an imbalance. Figure 2.1 shows a principle activation sequence of
reserves after an imbalance has occurred.
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Figure 2.1: Principle activation sequence of reserves after an imbalance [1].

The increased interconnection with Europe in combination with more unregulated
power will lead to a higher demand in flexible power for regulating purposes [1]. This
can lead to larger traded volumes in the balancing markets. Figure 2.2 shows the
trend of frequency deviations in the recent years.
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Figure 2.2: Development of frequency deviation [1].

Primary reserves

The primary reserves, also called Frequency Containment Reserves (FCR), are the
first to be activated when an imbalance occurs. They respond automatically within
seconds of activation and last for a few minutes [3]. For hydropower generators, the
reserves are assured by the droop setting in the turbine governors. This entails that
a hydropower generator must be running to provide primary reserves.

The primary reserve market ensures a sufficient amount of primary reserves in the
system. Two products are traded in this market, Frequency Containment Reserves
- Normal (FCR-N) for normal operation and Frequency Containment Reserves -
Disturbance (FCR-D) for contingencies. FCR-N is activated for frequencies within
49.90 - 50.10 Hz and handles both upwards and downwards regulation. FCR-D is
used to prevent the stationary frequency from reaching its lower limit of 49.50 Hz,
being activated when the frequency drops below 49.90 Hz [16]. There is a requirement
of at least 600 MW of FCR-N and 1200 MW of FCR-D in the Nordic power system.
The FCR-N requirement is divided between the countries comprising the Nordic
power system based on their annual consumption, while the FCR-D requirement is
distributed proportionally to each country’s dimensioning fault? [17].

2The faults having the largest impact on the power system, for which it is still assumed to be
intact [17].
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Figure 2.3: 2015 prices (top) and volumes (bottom) in the daily FCR-N market for
Elspot area NO2.
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Figure 2.4: 2015 prices (top) and volumes (bottom) in the weekly FCR-N market
for Elspot area NO2.

The primary reserve market is divided into a weekly and a daily market. The weekly
market is divided into six time periods; night (00:00-08:00), day (08:00-20:00) and
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evening (20:00-00:00) for weekdays and weekends, and only accommodates trade of
FCR-N. Bids are given per price area and time period for the coming week. In the
daily market both FCR-N and FCR-D is traded. Bids for the two types of reserves
are given per price area and hour of the next day. Both primary reserve markets are
cleared with marginal pricing® and market participants are expected to reserve the
committed capacity solely for primary regulation. If it is required, the Norwegian
TSO, Statnett, can perform a "special purchase", buying reserves at higher prices
than the marginal price, to avoid violating certain constraints [18].

To ensure a distribution of reserves amongst the running generators, all generators
above 10 MVA participate in the regulation regardless of their participation in the
primary reserve market. To accomplish this, the TSO demands the generators be
operated below a maximum droop setting and remunerates those that are not active
in the market [19].

Figure 2.3 and Figure 2.3 show the prices and volumes of the daily and weekly
FCR-N market in 2014. The prices and volumes are low most parts of the year with
occasional peaks, the highest found during the early summer and early winter. In [18]
is is found that the volume tends to increase during the summer in all the Norwegian
price areas, indicating that Statnett has a strong incentive to secure reserves at an
early stage in periods with low water values. Statnett expects several hours with
almost no regulated production during summers with low spot prices [1]. In [4] it
was shown that including the weekly FCR-N market in the hydropower scheduling
process lead to an increased income.

Secondary reserves

When frequency deviations last longer than a few minutes, the secondary reserves,
also known as Frequency Restoration Reserves - Automatic (FRR-A), are activated
to restore the frequency and at the same time free the primary reserves so that they
may handle new disturbances. To activate the FRR-A, the TSO sends a signal to a
supplier’s control system which automatically responds by regulating its production
or demand. To participate in the secondary reserve market a direct link between the
participant and TSO must be in place. The response time is usually within two to
three minutes of receiving the signal [20].

The FRR-A was implemented in the Nordic power system in 2013, due to the
unfavorable development of frequency deviations, seen in Figure 2.2. It is aimed at
improving the operational system security and handling an increasing level of energy
exchange and renewable energy [21]. Today the Nordic countries have somewhat

3The highest accepted bid determines the price in the market.
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different secondary reserve market structures, but the goal is to create one common
market in the future [20].

Tertiary reserves

Tertiary reserves, Frequency Restoration Reserves - Manual (FRR-M), are used for
two purposes; frequency regulation and handling regional bottle necks between price
areas. The former purpose concerns imbalances lasting longer than 15 minutes. With
a response time of 15 minutes and duration of more than one hour [18], the FRR-M
can provide a sustained correction while freeing primary and secondary reserves. The
secondary purpose secures power exchange between price areas within the available
grid capacity [22]. The activation method varies from country to country, in Norway
the FRR-M are manually activated by phone [1].

The tertiary reserves are traded on the Regulating Power Market (RPM). Bids for
altering production or consumption are placed in a list with bids from all Nordic
countries sorted so that the bid with the lowest price is activated first. Stated in
the Nordic system operation agreement [17], all Nordic countries are required to
have available capacity in the RPM equal to the dimensioning faults in their part
of the system. Each TSO ensures this capacity in a different way. In Norway the
dimensioning faults amount to 1200 MW. In addition to this Statnett has deemed
it necessary to secure 800 MW to handle regional bottlenecks in the grid [1]. This
is acquired by utilization of the Regulating Power Options Market (RPOM), where
participants are paid to guarantee their participation in the RPM.

Market Traded product Bid deadline

Elspot Physical delivery 12:00 the day before

Elbas Physical delivery One hour before

Primary reserves, week FCR-N Thursday 12:00 for the weekend,

Friday 12:00 for weekdays
Primary reserves, day FCR-N, FCR-D 18:00 the day before

Secondary reserves FRR-A Thursday 13:00 the week before
RPM FRR-M 45 minutes before

RPOM, season RPM commitment 1. October

RPOM, week RPM commitment Friday 12:00 the week before

Table 2.2: Market bidding deadlines.
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2.1.3 Market bidding deadlines

In Table 2.2 deadlines for placing bids in the different markets are given, as well as a
summary of the products traded. Several of the balancing markets have deadlines
before the Elspot market, which imposes an uncertainty on the participation

In Figure 2.5 the set point limitation induced by balancing market commitment for
a power producer is given.

Power [MW]
a2
P —1
max o }PFCR—N
— } Pgcr-p
P
} PERR-m
Pe: —F
PR
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P —1 - #rac

Figure 2.5: Set point limitation of a power producer with balancing market com-
mitments.

2.2 Inertia in the Power System

2.2.1 Inertial dependency of stability

Most power stations use rotating machines to generate electric power. These may
be connected either directly or indirectly to the grid. The electrical frequency of
the rotating machines which are directly connected to the grid, also referred to as
synchronous machines, is equal to the system frequency f [Hz]. The mechanical
angular velocity w [radians/s| of a synchronous machine is coupled to its electrical
frequency, and therefore to the system frequency, by the following equation

w= % (2.1)
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where P is the number of poles per phase of the machine. Each rotating machine has
a moment of inertia J [kgm?], which determines its resistance to change in its state
of motion [23]. Based on a machine’s moment of inertia and mechanical angular
velocity, the kinetic energy due to rotation Eff [Ws] can be expressed as

1
ER = §Jw2 (2.2)

The inertia constant H [s] is the ratio between a machine’s rotational kinetic energy
in [MWs] at synchronous speed and its rated power in [MVA]. It is given by the
equation

R 17,2
_ E; _ sJw,

H
Sp Sh

(2.3)

where S,,, EF, and w, are the machine’s rated values. The inertia constant gives
the time, in seconds, it would take for a rotating machine to generate an amount of
electrical energy equal to its rotational kinetic energy, when operating at synchronous

speed.

The system inertia is defined as the ability of a power system to oppose changes in
the system frequency due to resistance provided by rotating masses [2]. It can be
found by dividing the sum of the rotational kinetic energy stored in each synchronous
machine by the rated power of the system, as shown in the following equation

Hgys = ZmeMInmTm (2.4)

Sn,sys

where S, ,, and H,, is the rated power and inertia constant of each rotating machine,
respectively. In Table 2.3 the inertia constants of various energy sources are shown.

Production type H [s]
Nuclear 6.3
Thermal 4.0
Hydropower 3.0
Hydropower (small-scale) 1.0
Wind 0.0
Solar 0.0
HVDC import 0.0

Table 2.3: Average Inertia Constants [2].

A difference in the total power production and consumption will lead to a change
in the system frequency. The initial rate of change is determined by the system
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inertia. This can be seen in a simplified version of the swing equation?, in which the
relationship between the power imbalance and frequency of a synchronous machine
is given [24].

d
dt

P, — P,

= f’rb(Tm

) (2.5)

The equation shows how a difference in a machine’s mechanical and electrical power,
(P, — P.) causes a change in its frequency, f;. The rate of change is inversely
proportional to the inertia constant, H;. f, is the nominal system frequency. In
Figure 2.6, the frequency response following an imbalance is illustrated for different
amounts of rotational energy in the system.

Frequency [Hz]

R R R
, Imbalance occurs Ef <E} <Ej

4
4

Time

Figure 2.6: Illustration of frequency response for different amounts of rotational
energy in the power system.

2.2.2 Inertia in the present and future Nordic power system

From the previous section it is clear that the system inertia is important to the
stability of the grid. Traditionally, a large share of the demand in the Nordic power
system has been covered by large rotating machines supplying a base load. Wind
power and imported power through HVDC cables do not contribute to the system
inertia with current technology. As the share of unpredictable renewable power
sources and use of HVDC cables increases, there is a rising concern that the system
inertia will become inadequate [1].

The TSOs in the Nordic power system initiated the project Nordic Analysis Group
(NAG) - Future system inertia [2] in 2013. The project aim was to develop methods
to estimate the past, present and future rotational kinetic energy in the Nordic power
system. By using power system data in a retroactive calculation, an estimation of

4Damping effects are assumed to be negligible.
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the rotational energy in Sweden, Finland and Norway from 2009 to 2015 is achieved,
shown in Figure 2.7. Eastern Denmark is left out due to the lack of data. The figure
shows high levels of rotational energy during the winter and lower levels during the
summer. The highest estimated rotational energy is 275 GWs, occurring in the winter
of 2012, and the lowest is 115 GWs, occurring in the summer of 2009 [2].

280 T T T T

260
‘

220

Kinetic energy in Sweden, Finland and Norway [GWs]

100 . . ! . .
2000 3010 2011 3012 2013 2014 3015

Time

Figure 2.7: Estimated rotational kinetic energy in Sweden, Finland and Norway

[2].

Figure 2.8 shows an estimation of the weekly generation mix in the Nordic power
system for the year 2020, based on data provided by Statnett. The data origins
from ongoing work and is not yet publicly available. The estimate shows expected
values, taking planned cross-border HVDC connections and reduced production from
nuclear power stations into account. Unregulated hydro is hydropower from water
that cannot be stored, caused by low available storage capacity, high inflow, or a
combination of the two. It should be noted that weeks with zero import can be
assumed to have some export, which is not included in the figure. By using Table 2.3,
the rotational energy in the system can be estimated, shown in Figure 2.9.

The rotational energy is correlated with the total production and the share syn-
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Figure 2.8: 2020 generation mix estimate in the Nordic power system during the
day (top) and night (bottom).

chronous generation in the production mix. The sum of the total production and
import/export is equal to the demand, which is lowest during summer nights. A low
demand also results in low energy prices. This causes a high import from areas with
a high penetration of wind and/or other unstorable energy sources, reducing the
share of synchronous generation. During the late summer most of the snow reserves
will have melted, causing less unregulated hydropower and reducing the share of
synchronous generation further. In Figure 2.9 the lowest rotational energy estimate
level is 98.2 GWs and occurs during the night of week 31.

Table 2.4 shows how the rotational energy changes with the production mix during
week 31. In each scenario, the difference in generation and demand caused by the
altered generation mix is covered by a change in import. The table shows that a
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Figure 2.9: 2020 rotational energy estimate in the Nordic power system.

decrease in nuclear or thermal will lower the rotational energy, as it is replaced by
imported power. An increase in wind leaves the rotational energy unchanged as both
wind power and imported power have an inertia constant of zero.

Scenario  Nuclear Thermal Wind Import GWs
Base case 6994 5193 2945 9170 98
Scenario 1 6000 | - - 10114 92
Scenario 2 6000 | - 6000 1 7059 92
Scenario 3 6000 | 1500 ) 60001 10752 75

Table 2.4: Sensitivity analysis, provided by Statnett. The arrows denote a change
in production from the base case.

There is currently no system requirement for the amount of rotational energy in the
Nordic power system. However, [25] states that as of today only rotating machines
participate in the primary reserve market. Hence, the primary reserves system
requirement will ensure a certain amount of rotational energy in the system. A
system requirement for rotational energy may be derived from keeping the frequency
within its transient limit should a dimensioning fault occur. In [25] a limit of 90
GWs was suggested while the current limit recommended by Statnett is 100 GWs.
In [26], the effects of using a dynamic rotational energy requirement was studied.
Using the fault with the largest frequency impact that may occur, given the current
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state of the system, to set the rotational energy requirement was found to reduce the
operational costs.

2.3 Strategies to Ensure Sufficient System Inertia

In consideration to the future stability of a grid, it is of interest to ensure ways
to procure a sufficient amount of rotational energy [25]. This section will discuss
strategies that ensure the rotational energy to be above a system requirement.

2.3.1 Reducing the dimensioning fault

As discussed in the previous section, the rotational energy requirement may be derived
from the dimensioning fault of the system. In [2] it is found that the maximum
frequency deviation has a linear relation to the power imbalance and rotational energy
of the system, shown in Figure 2.10. By reducing the potential power imbalance,
i.e. the dimensioning fault, at times with low system inertia, the required rotational
energy of the system would be reduced.
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Figure 2.10: Maximum frequency deviation relative to power imbalance and
estimated rotational energy [2].

2.3.2 Existing market solutions

The rotational energy requirement can be met by employing existing market solutions
to increase the amount of synchronous generators in the system. This can be done
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in a number of ways, some of which will be discussed in this thesis. In [25] a more
detailed explanation is offered.

As previously mentioned, the primary reserve requirement ensures a certain amount
of system inertia. Hence, increasing the primary reserve requirement will increase
the number of rotating synchronous generators and the amount of rotational energy.
The system inertia can also be increased by introducing a criteria for the number of
activated bids, when clearing the primary reserves market. This allows the TSO to
ensure that a certain amount of synchronous generators will be connected to the grid.
There is however no regulation stating that only rotating machines may participate
in the primary reserve market, and it is a viable possibility that primary reserves
may be offered by participants that do not provide inertia in the future.

The amount of running synchronous generators can be increased by using the RPM.
Power stations which contribute with little or no rotational energy may be regulated
down and the production can be replaced by upward regulation of power stations
with a more substantial contribution of rotational energy.

In [25], it is concluded that considering costs and difficulty of implementation, the
RPM is the best way of ensuring sufficient amounts of rotational energy using existing
market solutions.

2.3.3 New market designs

If the future power system is characterized by frequent periods of critically low system
inertia requiring large volumes of rotational energy to meet the system requirement,
designing a rotational energy market might be necessary. A market design will
provide producers with incentives to provide rotational energy in a cost efficient
manner through investments and technological improvements. A challenge is however
that such a market may affect the existing power markets and provide a competitive
advantage based on the production type and technology of certain power producers.

In [25] several different rotational market designs are discussed. This thesis will
focus on a market design cleared after the day-ahead market, which is only active at
times with critically low system inertia. The clearing of Elspot can be used by the
TSO to estimate the rotational energy in the system. Should the estimate fall below
the system requirement, the TSO can activate the rotational energy market. The
costs of the market are proposed to be divided between the Nordic countries based
on either their consumption or dimensioning faults, in the same way as FCR-N or
FCR-D respectively. It is stressed that, as the TSO will have an almost perfectly
inelastic demand, participants will have strong incentives to exploit potential market
power. To avoid this, a sufficient number of market participants or close monitoring
of the market will be necessary.
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A key discussion is whether all providers of rotational energy should be remunerated.
This depends on the volume of rotational energy needed and the number of power
producers able to provide inertia without altering their production. Remunerating
all parties supplying the grid with inertia reduces the risk of rotating power plants
shutting down, should low prices in Elbas, due to unexpected renewable power, occur.
However, hydropower producers not cleared in Elspot may decide to operate in
order to supply rotational energy through trading in Elbas, replacing less predictable
power sources. This will however result in an energy ineffective production mix,
using storable water instead of instantaneous wind or solar power. Additionally, the
total cost for the TSO will be high as synchronous generators already cleared in the
day-ahead market are unnecessarily remunerated.

An alternative is to only remunerate the providers of the rotational energy needed to
meet the system requirement, excluding rotational energy provision from synchronous
generation. This market design requires participants to be able to provide rotational
power without changing their production. The design is considerably more cost
efficient as it remunerates fewer participants. However, a high remuneration provides
incentives for power producers to speculate in refraining from day-ahead market
participation at times they believe that the rotational energy market will be activated.
Should a producer follow this strategy with several hydropower plants, the system
inertia may drop below the system requirement as a direct result of the speculation.
This shows one of the potential flaws of this market design, with exploitation of
market power. Hydropower producers may also downward regulate power stations in
Elbas, should the necessary up regulation be available. It is however assumed that
the income from Elspot will be dominating, marginalizing this problem.

It is concluded that if both the volume of rotational energy needed and the number of
power producers with technology to provide inertia without altering their production
is low, all parties providing rotational energy should be remunerated. If the volume
and producers with the necessary technology is high, only the parties providing the
needed rotational energy after Elspot is cleared should be remunerated.

A market for inertia is already under development in Ireland, where Synchronous
Inertial Response (SIR) has been approved as a new service [27]. The service is
only approved in principle and not yet implemented, but it still emphasizes the
importance of a sufficient amount of inertia in a power system. The SIR volume for
which suppliers of the service will be remunerated is based on the provided rotational
kinetic energy multiplied by the SIR factor (SIRF). SIRF is given as the rotational
energy of a synchronous machine operating at nominal frequency divided by the
minimum power output at which the unit can operate while providing reactive power.
The service may only be offered by synchronous machines, excluding synthetic inertia.
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2.3.4 Technologies for inertia provision without altering power
production

Rotating synchronous condensers

A rotating synchronous condenser (SC) is a synchronous machine that operates
without any load or prime mover. SCs can inject or absorb reactive power, a service
remunerated by the TSO, and have traditionally been used to improve voltage
conditions. From the 1980s, power electronics were preferred due to lower investment
and maintenance costs [28]. In recent years, attention has been brought to two other
attributes of rotating SCs; they provide inertia and counteract faults related to the
commutating of rectifiers when placed near HVDC cable connections [29]. This
substantially increases their utility in the power system. In 2008 a rotating SC was
installed in Feda, a substation located in southern Norway. In relation to system
inertia, the investment costs are estimated to 40 100 kNOK/MWs/year [30].

Hydropower generators operating as SCs

By equipping a hydropower station with a compressor, water may be pumped out
of the turbine chamber. This would allow the turbine to idle, acting as a SC.
Several costs are associated with SC mode of operation. These include, but are not
limited to, higher maintenance costs due to an increased number of operational hours
and technical components, operation of compressors and cooling system and power
consumption due to friction. If the cooling system uses water that could potentially
be used for production, there is a cost associated with the resulting lost income as
well. In [30] the investment cost was estimated to 10-20 kNOK/MWs.

Synthetic inertia

By employing power electronics, wind power and HVDC cables may couple their
power output to the system frequency, allowing them to imitate the effects of natural
inertia. By temporarily reducing its angular velocity, wind turbines can increase their
power output, borrowing energy from the rotor. Such a procedure is followed by a
recovery period of decreased power output as the rotor increases its speed back to its
rated value. During the recovery period, other energy sources are needed to maintain
the power balance. HVDC cables may also contribute with synthetic inertia, as long
as active power is available in the connected power system. In [23] a more detailed
description of these two possibilities is given.

Hydropower station operation

If a hydropower producer owning several power stations has planned to operate only
some of them at, or close to, maximum production, it would be possible to reduce
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the power output enough to include more hydropower stations producing at a low
set point. Thus, by distributing planned production over a larger number of power
stations, the producer may provide more inertia without altering production at times
when this might be needed.

2.3.5 Comparison of strategies

In [30], three strategies to ensure sufficient inertia for different scenarios are evaluated.
These are investment in SC mode of operation of hydropower stations, reducing the
dimensioning fault and increasing the amount of hydropower stations by reducing
wind power. The strategies are evaluated from a socioeconomic view and the system
requirement is assumed to be 90 GWs. It is found that reducing the dimensioning
fault has the lowest socioeconomic cost.

Considering investment in SC mode of operation of hydropower stations the hy-
dropower producer would require a remuneration for supplying the service. In this
thesis, the impacts of SC mode of operation on hydropower scheduling will be studied
and the required remuneration evaluated.

2.4 Stochastic Dual Dynamic Programming

This section will explain the SDDP algorithm the model is based on. The opti-
mization technique is first explained for a deterministic case, using a simple income
maximization problem as an example to provide a more intuitive understanding.
SDDP and Dual Dynamic Programming (DDP) have previously been described in
[31] and [32], which are both used as references.

2.4.1 Dual dynamic programming

In [32] and [31] DDP is explained in a step-wise manner for a two-stage deterministic
optimization problem. This explanation follows that of [32] and [31] closely both in
notation and procedure, with some exceptions to better suit the model used in this
thesis. In [32], the following cost minimization problem is used as a starting point:

z =min Ciz; + Caxy (2.6a)
s.t.
Aiz1 > by (2.6b)
Eixi 4+ Asze > by (2.6¢)

Vectors x7 and x5 are the state and decision variables for stage 1 and 2. C; and
C5 are the associated costs. A and E are system specific matrices. Equation (2.6b)
shows the first stage constraints on the system and equation (2.6¢) connects the first
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and second stage of the problem. To visualize a multistage problem, stage 1 can be
regarded as a representation of the present and stage 2 a representation of the future.
The model used in this thesis has an objective of maximizing income, so the starting
point is altered to an income maximization problem:

max [z + Irxo (2.7a)
s.t.
Az < by (2.7b)
E1x1 + Asxo < by (2.7¢)

Where I; and I is the income for stage 1 and 2 respectively. By setting some feasible
solution to the first stage 7 problem, i.e. a solution that satisfies constraint (2.7b),
the second stage problem becomes

max Irxo (2.8a)
s.t.
AQI‘Q § b2 - Elﬂ'ff (28b)

As z7 is known, it has been moved it to the right hand side of constraint (2.8b). Let
(2.8a) be denoted as the second stage income function, as. By solving the second
stage problem for different values of x7], an approximation of crs can be obtained. By
utilizing DDP, the approximation of as can be obtained from the dual information
of the second stage problem as will be shown. Following the decision of setting x7
first, the problem can be formulated recursively.

Stage 2:
as(z1) = max Irxo (2.9a)
s.t.
Aoz < by — B4 (2.9b)
Stage 1:
aq(b1) = max L1z + as(xq) (2.10a)
s.t.
Avzy < by (2.10b)

The value of b; in equation (2.10b) can be seen as an initial state for the first stage
recursive equation. It is possible to substitute by = b} + Epxo so that the first
stage problem becomes a function of zy. The alternate formulation of the first stage
recourse equation would then be

a1(xg) = max 1z, + as(xq) (2.11a)
s.t.
Az < b + Eozo (2.11b)
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This formulation is more consistent in notation with the second stage problem and
gives a better understanding of the future income function a1 (z:) for a problem
with more than two stages. However, for simplicity the formulation in (2.10) will be
used in the following derivations.

The dual of the second-stage recourse problem is given by

as(z1) = min 7w(by — Eqx1) (2.12a)
s.t.

where 7 is the dual value of equation (2.9b). By the strong duality theorem?®
equation (2.12a) represents ay. Note that in the dual formulation z; is found in
the objective function (2.12a) and that there are no state and decision variables in
constraint (2.12b). The consequence of this is that the feasible region defined by
(2.12b) can be characterized independently of the objective function (2.12a). From
Linear Programming (LP) it is known that the basic solutions of (2.12a) are the
vertices of the aforementioned feasible region. By defining these vertices as a set
I = {z!, 72, .77}, problem (2.12) can be written as

ao(x1) = min 77 (by — Eyxy) (2.13a)
s.t.
mell (2.13b)

Consider now the following maximization problem.

ao(x1) = max as (2.14a)
s.t.
ay < by — Eyy)
ay < 72 (by — 1) (2.14b)

[6%) S 7T7)(b2 — Elxl)

where ay is a scalar variable. Problem (2.14) states that cs is less than or equal to
every 7/ (by — E1x1). Because (2.14) is a maximization problem, as will meet the
smallest 77 (by — Ey21), i.e. min{7n?(by — Ey21)}, with equality. This entails that
problem (2.14) is an equivalent of (2.13). Every 7/ (by — E1x1) defines a hyperplane,
or cut. In this thesis, these will be referred to as cuts. Following the formulation of

5If a linear programming problem has an optimal solution producing a finite optimal value, the
dual of that problem has an optimal solution producing a finite optimal value that coincides with
that of the original problem.
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problem (2.14), oz will have the geometric properties of a piecewise linear function,
where each linear segment is a cut.

The calculation of all vertices 77 in II can be problematic. Instead a subset H C II
is calculated for different feasible solutions, z7 ;, j € H, of the first stage problem
(2.10), as shown below:

aa(] ;) = max Irxy (2.15a)
s.t.
Agzy < by — Eyz7 VjeH (2.15b)

Using the vertices calculated by solving (2.15) and looking at a small deviation from
the feasible solution x1 — xy j, as in [33], provides the sought approximation of the
second stage income function:

ag(x1) = max ag (2.16a)
s.t.
g < 7Tj(b2 — El(.ﬁl — .Tik)j)) Vj eH (2.16b)

A geometric representation of how the cuts make up a piecewise linear function
is shown in Figure 2.11. As H is a subset of II, the approximation will be an
upper bound to the actual second stage income function. The combination of this

az (%) 44 (xiﬂ az (xi,z) 4 (ffia) S (xf,m\)

P -

a5 (x]) = max a,
s.t.
ay(xy ) < by — By (x —x1 1))
@y (X5 5) < m2(by — By (X1 — X7 5))

@ty (%1 3) = 3 (by — Ey (%1 — X13))

@ (g ) < ™ (by — By (g — x7)))

X1

Figure 2.11: Approximation of the second stage income function.

approximation and the first stage problem (2.10) results in the final formulation for
the two-stage problem. Because the approximation of as is an upper bound, the
optimal solution value to the final formulation will be an upper bound to the actual
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optimal income.

Z=max 121 + as (2.17a)
s.t.
Az < by (2.17b)
g — 1 (by — By (21 — z7;)) <0 VieH (2.17¢)

A lower bound to the actual optimal income is found by solving the two stage
recursive problem (2.10) and (2.9) for the initial optimal solution x7.

z =1z} + as(z]) (2.18)

The difference between the upper and lower bound Z — z can be used as a measure to
determine whether the solution is accurate enough. By iteratively adding new sets of
cuts derived from samples of feasible solutions, the bounds will converge. When the
difference reaches a set tolerance, the problem is solved.

2.4.2 Stochastic extension

To handle the uncertainties of the real world, the deterministic DDP method above
can be extended to include a stochastic dimension. As in [32], two possible scenarios
of the second stage will be considered. These are represented by realizations of the
random right hand side vectors bs; and boy with probabilities p; and ps, respectively.
The two scenarios also have corresponding state and decision variable vectors xo1
and xao.

z = max I1z1 + p1lowar + palazon (2.19a)
s.t.
Az < by (2.19b)
Eix1 + Agzor < bay (2.19¢)
Eiry + Agxag < bao (2.19d)

where p; + p2 = 1. Following the same procedure as in equations (2.8) - (2.15) the
second stage income function can be approximated by

az(1,5) = max pragy + paaa: (2.20a)
s.t.
a1 < (b1 — Ey(21 — 27 ;) Vi€ Hy (2.20b)
g < 7 (bag — By (xy — 7 ;) Vi € Ho (2.20c)

where 7r{ and 7r§ are the vertices corresponding to scenario 1 and 2 respectively,
calculated for the feasible solutions x7 ; and z7 ;. The upper bound formulation can
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then be written as

Zy = max I1x1 + prany + pacios (2.21a)
s.t.
Az < by (2.21b)
ool — W{(bgl — Fy(xy — 33’1‘])) <0 Vj € Hy (2.21c)
ap — mh(baz — Ex(w1 — 27 ;) <0 Vi € Ho (2.21d)

In problems (2.20) and (2.21), H; and Hz are subsets of H.

An important aspect of SDDP is that with stage-wise independent and identically
distributed (iid) realizations of the stochastic right hand side variable, the cuts can
be shared among scenarios, and the future cost function is scenario independent. An
illustration of this is shown in In Figure 2.12. Each time stage after the initial stage
has the same three data realizations. If the data is stage dependent, the scenario
tree quickly becomes very large, but with stage-wise independence the data points
can be aggregated in each stage.

X <— X

NN

t=0 t=1 t=2 t t=0 t=1 t=2 t

Figure 2.12: Stage-wise dependent scenario tree (left) and stage-wise independent
scenario tree (right).

By extending the two-stage problem a general SDDP optimization algorithm can
be obtained. The algorithm uses the definitions in Table 2.5. The variables and
parameters are the same as in the two-stage example.

The algorithm solves the problem in two stages; a forward iteration and a backward
iteration. The starting point of the algorithm is the initialization shown in Table 2.6.

The forward iteration begins by sampling a set of scenarios, i.e. a set of realizations
of the right hand side. The corresponding LP problems are solved for each scenario
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Index Set Description

t T  Time stages

n N Scenarios

j ‘H  Hyperplanes/cuts

d D  Discrete realizations of the random variable b;

Table 2.5: SDDP algorithm definitions.

Future income function  dzyq(z) =0, VE €T
Sets of hyperplanes/cuts H=0
Initial optimal solution x5 =0

Table 2.6: SDDP algorithm initialization.

in the first time stage, which gives a set of first stage optimal solutions, one for each
scenario. This process is repeated for every time stage. Then, the upper and lower
bounds are calculated. The upper bound is the given by the optimal solution for
the first stage problem, as in the deterministic case. The lower bound is estimated
from the solutions from the forward iteration. If the difference is larger than the
convergence tolerance limit, the backward iteration is performed.

The backward iteration is performed by solving the LP problem for the optimal
solutions found in the forward iteration starting in the last time stage. Dual values
are calculated for all the possible realizations. When iterating backwards to the
previous time stage, the dual values are used to form a cut added to the future
income function.

The first forward iteration is solved without any cuts. This implies that the LP
problem is optimized for the current time stage without regard to the future income.
When cuts are added, the future income is taken to account in the LP problem by
the future income function. As previously mentioned, cuts can be shared amongst
scenarios. For computational efficiency, only violated cuts are added, tightening the
solution space until the bounds converge within the tolerance limit.

The forward iteration and backward iteration algorithms are shown in Algorithm 2.1
and Algorithm 2.2, respectively.
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Algorithm 2.1: Forward SDDP iteration

fort=1...|T| do

for n = 1..|N| do

Sample a set of scenarios b¢ ,, from the realizations of b; 4,d € D
Solve forward LP problem:

max ItZCtﬂn + OAét+]_
s.t.
*
Atzt,n S bt,n - Et—qzt—l,n

D] ZdeDWf_i_Ln,d(le,d — Bz —w7,;)) <0, VieH

Q1 —

Store the optimal solution z},, and I
end

end
Calculate upper and lower bounds:
z =L + &3
z= ﬁEneNEteT Lixy
if Z — z < Tolerance limit then
| En

else
| Backward iteration

end

o,

Algorithm 2.2: Backward SDDP iteration
H=H+1

for t =|T]..2 do

for n = 1..|N| do

for d =1...|D| do

Solve the backward LP problem:

max ItZCt’n + OAét+1

s.t.
J
Atajt,n,d < bt7d - Et*qx:‘ffl,n 7.rt,n,d
. j -
i1 = = 5depT 41 q(birrd — EBe(ven — 27, ;) <0, VjeH

D

Store dual values 77?,1‘, 4 Vj € H, for the constraints, and form an
additional cut for stage t — 1
end

end

end
Go to forward recursion
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2.4.3 Practical considerations of SDDP

The main characteristics of SDDP compared to other optimization techniques is that
SDDP requires a concave future income function and is stage wise independent. The
first characteristic implies that SDDP can only be used to solve convex problems® and
cannot handle non-linearities. This will often induce simplifications and relaxations
in the modelling of various problems. The second characteristic, is related to the
curse of dimensionality which entails that the run time of the stage-wise dependent
optimization techniques increases exponentially with the number of state and decision
variables due to the increase in sequential combinations. This is a problem both for
the modelling of complex systems and to keep the number of discretizations at a
satisfying level. The SDDP method does not suffer from the curse of dimensionality
as it is defined in this thesis.

An aspect of stochastic programming that should be noted is the importance of
relatively complete recourse. A stochastic program has relatively complete recourse
if every feasible solution of a stage t also has a feasible solution in the next stage,
t — 1 [35]. This property should be kept in mind when modelling a problem with
this optimization method.

2.5 Relevance to Hydropower Scheduling

To better understand the relevance of sections 2.1, 2.3 and 2.4, consider the income
maximization problem (2.7). For a hydro power scheduling problem, the decision
part of variables 1 and xo would include production, capacity allocation, provision
of rotational energy, spillage and bypass. The state of the system would be given
by reservoir levels and the operational states of power stations. The income vectors
include income for production, provision of rotational energy and capacity allocation
in one or several of the markets described in sections 2.1 and 2.3. Operational
costs and penalties for spillage and bypass would also be included in the vector.
The constraints would include reservoir and energy balances, limits on production
and reservoir volumes, and other operational constraints. The dual values of the
constraints most notably include the water value.

SFor a maximization problem this refers to a concave objective function. A problem can either
be convex or non-convex. There is no such thing as a concave problem [34].



3 Methodology

In this chapter, the combined SDDP and Simulator Model used in this thesis will be
described. It has previously been described in [4] and [36], which have been used as
references.

The model is solved over a set of time stages t € 7. Each time stage consists of
a number of time blocks w € W. The model’s objective is to maximize income
by selling power in the day-ahead market, capacity in the weekly FCR-N market
and rotational energy to a hypothetical inertia market. The first section of this
chapter will describe the strategy part of the model and the application of SDDP to
a hydropower scheduling problem. The second section will describe the Simulator
Model and the hydropower scheduling problem modelled with MIP.

3.1 Strategy Model

The Strategy Model is based on an extended version of the combined SDP/SDDP
algorithm presented in [37] which incorporates sales of capacity and provision of
rotational energy. This section will derive the hydropower scheduling problem, which
is solved for each time stage. Additionally, the simplifications necessary to employ
the SDDP algorithm will be displayed.

3.1.1 Hydropower module

The hydro system is modelled by combining hydropower modules. A hydropower
module is built up of a reservoir and a power station, with associated variables and
parameters. Information about the connectivity to other modules is included as well.

Reservoir

Figure 3.1 shows how a reservoir is modelled. The reservoir balance for time block w

29
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wt,w,m It,w,m Ekenm (bt,w,m + qt,w,m,i + St,w,m)

N
4

v

bt,w,m ql‘.,w,m,i St,w,m

Figure 3.1: Illustration of a reservoir with associated variables.

in time stage ¢ for a hydropower module m is given by the equation

Vt,w,m + EiGSmQt,w,m,i + Stw,m
— Ykeq,, (St,wk + btwk + Xics,, Qtw,k,i) (3.1)
+ bt,w,m — Wtw,m = Vtw—1,m + It,w,m(zt—l,m)a Yw € W,¥m € M

which states that the difference in reservoir volume from the previous to the current
time block must be equal to the sum of water flowing in and out of the reservoir!.
For the coupling of time stages, time block w = 0 in time stage t is a reference to
time block w = |[W| in time stage t — 1, i.e. the last time block of the previous time

stage.

The inflow model which will be shown in Section 3.1.2 has the ability of generating
negative inflows. Should the reservoir be empty at the time a negative inflow is
sampled, the reservoir volume would also become negative. To avoid this and maintain
relatively complete recourse, the fictitious tank water variable is included in the
balance. The use of tank water is heavily penalized in the objective function and
will influence the cuts which will be described in Section 3.1.8. For the following
iteration, the model will have a strong incentive to avoid emptying the reservoir [38].

1Positive water flow is defined as water flowing out of the reservoir
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Spillage is also penalized in the objective function, but with a small cost compared
to the tank water. This is to avoid spillage in inappropriate states, e.g. when the
reservoir is not full. The contribution of tank water and spillage from a hydropower
module to the objective function is given by the following term.

7()\th,11;,771 + AFSt,w,m) (32)

where AT and AF' is the cost of tank water and spillage respectively.

Power station

The power station is modelled by a piecewise linear curve of PQ segments, shown
in Figure 3.2. As mentioned earlier, the SDDP algorithm can only be used to solve
convex problems. Hence, it is a necessity of the SDDP algorithm that this curve
is concave. The gradient of each segment i, scaled to time block w, is the power
equivalent 7, ;, which in turn is used to derive the energy equivalent 7y, ;. Let gt m,i
be the water flow of segment i € S,;,, for hydropower module m, time stage ¢ and
time block w. The energy and power will then be given by ¥;cs, Mw,m,iqt,w,m, and
Y i€ Sm Yw,m,iGtwm.i respectively.

P[MW]
P |8 lmax
: NS |
PZ,max
M2
Qe,w,m,i Pimas|
Zsm Ywm,i9t,w,m,i M
v : Q[m3 / 5]
Ql,max QZerx e Q\Sm |max

Figure 3.2: Illustration of a power station (left) and PQ segment curve (right).

In [37] it is assumed that

h
ho
where f(Q) is the piecewise linear curve mentioned above and h—ho a head correction
factor. Although this results in a more correct modelling of the power station, [37]

P=f(Q) (3.3)

further states that it may lead to non-convex problems. Consequently, the power
station is modelled with a constant head. In [39] it is argued that this is a fair
approximation for power stations with large head compared to the head variations.
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3.1.2 Inflow

The inflow is sampled per time stage and is modelled in a similar manner to [39].
As mentioned earlier, the SDDP algorithm relies on iid right hand side variables, so
that every state of the system is independent of its stage. The inflow however, often
shows strong correlation from one time step to another, stated in [39]. This is solved
by including information about the previous inflows in the state vector. Historical
inflow data is used to create an inflow distribution. Every available year of inflow
data is treated as an inflow scenario. From each year, 7 weeks are sampled (if 7 is
more than 52, all weeks of every available year will be sampled, and the distribution
will be repeated for the weeks of the next year). The inflow for week ¢ and scenario y
is denoted I}. To eliminate seasonal variations and ensure stage-wise independence,
the weekly inflows of each inflow scenario are normalized
L—1

u=——2 VteT (3.4)
(e57

where I is the mean of the inflows in week ¢ for all inflow scenarios y € Y, and oy is
the corresponding sample standard deviation. A first stage auto-regressive model is
used to obtain a linear stochastic inflow model.

Zt = wzt_l + €t, Vit € T (35)

In the auto-regressive model, 9 is the sequential auto correlation of the inflows I}
and ¢, is white noise given as a random variable with the distribution ¢, «~ N (0, 0%),
making it independent of z; ;. This model is not always very accurate, but it does
provide computational feasibility. In practice, it has been found that it is best to
model each season separately [39].

Rewriting (3.4) with respect to I; and substituting z; with equation (3.5) gives
Ii(ze-1) = oe(Vz—1 + &) + I (3.6)

Naturally the inflow will be different for each hydropower module so the notation
I; , will be used. As the inflow is given for a whole week, the inflow for time block
w is given by

W

m[t’m(z)ffl’m), Vm S ./\/17V’LU S W (37)

It,w,m(ztfl,m) =

3.1.3 Energy balance

The energy balance is given by

EmeMZieSm77w7m,iqmw,m7i - ets,w + efw = 07 Yw e W (38)
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stating that the sum of energy produced in all modules must be equal to the difference
in energy sold and bought.

Sales and purchases of energy are included in the objective function by the following
term

)\fl-@iw(efu} — Tefw) (3.9)

where A7 and Iif « 18 the spot price and energy profile respectively, further described
in Section 3.1.7. 7 is a model parameter greater than 1, representing a transaction
fee for purchasing energy.

3.1.4 Capacity reservation

Delivery to the capacity market is in the form of spinning capacity supplying up or
down regulation. This is represented by the following constraints

i Yow,m, it wmii T Piwm < P, Vm e M,Yw eW  (3.10)

Pmin PB,max
L TN R 0, VmeMNVweWw (3.11)

Zies,n')/w,m,iqt,w,m,i - PB’maw taw,m =
m

where pffw’m is the spinning capacity. The maximum capacity allocation possible,

PB:maz s oiven by the droop setting in the turbine governor, S,,, by the relation:

100% pPmex
pB.mar — m A 3.12
The factor in front of pfw’m in the down regulation constraint (3.11), decreases the
solution space in regard to sales of capacity and more viable results will be achieved

[38]. Capacity sold in the FCR-N weekly market must be available for every time
block of the capacity delivery period. This is given by the following constraint

Ve pfwym - pfé‘” =0, Veel,YweW (3.13)

Btot
t,c

where p is the total spinning capacity.
Spinning capacity has the following contribution to the objective function
AP pree (3.14)

where )‘tB,c is the price for capacity allocation, further described in Section 3.1.7.

3.1.5 Start-up cost

There are costs associated with both the start-up and stopping of a power station.
For hydropower, the most important costs are caused by malfunctions in the control
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equipment and maintenance of windings and mechanical equipment [40]. Only the
start-up cost is included in the model, so the start-up and stop cost are added
together as a start must follow a stop. Ideally, this would be modelled as a binary
cost, but the SDDP algorithm can only be solved for LP problems. The start-up is
therefore modelled by relaxed binary constraints.

SieSnQtwmi — QU m (3.15)
—(Qn* = Qm ™yl =0, Ym € M,Yw e W

Uf iy — Ut 2 0, Vm € M,Yw € W (3.16)

U wm = U o—1,m — Otwm < 0, Ym € M,Yw € W (3.17)

Uty > Uty > Ot € 10,1, Vm € M,Yw e W (3.18)

Equation (3.15) states that the total discharge must be equal to the sum of discharge
above and below minimum. Equation (3.17) couples the change between previous and
current discharge below minimum with the start-up variable é; . . This variable is
also associated with a cost in the objective function:

“AYS4 o (3.19)

where AV is the start-up cost. From the constraints it can be seen that a power
station may vary its production between minimum and maximum at no cost, as
Ot,w,m is coupled to stage-wise changes only in u£w7m.

3.1.6 Provision of rotational energy

Similar to the start-up of a power station, SC mode of operation is modelled by
relaxed binary variables.

Uf vy + Otywm < 1 VYm € M,Yw e W (3.20)
Otwm — Uf,wq,m — 0t w—1,m — Otwm <0 Ym e M,YVw e W (3.21)

(3.20) limits simultaneous generation and SC operation. The start-up cost of SC
mode of operation is approximately equal to that of generation. Transitioning from
generation to SC mode has a small cost, which is neglected in the Strategy Model.
These characteristics are modelled by (3.21).

When generating power or running as a SC, the power station provides the grid with
an amount of rotational energy, E, dependent on power station specific parameters.

EmEMEylet w,m =0 Yw e W (3223)
SmemER (Ul 4y + Ot,w m) efy =0 Yw e W (3.22b)
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(3.22a) and (3.22b) couples the provision of rotational energy to the power stations
for two different market solutions.

The provision of rotational energy is included in the objective function by the following

term
A et (3.23)
(3.24)
where )\fw is the price for provision of rotational energy, further described in Section
3.1.7.

From equations (3.23) it can be seen that (3.22a) provides the model with a market
solution which remunerates rotational energy provided only by SC mode of operation
while (3.22b) remunerates rotational energy provided by power generation as well.
In the remainder of this chapter, (3.22a) is used.

3.1.7 Price and market modelling

Day-ahead prices

Similar to the inflow, the spot price has a strong sequential correlation [41]. Informa-
tion about the previous prices must therefore be included in the system state. In
contrast to the inflow, the spot price is included in the objective function as seen
in equation (3.9). The consequence of this is that the future cost functions, which
will be described in Section 3.1.8, cannot be guaranteed to be concave [39]. This is
solved by modelling the spot price Y as discrete values so that it is represented by
a set of price points {;,r € R.

It is further assumed that the price and inflow are uncorrelated. This simplification is
done to establish the price and inflow distributions, as it would be difficult to include
a correlation between them in the model. Since the inflow varies geographically
and the spot price is set for the entire market this simplification is not seen as
unreasonable when the model is solved for a small hydro system.

The following Markov model is used to describe the transitions between the discrete
price points from time stage t — 1 to ¢.

PO =N =¢1) =por(t), V' €R (3.25)

In words, p,(t) is the probability that the spot price in time stage ¢t will be equal
to ¢/, given that the spot price in time stage ¢ — 1 was C{Ll The spot price in time
stage t is calculated by generating a random variable between 0 and 1, and setting
the price equal to the price point that has a higher accumulated probability than the
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random variable. As the system is assumed to be a price taker, the price points are
simulated using the fundamental market model, EMPS [42].

An energy price profile /-ef)w is included to incorporate inter-time stage variations.
The energy price profile consists of mean values of the time block prices in a time
stage, scaled so that its average is 1.

Capacity prices

The capacity prices are modelled as a deterministic time series of historical prices
in the FCR-N weekly market from recent years. The prices are given for the time
blocks for capacity allocation ¢ € C as well as time stage t € T.

Rotational energy prices

The prices for provision of rotational energy are modelled as a deterministic time
series with the same time resolution as the day-ahead prices; time block w € W and
time stage t € 7. As the market will be active only at times of critically low inertia,
the prices will be zero except for the time stages and blocks when inertia is needed.
The prices for provision of rotational energy may be chosen freely to suit the purpose
of employing the model. The necessary price to cover the investment cost associated
with operating a hydropower station as a SC is directly related to the number of
hours rotational energy is provided. This relation may be used to determine the
prices and is illustrated in Figure 3.3, under the assumption of equal rotational
energy prices when the market is active. Alternatively, the rotational energy price
may be governed by the supply and demand of hydropower producers and the TSO,
respectively. This would likely cause a price equal to the marginal cost of rotational
energy provision. The marginal cost would either be equal to the operational costs of
SC operation, or equal to the lost income from not participating in the Elspot market.
The latter applies when considering the speculation of when the rotational energy
market is active, discussed in Section 2.3.3. It should be possible to determine such a
price by the dual values of demand and supply balance constraints of an aggregated
system in a similar manner to the power price in the EMPS model, described in [42].
This is however not further studied in this thesis. The rotational energy market and
its prices are further described in sections 4.1.4 and 4.1.5 respectively.

Market clearing

The various market prices for a time stage is known at the beginning of that time
stage, clearing all markets simultaneously. This provides the optimization of resource
allocation in a given time stage with more information than what is actually available
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Rotational energy price [NOK/MWSs/h]

Hours operating in synchronous condenser mode [h]

Figure 3.3: Illustration of necessary rotational energy price in relation to number
of hours of SC mode of operation.

and fails to incorporate the sequential allocation process which governs short-term
planning.

Altering the one-stage problem to allow simultaneous rotational energy provision
and generation provides a strategy which incorporates sequential clearing of the
day-ahead and rotational energy market. This done by removing Equation (3.20) and
requires some modification of the results, to remove impossible operational states.

3.1.8 Cuts

As described in Section 2.4.2, the future income function is defined by cuts from the
current state. Since the cuts couple the current time stage with the future, state
variables that are coupled in time are included in the cuts. This includes the reservoir
volume vy 4 m, the start-up associated variable utL’wym, and the normalized inflow
Zt.m. The time coupled constraints for these variables are reproduced below:

Vtw,m + 2ieS,, Qtw,m,i T Stwm

— Ykeq,, (Stwk + 0t wk + Dies,, @t w ki) (3.1)

+ bt w,m — Ttwm = Vtw—1,m + Lt w,m (Zt—1,m)
ILi(zi-1,m) = 0e(Vz—1,m + &) + Tim (3.6)
U v = U1 — Otwm <0, (3.17)

It should be noted that (3.21) is also a time coupled constraint. Considering the
added computational complexity compared to its impact on the objective function,
it is assumed to have a negligible effect on the cuts.
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The dual values represent the change in the objective function for a small change
in the right hand side of a constraint. Restructuring the constraints in the manner
showed in Section 2.4.2 results in the right hand sides being given by the previous
time stage variables. The change in the objective function is given by the partial
derivative with respect to that variable. For simplicity, the variables will be evaluated
for time stage ¢ — 1 and scenario n in the following derivation. Because of stage-wise
independence, the future income function is scenario independent.

Let 7rg7n be the dual value of constraint (3.1). Being the dual value of the reservoir
balance, Wg’n is the water value; the increase in the objective function for a marginal
increase in reservoir volume. The right hand side of the constraint consists of both
Vi1, and I(zt_lﬁn).

_ Oap 0oy
" Ove1m OL(2e-1,0)

J
U

(3.26)

It is desirable to observe the change in a; for the previous time stage variables, i.e.
z;—1 and not I;. Observe that

804,5 o (90ét 8](2&_17”)

= 3.27
821571,77, aI(ztfl,n) aztfl,n ( )
From equation (3.6) it can be seen that
a](zt,1 n)
L — 3.28
aZt—l,n Ut¢ ( )
Let ,u{m be the dual value referring to z;_; , given by
. aat .
.ugm, = 8Zt71,n = ﬂ-g,ngtw (329)

Solving the differential equations for cy:

37 Vt—1,n .
/ 8o¢t:/ ﬂ'imavt_l,n (3.30)

.
t—1,m

O — a: = Wz,n(vt—l,n - U;Ek—l,n) + f(Zt—L"’utL—l,n) (331)
and
(27 Zt—1,n .
/ Oay :/ ,U/g,naztfl,n (332)
ay Z:—l,n
Qy — a;k = lu{,n(ztfl,n - Z:—l,n) + f(vtfl,nﬂ utL—l,n) (333)

The integrations are from the optimal solution, marked with (*), found in the forward
stage, to a small deviation from this value, which is unknown. The difference between
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them represents the change in the right hand side and the corresponding change in
the objective function.

The same procedure is followed for uf ; ,:
Let ¢7,, be the dual value of constraint (3.17)

: 80(,5

= 3.34
t,n autL_Ln ( )

Solving the differential equation for ay:

Qi Vt—1,n .
[ oa= [, elout, (3.35)

ay utle,n

Q¢ — a;fk = {,n(uthl,n - utle,n) + f(vtfl,nv thl,n) (336)

Aggregating equations (3.31), (3.33), and (3.36) gives

Qi1 < Oé;;FJrl + Wg—i-l,n(vt,n - ’U;:n) + /J'g—i-l,n(z’lt,n - Zz(,n) + (bg—i-l,n(utL,n - Uf::;) (337)

Following the argumentation in Section 2.4.2, this will be an upper bound to the
actual future income function. It is therefore denoted &;11. Before adding this
constraint to the problem, it is rewritten for time stage ¢ and modified to incorporate
time blocks and modules:

é2754r1 < a:Jrl + ZmEMWg+1,m(Ut;w7m - /U;‘/k,w,m)
+ EMGM,LLngl,m(ZLm - Z:m) (338)
+ ZMEM¢§+1,m(utl:w7m - /U’tl::u,m)7 VJ € H,’U) = ‘W‘

The future income function is also added to the objective function.

A problem occurs in the final time stage, as the cuts are added for the future time
stage. This is solved by adding an estimated end cut in the final iteration. Ideally a
set of valid cuts would be used, but one end cut simplifies the results [4]. As shown
in Section 2.4.1, the future income function is a concave piecewise linear function.
The end cut is modelled by a single estimated water value. As a consequence, the
estimate of the end reservoir volume value becomes poorer and poorer the larger the
deviation from the reservoir volume used to find the end cut water value. Especially
large end reservoir volumes might be valued too high. This is illustrated in Figure 3.4,
where it can be seen that the actual and modelled end future income values are equal
for v\lTl’ but for vfﬂ there is a difference equal to 04‘27*-| 41 a|27-‘ 41~ Additionally, the
end cut consists only of a water value, while the future income function also includes
the dual value of start-up. As a result, the value of running power plants at the end
of the simulation period is not captured by the end cut. However, considering the
size of the start cost, it can be argued that this has a negligible effect.
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The end cut is given by the dual value Wllﬂ +1,m and a right hand side coefficient b7,
shown in the following equation:

AT141 < Sme M7 11 m VT v + 17| (3.39)

A|7)4+1
————— End cut model
aZ* //’/
|||+1 AU R PR PR PR _/_/;)‘ Actual end future
by " : income function
1 oo
A7|+1 _
Yir|
1 2
Vim| Vit

Figure 3.4: [Illustration of the actual and modelled end reservoir values for two
different end reservoir volumes.

3.1.9 System constraints

Certain system constraints are needed to facilitate power stations connected to
multiple reservoirs. Such a power station is included in the modules of all connected
reservoirs and modelled by the constraints below.

EmEBm (uf:w,m + Ot,w,m) < 1 Yw € W (340)
SimeBo Prwm < max{PE™  ¥m € By} Yw e W (3.41)

(3.40) ensures that only one module is allowed to generate power or operate as a SC
for modules sharing the same power station. As (3.40) is a tighter formulation than
(3.20), the latter can be excluded for modules m € B,, to improve computational
efficiency. (3.41) limits the total possible sales of capacity for the same modules.
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3.1.10 Objective

The objective function can be found by combining equations (3.2), (3.9), (3.14),
(3.19), (3.23), and adding the future income function:

~ B , By,
&y =max {Zcecch\t)cpt,é t

+ EIUGWWU) [Aﬁwefw + )‘fﬂgw(eiw - Tesz)
— Ymem (/\th,w,m + AFSt,w,m):| (342)

- ZwGWZmEM)\U(St,w,m + @t+1}



42 3. METHODOLOGY

3.1.11 One stage problem formulation

The above equations and constraints result in the following problem formulation for
time stage t.

&y = max { cecCle AL ch“’t

+ EwGWW |: t wet ,w + )‘SKt w(efw Tefw)
— Yimem (/\th,w,m + /\Fst,w,m)] (343)
— ZwewSmemAY bt wm + 54t+1}
s.t.
V¢ w,m + ZieSmQt,w,m,i + St,w,m

— Yre,, (Stwk + bt wk + Bies,, Qt,w,k,i)
+ bt,w,m — Wtw,m = Vtw—1,m + It,w,m(zt—l,m)a Ym e M,Yw e W (344)

e M€ S, Thom,iQtw,m,i — €f,w + efw =0, Yw e W (3.45)
SieSm Yuym,idtywmi T Prowm < P, Vm e M,Yw e W (3.46)
i€ Sm Yw,m,ilt w,myi — W}?Ew’m >0, Ym e M,Yw e W (3.47)
SmeM Plwm — Pt =0, Vee CYwe W (3.48)
Y8 At w,mi Qmmut Jw,m

—(Qmer —Qminyll =0, Vm e M,Yw e W (3.49)
U~ Ut m 2 0 Ym e M,Yw e W (3.50)
Uiy = U 1.m — Otiwm < 0, Ym e MYweW (3.51)
Otwm = Ut sp—1.m = Otaw—1,m — Otwm < 0 Vm e M,\YweW (3.52)
Uf vy + Otwm < 1 VYm e M,Yw e W (3.53)
SmemBERotwm —eff, =0 YweW (3.54)
SmeBy, (Ut m + Otawm) <1 Yw € W (3.55)
SmeBnPwm < max{PE™  Ym € By} Yw e W (3.56)
Vtwm < Vi ™%, Vm e M,Yw € W (3.57)
Gtwmi < Qe s Vm € M,Yw € W (3.58)
bt w,m < B, Vm € M,Yw e W (3.59)
Plwm < PHmes, Ym e M,Yw e W (3.60)
Vt,w,ms Qt,w,m,is bt,w,mpfu,m >0, Ym e M,Yw eW (3.61)
U w5 Uty s Ot s Ot € [0,1], Vm e M,YweW (3.62)

dt+1 < O‘:Jrl + ZMEMWg+1,m(Ut,w,m - v;w,m)
+ EmEMui+1,m(Ztvm - Z;m)
+ S M1 (W g — Uty ) Vi eH,w=|W| (3.63)
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Limits for the various variables have also been added to the problem. The solution
algorithm of the Strategy Model can be found in Appendix B

3.1.12 Additional features

Thermal units can also be included in the model, allowing modelling of hydro-thermal
systems. This feature will not be used in this thesis and is not discussed in greater
detail.
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3.2 Simulator Model

The Simulator Model utilizes the strategy obtained from the Strategy Model and
applies a more detailed description of the system when solving the problem, adding
cuts describing the opportunity cost of water at the end of each time stage [38]. It
is modelled as a MIP problem, accommodating integer and binary variables. The
Simulator Model is solved for the same price and inflow scenarios as the last forward
iteration of the Strategy Model to facilitate comparison between the two. The one-
stage problem formulation of the Simulator Model is similar to that of the Strategy
Model, with some changes due to the enhanced system description. This section will
describe the differences in the problem formulation from the Strategy Model.

3.2.1 Binary variables

The following binary variables are introduced to achieve an enhanced problem
sim
t,w,m

sim

t,w,m,t )
3 s1m iIni

state of a power station, 6;%",, determining start-up,

operation of a power station, and Hffgfm determining state transitioning. A detailed

formulation; = defining the state of each PQ segment i, u determining the
Of,i'LT,m

determining the mode of
description is given below.

1, if PQ segment i of module m is used,

sim _
‘rt,w,m,i - .
0, otherwise.

i 1, if the power station in module m is generating power,
bm 0, otherwise.
1, if the state of the power station is 1 in time block w
5fzjnm = and 0 in in time block w — 1,

0, otherwise.

osim 1, if the power station is operating as a SC,
bnm 0, otherwise.

1, if the state of SC operation is 1 in time block w and the

stm

0 m = state of the power station is 1 in time block w — 1,

0, otherwise.

3.2.2 Hydropower module

The requirement of a concave PQ segment curve does not apply to the Simulator
Model. In Figure 3.5 an illustration of a non-concave (and non-convex) PQ segment
curve with associated parameters is shown. Let gt . m,; be the discharge of segment ¢,
i.e. the discharge between Qy m i—1 and Qu m i as in the illustration. The following
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N8l VISl

. Ni-1¥i—1

: : ‘ q[m?/s]
Qo Q Qe Qi Qi ees Qs

Q-1 =q; =0Q;

Figure 3.5: Illustration of a PQ segment curve which is neither concave nor convex.

equations may then be used to model the power station.

Ptow,m — 2ieSy,Ptw,m,i = 0, Yw e W,Vm € M (3.64)
Dtw,myi — Yw,m,idt,w,m,i = 0, Vi e Sy, Vm e M,Yw e W (3.65)
Quom,i—1T5 o i — Qtw,mi < 0, Vi € S, Vm € M,Yw e W (3.66)
Quom i3 i — Gt wmai > 0, Vi € S, Vm € M,Yw € W (3.67)
Siesn Thmi = 1, Vm € M,Yw € W (3.68)

Equations (3.66) and (3.67) limit the discharge, equation (3.65) couples the discharge
to the generation and equation (3.64) gives the total generation from one power
station. (3.68) limits the maximum number of possible segments used to one.

The production variable p; . m is also included in the energy balance, contrary to
the Strategy Model where the discharge and power equivalent is used.

3.2.3 Power station

The use of binary variables allows for a better modelling of the start-up of a power
station, given by the equations below, which connect the power outputs of the
generators to their state.

Ptow,m — P ug'i,, <0, Ym € M,Yw € W (3.69)
Prowm — Pt >0, Vm € M,Yw € W (3.70)
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3.2.4 Start-up

In the Simulator Model, a more accurate modelling of the start-up costs associated
with SC mode of operation is used. Table 3.1 shows the transition costs between the
various states. The cost of shutting down either generation or SC mode of operation

Transition wit,, o ogtm, gty oftm . Cost
Standstill — Generation 1 0 0 0 AU
Standstill — SC 0 1 0 0 AV
SC — Generation 1 0 0 1 AV
Generation — SC 0 1 1 0 ¢

Table 3.1: Approximate transition costs between states.

is included in the start-up costs, i.e. the transitions from standstill. The transitions
are modelled by the following equations:

ug =gy — S <0, VYm € M,Yw € W (3.71)
Of,zgfm - uffg—l,m - Offgl—l,m - 5t8,i1’:)rfm S 0 vm € Mavw € W (372)
offﬂm - uffgfm + ufﬂT_Lm — fﬂTm <1 Vm € M,Yw € W (3.73)

Equation (3.71) models the costs induced by transitioning from standstill and SC
mode of operation to generation, (3.72) models transitioning from standstill to SC
mode of operation and (3.73) models the transition from generation to SC mode of
operation. The equations are formulated so that they induce the correct costs, should
the model be run with simultaneous generation and rotational energy provision. Both

o7, and 077 are included with their associated cost in the objective function.

3.2.5 Provision of rotational energy

The provision of rotational energy is modelled with the binary variables:
wg, +op, <1 Ym € M,Yw e W (3.74)

to avoid simultaneous generation and SC operation and

SmemBERoi, — e, =0 Yw e W (3.75a)
SmemBER W, + o5 ) —efl, =0 Yw e W (3.75b)
couples the mode of operation to the provision of rotational energy for two different

market solutions. As with the Strategy Model, (3.75a) will be used in the remainder
of this chapter.
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3.2.6 System constraints

The following system constraints are included in the Simulator Model.

ZmEBm (U’f,iglﬂn + Of,l:;ﬁtm) <1 Yw e W (376)
bew,m + Qe ust, < Qe Ym e M,Yw e W (3.77)

(3.76) is similar to (3.40), modelled using the binary variables described above. (3.77)
refrains a hydro power module from simultaneously generating power and bypassing
water to other reservoirs. This constraint is only included for modules with bypass
connectivity.
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3.2.7 One stage problem formulation for the Simulator Model
The above equations and constraints result in the following problem formulation for
time stage t.

Gy = max {EcecOc)\fcpfé“t

R _R S ..S S P
+ ZwEVVVVw |:)‘t,wet,w + )‘t K;t,w(et,w - Tet,w)

- EmE./\/l ()‘th,w,m + /\Fst,w,m)] (378)
- ZwGVVEmG/\/l ()‘U(sif,ivjfm + /\Gets,’ﬂ?m)
+ @t+1}

s.t.
Vtw,m + Ez'€$mqt,w,m,i + St,w,m

— Ykea,, (Stwk + bt wk + ies,, Qrw.ki)

+btwm — Ttawm = Veaw—1.m + Lewm(Zi—1,m), ¥m € M,Yw € W (3.79)
SmeMPtawm — € T €y =0, Yw eW (3.80)
Prowsm + Phowm < P, Vm e M,YweW (3.81)
Pravsm = Piown — Pr " ugit > 0, Yme MYweW (3.82)
SmeM Pl — Pt =0, VeeC,Yw e W (3.83)
Prowm — Pt uglyt, <0, Vm e M,Yw eW (3.84)
Prawm — B gy, >0, Vm e M,Yw e W (3.85)
U = Uy — Ot < 0, Vm € M,Ywe W (3.86)
OF i = U tm — Ot tm — O <O Ym e M,YweW (3.87)
Oy — Uy U — O <1 Vme M,YweW (3.88)
U+ OF i <1 Vme M, YweW (3.89)
SmemEpolt, — el =0 YweW (3.90)
SimeB (Utm + Oftm) <1 YweW (3.91)
bt wm + Qg < Qe Vm e M,YweWw (3.92)
Pravm — Sics, Pravmi =0, Yw € W,¥m € M (3.93)
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Dtw,myi — Yw,m,iGt,w,m,i = 0, Vi € S, Vm e M,Yw e W (3.94)
Qu,m,i—1T5 i — Gtw.m.i < 0, Vi€ S, ¥m e M,Yw e W (3.95)
Qum iTs i — Qtowm,i > 0, Vi € S ¥m € M,YweW (3.96)
SieSn Timm,i = 1 Vm e M,YweW (3.97)
Vtwm < Vi, Vm € M,Yw €W (3.98)
bt,wm < B, Ym e M,Yw eW (3.99)
Pm < PRmes, Vm € M,Yw € W (3.100)
Vt,m> btw,ms Do = 0, Ym € M,Yw € W (3.101)
U s OF s Ot € {0, 1}, Vm € M,Yw € W (3.102)
Qi1 <oy + EmeMWngLm(vt,w,m - ”;w,m)

+ Some Mty 1.m (Ztm = 2m) (3.103)

+ Em€M¢g+1,m(u£w,m - utL,Z;,m)a VieH,w= |W|

The solution algorithm of the Simulator Model can be found in Appendix B.






4 Hydro System Modelling and
Case Study

4.1 Case Study

4.1.1 Hydro system

This section aims to describe the hydro system used in the model. The system,
operated by Lyse AS, is located in Forsand kommune in Rogaland fylke in Norway,
belonging to Elspot area NO2. A decision to build a new power station in Lysebotn
has been made, as the old power station is approaching the end of its lifetime. The
new power station (Lysebotn-2) is planned to be ready to operate in the spring of
2018, running in parallel to the existing power station (Lysebotn-1). The future
system will consist of four reservoirs and three power stations, resulting in four
hydropower modules, |[M| = 4. A representation of the physical and modelled

7% /1. Nilsebuvatn

1. Breiava powerst.

91 % i
Lyngsvatn 2. Breiava & Lyngsvatn

3. Strandvatn "\ 2 %

W Dummy

| Lysebotn-2 || Lysebotn-1 | 2. Lysebotn-2 || 3. Lysebotn-2 || 4. Lysebotn-1 |

| | l | l

Figure 4.1: Physical (left) and modelled (right) hydro system representation.
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Module Average annual inflow Reservoir capacity Degree of regulation

1 51 % 7% 0.09
2 24 % 91 % 0.80
3 25 % 2% 0.05
4 0% 0% -

Table 4.1: Reservoir parameters.

system is shown in Figure 4.1. All reservoirs are shown with their storage capacity
in percent of the total system. The dashed lines in the physical model representation
show the planned hydrological connections of Lysebotn-2. In the modelled system
representation, each reservoir and power station is shown with its associated module
number, m.

Table 4.1 shows the average annual inflows and reservoir capacities as percentages of
the total values of the hydro system, as well as the degree of regulation (DOR). The
latter is the ratio between the reservoir capacity and inflow indicating the amount of
inflow that can be stored for regulation. The DOR level of the reservoirs in modules
1 and 3 are low compared to the DOR of the reservoir in module 2. Thus, the
reservoirs of modules 1 and 3 have a shorter planning horizon and a smaller impact
on the strategy of models with weekly time stages. The reservoir of module 2 may
be regarded as a regulating reservoir, with a longer planning horizon and a larger
impact on the overall strategy of medium- and long-term models [33]. The reservoir
of module 4 is a dummy reservoir.

Lyse AS evaluated whether to install Pelton or Francis turbines in Lysebotn-2. In
Figure 4.2, energy equivalents for the two turbines are shown. The Francis turbine has
a higher maximum energy equivalent than the Pelton turbine. However, the Pelton
turbine is characterized by a high energy equivalent for a wider area of operation.
Lyse AS concluded that the Francis turbines had a better profitability due to a lower
investment cost and better efficiency.

Lyse AS has yet to make a decision regarding the future operation of Lysebotn-1.
Lysebotn-1 is installed with Pelton turbines and is approximately 9 % less efficient
than Lysebotn-2, generating from Strandvatn. Compared to Lysebotn-2 generating
from Lyngsvatn, Lysebotn-1 has a 14 % lower efficiency. However, the wider operating
area of the Pelton turbines allow Lysebotn-1 to operate at a lower set point without
losing efficiency. This makes the power station well suited for delivery of FCR-N.
Hence, the hydro system is modelled with continued operation of Lysebotn-1 to
investigate this assertion.
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Energy equivalent from Lyngsvatn
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Figure 4.2: Energy equivalents for Pelton and Francis turbines in Lysebotn-2.

4.1.2 Synchronous condenser

Lyse AS has decided to invest in SC mode of operation of Lysebotn-2. Associated
parameters to the operation are shown in Table 4.2.

Inertia constant  Rated power Rotational energy

3.0s 2 x 215 MVA 1290 MWs

Table 4.2: SC mode parameters for Lysebotn-2.

In Table 4.3, the investment costs associated with SC mode of operation are shown.
The facilitation most notably includes the installation of a compressor, motor starters,
a cooling system, and monitoring and control systems. The electrical brake is used
to reduce the transition period from production to SC mode.

Investment Cost

Facilitation of the plant 20 MNOK
Electrical brake (per generator) 2 MNOK

Total 24 MNOK

Table 4.3: Investment costs for SC operation of Lysebotn-2, provided by Lyse AS.

As these numbers are from 2014, the manufacturing producer price index is used to
adjust the investment cost, collected from [43]. The numbers are shown in Table 4.4.
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The resulting investment cost corresponds with the estimate of 10-20 kNOK/MWs
used in [30].

Time Manufacturing PPI  Investment cost Cost/rotational energy
January 2014 149.3 24.00 MNOK 18.60 kKNOK/MWs
January 2016 145.3 23.36 MNOK 18.11 kNOK/MWs

Table 4.4: Manufacturing producer price index adjustment.

An investment analysis can then be performed. The discount rate used in this thesis
is the sum of the current risk-free real interest rate and a risk premium. The latter is
set by the Norwegian Ministry of Finance to 3 % [44]. The risk-free interest rate is
set equal to Norwegian 3-year government bonds, equal to 0.76 % in 2015 [45]. The
investment analysis period of hydropower stations is typically set to 40 years, while
their lifetime is assumed to be 60 years [46]. The yearly break-even income is found
by applying the net present value (NPV) method and setting the NPV equal to zero.
The result is shown in Table 4.5.

Investment cost Discount rate  Analysis period Yearly break-even income

23.36 MNOK 3.76 % 40 years 1 138.41 kNOK /year

Table 4.5: Investment analysis parameters and results.

The operational costs for SC mode of operation proved difficult to find and are thus
neglected.

4.1.3 Time resolution

In this thesis, model results from two years will be analyzed. The model is solved
with time stages in a weekly resolution, starting from week 5. Every week has seven
days and every day is divided into three time blocks; night, day and evening with an
hourly resolution. For the capacity market, every week has two days; one representing
week days and one representing the weekend. These are divided into time blocks as
previously described. See Table 4.6 for further details.

4.1.4 Rotational energy market

The rotational energy market is assumed to be open only in time periods where
the rotational energy in the power system falls below a system requirement. Only
provision of rotational energy from SC mode of operation is remunerated, given by
equations (3.22a) and (3.75a), and the market is also assumed to be cleared after the
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Time set Length Starting point End point Resolution
teT 104 stages 5 |7 =108 1 week

weW 21 blocks 1 W) =21 [8,12,4,8,12,...,4] hours
ceC 6 blocks 1 IC| =6 [8,12,4,8,12, 4] hours

Table 4.6: Time resolution.

Elspot market. Considering the market clearing process of the model, discussed in
Section 3.1.7, it is clear that a hydropower producer will be able to perfectly forecast
when the rotational energy market is open, before bidding in Elspot. To counteract
this effect, the model may be run without equations (3.20) and (3.74). By removing
SC mode of operation from the results in time steps where simultaneous generation
and SC operation occurs, an analysis of a scheduling strategy with no speculation
may be achieved. The market is modelled with a fixed price in each time period it is
open.

Using a system requirement for rotational energy of 100 GWs, Figure 2.9 shows that
one period has a critically low amount of rotational energy; week 31 during the night.
Consequently, the rotational energy market is assumed to be open in the first and
last time block of each day, during week 31.

4.1.5 Prices

The price point series used are provided by SINTEF and consists of |R| = 7 price
points for each stage. To model the energy price profile, historical Elspot prices with
an hourly resolution from week 5 in 2014 to week 4 in 2016 were used. These were
collected from Nord Pool Spot’s "Data Downloads" web page [47]. As previously
mentioned, the capacity prices used in the model are historical values. Weekly FCR-N
prices from week 5 in 2014 to week 4 in 2016 were collected from Statnett’s download
centre [48]. The Elspot prices used to model the price profile and the capacity prices
can be seen in Figure 4.3.

The rotational energy price is set so that it provides the required yearly income
to cover the investment cost, i.e. the yearly break-even income, adjusting for start-
up costs. As mentioned, operational costs are neglected. It is calculated so that
participation provides the same income in every time block and time stage it is open.
The necessary rotational energy price to cover the income in Table 4.5 is shown
in Table 4.7, along with other market parameters. The price is calculated under
the assumption that the power station operates as a SC in every time period the
rotational energy market is open. It is also assumed that the power station transitions
from standstill to SC operation in every time step, so avoided start-up costs from SC
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Figure 4.3: Elspot [NOK/MWh] and FCR-N [NOK/MW /h] prices, from week 5 in
2014 to week 4 in 2016.

operation in consecutive time periods are not taken into account. Figure 4.4 shows
the rotational energy prices plotted against historical Elspot and FCR-N prices for
each time block between week 30 and 33 in 2014. The Elspot price is the average of
the hourly prices in a time block.

Time stage Time blocks Number of hours Rotational energy price

31 1,4, ..., 19] 56 10.90 NOK/MWs/h
31 2,5, ..., 20] 84 0.00 NOK/MWs/h
31 3,6, ..., 21] 28 11.29 NOK/MWs/h

Table 4.7: Rotational energy price parameters.

4.1.6 Inflow

The inflow data was provided by SINTEF and consisted of 70 years of historical time
series, in a daily resolution. This was used to calculate the average weekly inflow,
the standard deviation and the sequential autocorrelation. The latter can be seen in
Table 4.8, while the average inflows and standard deviations are shown in Figure 4.5.
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Figure 4.4: Elspot [NOK/MWh], FCR-N [NOK/MW /h], and rotational energy
[NOK/MWs/h] prices from week 30 to 33.
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Table 4.8: Sequential autocorrelation.

4.1.7 End cut

After running the model once, information about the reservoir level and cuts after
one year is obtained. As the model is run for two years, applying this information
gives an estimate of the end cut parameters given in Table 4.9. ﬂllﬂ +1,m 18 glven in
[kNOK/Mm?] and b7 in [kNOK].

1 1 1 1
Tirs1n T2 T TTiea O

839 765 761 758 0

Table 4.9: End cut parameters.

4.2 Modelling

In the modelling of the hydropower system, Breiava is aggregated with Lyngsvatn,
due to Breiava’s small size, to increase model simplicity. These two reservoirs will be
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referred to as Lyngsvatn. Lysebotn-2 is modelled twice to facilitate its connections
to both Lyngsvatn and Strandvatn. As the reservoirs have different heads in relation
to Lysebotn-2, the power station can only operate from one reservoir at a time. A
dummy reservoir with zero inflow and storage capability is modelled with bypass
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Figure 4.5: Inflow and standard deviation for weeks 5 to 56.

from Strandvatn, representing the inlet to Lysebotn-1.

Figure 4.6 shows plots of the PQ segment curves and associated energy equivalent
curves of the power stations. The Strategy Model requires concave PQ segment curves
resulting in an energy equivalent curve with a downward slope. This is obtained by
removing conflicting PQ segments. The removed segments are chosen so that the

total number of segments removed for a power station is kept at a minimum.

The following modelling is done with the use of Matlab scripts:
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— Generate a price profile, with average values for weekday and weekend time
blocks within the week. The profile is then scaled so that its mean value is 1.

Generate a capacity price series compatible with the model.
— Generate a rotational energy price series.

— Calculate average weekly inflows, their associated standard deviation, and
sequential autocorrelation.

Calculate end cut parameters based on the average value of the cuts in week
56 and the probability of their associated price point occurring in week 108.

— Calculate average and total values of the results.

Tables 4.10 and 4.11 include some selected model parameters. A hyphen denotes
that the parameter is not applicable for the given hydropower module.

The prototype model is altered to fit the aim of this thesis. The following is
implemented by the author:

— SC mode of operation of power stations.
— Provision of rotational energy.

— System constraint to limit operation for modules sharing the same power station
in the Strategy Model.

Parameter Unit Module 1 Module 2 Module 3 Module 4

pmaz MW)] 13.80 400.93 378.14 217.60
pmin [MW] 6.90 62.14 58.45 42.00
Qmaer [m?3/s] 27.00 66.00 66.00 41.40
Qmin [m3/s] 13.50 11.19 11.19 8.00
V,maz [Mm?] 40.50 511.80 12.40 0.00
Bmax [m3/s] - 66.00 41.40 -
AU [kNOK] 2.00 4.00 4.00 2.00
\C [kNOK] - 1.50 1.50 -
Sm (%) 2.00 2.00 2.00 2.00
pBmaz MW] 1.38 40.01 37.81 21.76
EER [MWs] - 1290 1290 -

Table 4.10: Hydropower module parameters.
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Parameter Unit Value
AT [kNOK/ Mmg] 100000
AF [kNOK/ Mmg] 1
T — 1.01

Table 4.11: Model specific parameters.

Every model run is executed with the model characteristics given in Table 4.12.

Model Forward scenarios Backward openings Iterations
Strategy Model 50 9 15
Simulator Model 50 - 1

Table 4.12: Model run characteristics.
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Figure 4.6: Actual and concave power station curves. The numerical values have
been left out because of the sensitivity of the information.






5 Results and Discussion

This chapter will discuss the results from a conference paper submitted to the 51st
International Universities’ Power Engineering Conference (UPEC 2016), held in
Coimbra, Portugal. Additional results and plots from the simulations that were
not included from the paper due to the lack of space will also be presented. The
submitted paper can be found in Appendix A. At the point of time this thesis was
completed, no formal acceptance was yet received from the conference committee.

5.1 Model Runs

Two model runs were performed, one with perfect speculation of when the rotational
energy market is active, and one with no speculation at all. These will be referred to
as run 1 and run 2, respectively. The model runs are shown in Table 5.1.

Run Rotational energy market speculation

Perfect
2 None

Table 5.1: Model run characteristics.

The scope of the submitted paper and this thesis is limited to the results of the
Simulator Model, as it provides an enhanced system description. The last iteration
of the Strategy Model and the Simulator Model was solved for the same pre-sampled
inflow scenarios and price points in both runs, for better comparison. As the first 14
iterations of the Strategy Model, which determine the cuts, are solved for different
price and inflow samples between the runs, sample variations may still affect the
results.

5.2 Main Findings

This section will present the main findings of the submitted conference paper.

63
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5.2.1 Market participation

Figure 5.1 shows the average values of Elspot, FCR-N and rotational energy market
participation from modules 2 and 3 (Lysebotn-2) during weeks 30 to 32, in the first
year of the simulation period. As sales of both capacity and rotational energy tends
to either be at its maximum value or zero, the values provide information about
the frequency of scenarios where market participation occurs. In run 1, SC mode of
operation occurs in every time block the rotational energy market is open, showing
that the gain from participating in the rotational energy market is higher than that of
combined Elspot and FCR-N market participation. In run 2, the optimal strategy for
Elspot and FCR-~N market participation is followed. From Figure 4.4 it can be seen
that when comparing prices within each day of week 31, the first time block of each
day experiences moderate Elspot prices and high FCR-N prices. The second time
block of each day experiences high Elspot and low FCR-N prices, and the last time
block experiences low Elspot prices and moderate FCR-N prices. This explains the
market participation in run 2. In the first time block the Elspot and FCR-N markets
are participated in approximately the same number of scenarios as the rotational
energy market. Due to the moderate Elspot prices and high FCR-N prices, the
generation is at minimum in most scenarios to allow sales of capacity. As the Elspot
prices in the last time block of each day are low, there is no Elspot or FCR-N market
participation, allowing run 2 to participate in the rotational energy market.

5.2.2 Economic results

Table 5.2 shows the average income from the various markets during the whole
simulation period. The end water value is calculated by multiplying the average
end reservoir levels with the end cut water values given in Table 4.9. Run 1 has
a slightly higher income from sales of energy, but also has less stored water in the
reservoirs at the end of the simulation period. Due to perfect speculation, run 1 has
a higher income from the rotational energy market. The contribution from rotational
energy provision is substantial, considering the number of hours the rotational energy
market is open. Run 2 has a higher income from sales of capacity, mainly caused by
participation in the FCR-N market in the time blocks where run 1 participates in
the rotational energy market.

Run Elspot FCR-N Rotational energy End water value

1 1 446.70 6.77 2.39 322.24
2 1 444.99 6.83 1.97 324.51

Table 5.2: Expected income from each market and the end water values in the two
model runs (MNOK).
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Figure 5.1: Expected Elspot (top), FCR-N (middle) and rotational energy (bottom)
market participation in year 1 for model runs 1 and 2.

The difference in generation due to rotational energy market participation between
the runs, compared to the total generation is small and has a negligible effect on the
overall reservoir strategy. This is mainly due to the short time period the rotational
energy market is open and that the rotational energy market is open during time
blocks and stages with low Elspot prices. As previously discussed, only the first
time block of each day during week 31 showed a significant change in the market
participation strategy between the runs. For the given case study considering the
year 2020, Rotational energy market participation has a small effect on medium
term hydropower scheduling. It would therefore be interesting to study its effects in
short-term models. It is viable that the demand for rotational energy will be higher
further into the future, causing the rotational energy market to be open for a longer
time period and have a larger impact on medium-term hydropower scheduling.

Table 5.3 shows yearly costs and income associated with SC operation. The values
are averaged over the two years of the simulation period. In run 1, the income is
higher than the required yearly income to cover the investment cost. This is an
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expected result, as SC operation occurs in every time block the market is open.
Because the price was set including start-up costs, which are higher than transition
costs, transitioning from generation to SC operation causes a higher income than
required. In run 2, the income is reduced by 17.7 %, due to the reduced market
participation and the required yearly income to cover the investment cost is not met.
The rotational energy prices would have to be increased by approximately 22 % to
accumulate the necessary income to provide investment incentives.

Ideally, the rotational energy price would be at a level where it would not interfere
with the optimal generation and capacity allocation strategy. This may be obtained
by adjusting the income from sales of capacity and energy for the water value. It
is found that a price of 1.02 and 0 NOK/MWs/h in the first and last time block
of each day of week 31 respectively should mitigate interference in over 90 % of
the time blocks and scenarios. A price of 0 NOK/MWs/h indicates that sales of
energy and capacity is not profitable in that time block, and interference will not
occur. Hence, rotational energy provision in the last time block will not be in
conflict with the optimal Elspot and FCR-N market participation strategy. A price
below 1.02 NOK/MWs/h in the first time block and a high price to accumulate the
required income in the last time block would provide a strategy which does not cause
interference, while covering the investment cost.

As mentioned in Section 3.1.7, the price of a rotational energy market governed
by the supply and demand of hydropower producers and the TSO would likely
be equal to the marginal cost of rotational energy provision. A higher price than
the costs associated with SC operation would not lead to an increased amount of
rotational energy provided. Instead it would cause hydropower producers to switch
from generation to SC mode operation as the income from the rotational energy
market surpasses that of the Elspot and FCR-N market, adjusted for the water
value. To ensure investment in SC mode of operation of hydropower plants, the
market must either have a fixed price (remuneration) which covers the investment
cost, or investment support must be offered. Considering the short time period the
rotational energy market is open and the needed rotational energy to meet the system
requirement in the 2020 scenario, providing a remuneration rather than establish a
market seems like the most practical solution.

Run Income Transition costs Start-up costs Profit

1 1 194.86 7.83 6.72 1180.31
2 984.04 7.13 5.56 971.35

Table 5.3: Average yearly economic results from SC operation for the two runs
(kKNOK).
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5.3 Additional Findings

This section will present additional results from the simulation, which are not included
in the submitted paper.

5.3.1 Second year market participation

Figure 5.2 shows market participation from the second year of the simulation period,
where the sampled Elspot prices are lower. Less participation in the Elspot and
FCR-~N market causes continuous SC operation to avoid start-up costs. This may not
be a realistic result as the operational costs are neglected. As the optimal Elspot and
FCR-N strategy in run 2 rarely coincides with an active rotational energy market,
run 1 and run 2 experience similar SC operation strategies. Some deviation between
the strategies is found towards the end of week 83. This is due to an increase in
FCR-N prices causing several scenarios to generate at their minimum set point in
order to participate in the capacity market. The sampled prices corresponding to
figures 5.1 and 5.2 are shown in Figure 5.3.
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Figure 5.2: Expected Elspot (top), FCR-N (middle) and rotational energy (bottom)
market participation in year 2.
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Figure 5.3: Expected Elspot, FCR-N and rotational energy market prices during
weeks 30 to 32 (top) and 82 to 84 (bottom).

5.3.2 Rotational energy results

This section will present some additional results related to participation in the
rotational energy market.

Socioeconomic cost

The required yearly income of 1 138.41 kNOK /year, from Table 4.5, results in a
rotational energy price of 10.51 NOK/MWs/h (not adjusted for start-up costs). In
[30], the median value of the strategy with the lowest socioeconomic cost, reducing the
dimensioning fault, was 1247 EUR/GWs/h. This is equivalent to 11.59 NOK/MWs/h,
using the exchange rate of June 2016'. Hence, SC mode of operation of hydropower
plants is seen as a cost efficient strategy to ensure sufficient system inertia for
the given case study. In [30] it is found that SC mode of operation results in a
much higher rotational energy price. This is most likely due to the use of a system

1100 EUR = 929.35 NOK



5.3. ADDITIONAL FINDINGS 69

requirement of 90 GWs, which results in a shorter time period of critically low system
inertia, leading to fewer operating hours in SC mode. As shown in Figure 3.3, the
necessary rotational energy price to cover the investment in SC mode of operation of
hydropower plants strongly depends on the number of SC mode operation hours.

Dual values of rotational energy

The dual values of rotational energy provision, i.e. of constraint (3.90), are equal to
the rotational energy prices.

Non-interfering rotational energy price

The rotational energy price level, which does not cause interference with the optimal
generation and capacity strategy mentioned in Section 5.2.2, is based on the optimal
strategy in run 2. By subtracting the water value multiplied by the discharge from
the income from sales of energy and capacity, an indication of the value of Elspot
and FCR-N market participation in a given time block and scenario is obtained.
Dividing it by the number of hours in the time block and EX provides the rotational
energy price level. A rotational energy price lower than this level should mitigate
interference in the given time block and scenario. The calculated price levels of the
first time block of each day are plotted in descending order in Figure 5.4, regardless
of scenario and which day in week 31 they occur. Choosing a price just below
1.02 NOK/MWs/h should mitigate interference in 91.15 % of the cases. Evaluating
each time block on its own could lead to higher rotational energy prices without
causing interference. However, due to the uncertainty in future prices and the short
time period, it is assumed that this would not reflect general trends, but rather
characteristics specific to this simulation. The necessary prices to cover the required
yearly income while avoiding interference are calculated assuming equal operation as
that of run 2. Considering the rotational energy market participation in run 2, the
price in the last time block of each day is adjusted for start-up costs, while the price
in the first time block of a day is not. The prices are shown in Table 5.4.

Time stage Time blocks Rotational energy price

31 1,4, ...,19] 1.02 NOK/MWs/h
31 [2,5,..., 20] 0.00 NOK/MWs/h
31 3,6,..,21]  30.25 NOK/MWs/h

Table 5.4: Modified rotational energy price parameters.

A model run was performed with the prices in Table 5.4, referred to as run 3. The
first year market participation in run 3 is plotted against run 2 in Figure 5.5, and
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Figure 5.4: Rotational energy price levels for when interference with the optimal
production and capacity strategy occurs.

Table 5.5 shows the yearly costs and income associated with SC operation of the
runs, averaged over the two years of the simulation period. The results show very
similar market participation strategies for the run 2 and 3, but different economic
results. While run 2 fails to meet the required income to cover the investment cost,
the accumulated income in run 3 is slightly higher than necessary. This is caused
transitioning from generation to SC operation, as the rotational energy price in
time blocks [3, 6, ..., 21] is set including the start-up cost, which is higher than the
transition cost. The results of run 3 will not be discussed further.

Run  Income Transition costs Start-up costs Profit

2 984.04 7.13 5.56 971.35
3 1 152.95 7.5 4.84 1 140.61

Table 5.5: Average yearly economic results from SC operation for model runs 2 and
3 (kNOK).
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Figure 5.5: Expected Elspot (top), FCR-N (middle) and rotational energy (bottom)
market participation for runs 2 and 3.

5.3.3 Reservoir strategy

In Figure 5.6 the expected reservoir levels throughout the simulation period is shown.
The plots show a very similar reservoir strategy for the run 1 and 2, confirming that
the rotational energy market has a negligible effect on medium-term hydropower
scheduling, as previously discussed. Run 2 has a slightly lower reservoir level in
Lyngsvatn after week 31, which may be caused by the reduced generation due to
rotational energy market participation in run 1. However, the difference is so small
that sample variations provide an equally probable explanation. The reservoir levels
of Nilsebuvatn and Strandvatn vary frequently due to their low DORs, while the
reservoir level of Lyngsvatn follows a yearly cycle.

Figures 5.7 and 5.8 show reservoir percentiles from run 1 and 2, respectively. The
percentile curves of Lyngsvatn are spaced closely together, while Nilsebuvatn and
Strandvatn have a large variation between the scenarios, especially during the autumn
and winter. Due their low DORs and small size, sample variations between the
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scenarios have a larger impact on the reservoir strategy.

Table 5.6 shows the expected end reservoir levels. Run 2 is seen to have slightly

higher end reservoir levels in all reservoirs, causing the increased end water value
seen in Table 5.2.

@
=3

Mm3] Reservoir level [Mm3]

oir level [
S
3

n
=}

10 20 30 40 50 60 70 80 90 100

Reservoir level [Mm3] Reserv:

10 20 30 40 50 60 70 80 90 100
time [week]

Figure 5.6: Expected reservoir levels for Nilsebuvatn (top), Lyngsvatn (middle),
and Strandvatn (bottom) in the two model runs.

Module Reservoir Runl Run 2

Nilsebuvatn  27.44  28.46
Lyngsvatn 390.45 392.22
3 Strandvatn 0.70 0.77

Table 5.6: Expected end reservoir levels in [Mm?3].

The water values are plotted in Figure 5.9. The differences between the runs are
small, showing that rotational energy market participation has little effect on the
water values. The range of the water values clearly increases with decreasing DOR,
in accordance with hydropower scheduling theory [33]. Towards the end of the
simulation period, the water values converge towards the end cut value of each
module. From the figure, it may seem that the end cut values are slightly too high,
causing a rapid increase in the water values towards the end of the simulation period.
The water values will be discussed further in the next section.
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Figure 5.7: Reservoir percentiles for Nilsebuvatn (top), Lyngsvatn (middle), and
Strandvatn (bottom) in run 1.
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Figure 5.8: Reservoir percentiles for Nilsebuvatn (top), Lyngsvatn (middle), and
Strandvatn (bottom) in run 2.
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Figure 5.9: Expected water values for Nilsebuvatn (top), Lyngsvatn (middle), and
Strandvatn (bottom) in the two model runs.

5.3.4 Generation and capacity strategy

Figures 5.10 and 5.11 show the generation and capacity strategies for the two model
runs. The overall generation strategies of the two runs are quite similar, with
exceptions when the rotational energy market is active, as previously shown.

The generation strategy of module 1 is greatly affected by the inflow. The maximum
discharge of the power station in relation to the reservoir capacity is substantially
lower than that of the other modules. Combined with a low DOR, this causes
frequent generation. High generation is seen around weeks 20-30 and 75-85, time
periods with high inflow and low prices. This is reflected in a lower water value
around these periods. Capacity reservation occurs frequently, especially around the
aforementioned periods as they experience high FCR-N prices. Sales of capacity is
however not seen as a governing factor of the strategy. The generation strategy is
also affected by the Elspot prices, as the reservoir is emptied during the high winter
prices.

Module 2 has the highest maximum generation and its strategy is strongly affected
by the Elspot prices. Although some sales of capacity are made, generation occurs
almost exclusively at high Elspot prices. The high DOR is reflected in the small
water value variation and accommodates a price based strategy with little impact
from the inflow.
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Module 3 is seen to generate at minimum generation and high sales of capacity during
periods with low Elspot prices and high FCR-N prices. As Lysebotn-2 can generate
from only one reservoir at a time, there is almost no generation when the Elspot
prices are high and the power plant is generating from Lyngsvatn. Being refrained
from generation causes high reservoir levels in Strandvatn as seen in figures 5.7 and
5.8, and is reflected in the very low water values around weeks 20-30 and 75 to 95.
Low water values accommodate a strategy with generation at low Elspot prices and
high FCR-N prices.

Module 4 generates less frequently than the power stations of the other modules, and
the generation occurs at high Elspot prices with low capacity reservation. Figure 5.12
shows the bypass of run 1 and 2. The runs show similar results, and it is seen that
bypass from module 2 to 3 occurs during the same periods as bypass from module
3 to 4. As the reservoir of module 4 is a dummy reservoir, water bypassed from
Strandvatn must be generated in the same time block. Bypass from module 2 to 3
occurs almost exclusively at night, during the last time block of a day, when prices
are low. The water is then bypassed from module 3 to 4 and generated in the two
next time blocks, when the prices are higher. This is shown in Figure 5.13, which
shows the bypass in the first three weeks of the simulation period. Note that this
figure shows the total bypass during the time block, in [Mm3]. Because some of the
stored water in Strandvatn is used to generate and the second time block of a day is
longer than the last, the bypass is higher from module 3 to 4 than from module 2 to
3.

As mentioned in Section 4.1.1, the PQ curve of module 4 makes the power station
well suited for delivery of FCR-N. However, the strategy of module 4 is dominated
by the Elspot market, while module 3 sells capacity when the FCR-N prices are
high. Being connected to the same reservoir, these two modules cannot generate
simultaneously. This is likely due to the low water values of Strandvatn, which
decreases the impact of module 4’s favourable PQ curve. Module 3 has a higher
maximum power output than module 4. The maximum power available for capacity
allocation is therefore higher for module 3, than for module 4. This causes the gain
from sales of energy and capacity, adjusted for the water value, to be greater for
module 4. Module 4 thus contributes by exploiting the inter-daily price variations
by bypassing water at night, and generating during the day, simultaneously with
module 2. This might change if other balancing markets are included when solving
the hydropower scheduling problem.

Duration curves

The duration curves for the two years are shown in Figure 5.14. The small effect
rotational energy market participation has on medium-term hydropower scheduling
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Figure 5.10: Generation and capacity strategy in run 1. From above: module 1
(Breiava power station), module 2 (Lysebotn-2, from Lyngsvatn), module 3 (Lysebotn-
2, from Strandvatn) and module 4 (Lysebotn-1).

is reflected in the small difference between the runs. Module 1 has a high number
of generating hours, due to the low maximum discharge, as discussed earlier. The
generation from module 2 is mainly at maximum, as its strategy is governed by the
prices in the Elspot market. Module 4 shows similar characteristics, but with a lower
number of generating hours. Module 3 has a considerable amount of generation at
minimum, as its strategy is greatly affected by the prices in the FCR-N market.

Dual values of generation

The marginal value of an increase in generation is equal to the Elspot price.

Dual values of capacity

The dual values of constraints (3.82) and (3.81) are shown in Figure 5.15. The
dual value of (3.82), referred to as "Capacity up" in the figure, indicates the cost of
capacity reservation combined with the associated delivery to the day-ahead market.
The value is dependent on the power station’s state. If it is not running, it indicates
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Figure 5.11: Generation and capacity strategy in run 2. From above: module 1
(Breiava power station), module 2 (Lysebotn-2, from Lyngsvatn), module 3 (Lysebotn-
2, from Strandvatn) and module 4 (Lysebotn-1).

the cost of selling energy at an unfavorable time. If it is running, the dual value
will be zero unless the constraint is binding. This occurs when the power station is
producing at minimum, typically during high FCR-N prices and low Elspot prices,
in order to sell capacity. The dual value will then be equal to the lost income from
reduced sales of capacity or the cost of increased generation at a low price, whichever
is smallest. The dual of (3.81), referred to as "Capacity down" in the figure, indicates
the marginal income of selling more capacity or energy at times when Elspot prices
are high, and the generation is at, or close to, maximum. The absolute values are
referred to in the following discussion.

As seen in Figure 5.14, Module 1 has most of its generation at maximum. Additionally,
the power station has a high number of generating hours. This causes high capacity
down dual values, and small capacity up dual values. Module 2 also generates mainly
at its maximum generation limit, but has a lower number of generating hours. The
periods without generation experience large capacity up dual values, while the periods
with maximum generation experience high capacity down dual values. In module
3, the generation is either at zero or minimum. This causes large capacity up dual
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Figure 5.12: Bypass from module 2 to 3 (left) and module 3 to 4 (right) in run 1
(top) and run 2 (bottom).

values almost throughout the whole simulation period, with high capacity down
dual values occurring in only a few time blocks. Module 4 has most generation at
maximum, but a small number of generating hours. This causes large capacity up
dual values most of the simulation period, and high capacity down dual values the
short periods where generation occurs.
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Figure 5.13: Bypass in the first three weeks of the simulation period in run 1 (top)

and run 2 (bottom).
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Figure 5.14: Duration curves for each module in the two years of the simulation

period.
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5.3.5 Economic results

Income

Income from the Elspot, FCR-N and rotational energy market for each module is
shown in Table 5.7 for run 1 and Table 5.8 for run 2.

Module Elspot FCR-N Rotational energy Total income

1 50.6 0.2 0.0 50.8
2 1 029.7 2.2 1.6 1 033.6
3 156.5 3.7 0.8 161.0
4 209.9 0.7 0.0 210.6
Sum 1 446.7 6.8 24 1455.9

Table 5.7: Income in run 1 (MNOK).

Module Elspot FCR-N Rotational energy Total income

1 50.5 0.2 0.0 50.7
2 1027.1 2.4 1.3 1 030.7
3 156.3 3.7 0.7 160.7
4 211.0 0.6 0.0 211.7
Sum 1445.0 6.8 2.0 1 453.8

Table 5.8: Income in run 2 (MNOK).

Tables 5.9 and 5.10 show the income distribution between the markets for each
module of run 1 and 2, respectively. The runs show fairly similar results, except for
the rotational energy share being slightly higher in run 1. The Elspot market clearly
makes up most of the income. As previously discussed, modules 1, 2 and 4 have very
low shares of income from sales of capacity. Module 3 has an income share from sales
of capacity over 6 times higher than module 1, which has the second highest share.

Tables 5.11 and 5.12 show the income distributions between the modules for each
market in run 1 and 2, respectively. The two runs show similar results. Module 2
contributes with most of the income from the Elspot market. It also has a considerable
share of the income from FCR-N market participation, which comes as a result of
the high number of operating hours and capacity limit. The table clearly shows
that module 3 has a FCR-N price based strategy, providing over 50 % of the income
from the FCR-N market, while only contributing with approximately one tenth of
the income from the Elspot market. Income from the rotational energy market is
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Module Elspot FCR-N Rotational energy

1 99.63 % 0.37 % 0.00 %
2 99.63 % 022 % 0.15 %
3 9723 % 228 % 0.50 %
4 99.68 % 0.32 % 0.00 %

Table 5.9: Income distribution over each market in run 1.

Module Elspot FCR-N Rotational energy

1 99.63 % 0.37 % 0.00 %
2 99.65 % 0.23 % 0.12 %
3 9729 % 227 % 0.43 %
4 99.70 %  0.30 % 0.00 %

Table 5.10: Income distribution over each market in run 2.

only provided by modules 2 and 3. The distribution between them is likely due to
transition costs from generation to SC operation being lower than the start-up cost
of SC, so the model will prefer to provide rotational energy from a module that was

generating in the previous time step.

Market Module 1 Module 2 Module 3 Module 4
Elspot 3.50 % 71.18 %  10.82 %  14.51 %
FCR-N 2.80 % 33.17 % 54.20 % 9.83 %

Rotational energy  0.00 % 66.66 %  33.34 % 0.00 %

Table 5.11: Income distribution over each module in run 1.

Market Module 1 Module 2 Module 3 Module 4
Elspot 3.50 % 71.08 % 10.82 % 14.60 %
FCR-N 2.74 % 34.46 % 53.48 % 9.33 %

Rotational energy  0.00 % 64.67 % 3533 % 0.00 %

Table 5.12: Income distribution over each module in run 2.

Objective values

The upper and lower bounds of the objective functions for run 1 and 2 are shown in
Table 5.13. As previously shown, the lower bounds are the average of the objective
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values in each scenario, and the upper bounds are the average value of the sum of the
first stage solution and the future income. The upper bounds give a more realistic
result, while the lower bounds provide a better frame of reference for comparison
between the runs being less affected by sample variations. The values include the
end water values, which is the reason they are higher than the total income shown in
tables 5.7 and 5.8. It is seen that the difference between the lower bounds is much
smaller than the difference between the upper bounds.

Run Upper bound Lower bound

1 1 725.28 1 728.79
2 1 723.66 1 728.59

Table 5.13: Upper and lower bounds of the objective functions (MNOK).

Both runs have higher lower bounds than upper bounds. Occasional crossing of the
bounds at early iterations of the Strategy Model when the problem is very relaxed
may occur, but convergence towards a higher lower than upper bound is concerning.
This is likely caused by using too few forward scenarios. Increasing the number of
forward scenarios is believed to mitigate the result.
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5.4 Computation Time

Table 5.14 shows the number of problems solved with associated variables and
restrictions. Table 5.15 shows the computation time of each model run. Each run was
performed on a Dell Latitude E6430s with 16 GB RAM and an Intel Core i7-3540M
CPU with 3.00 GHz.

Strategy Model Simulator Model

Forward problems 5200 5200
Backward problems 327600 -
Restrictions 651 2625
Variables 1130 2737
Binary variables - 924

Table 5.14: Model run characteristics.

Strategy Model Simulator Model

Run 1 26h 44m 19s 6h 28m 32s
Run 2 27h 1m 20s 6h 14m 15s

Table 5.15: Computation time for each run.

5.5 Validity of Results and Assumptions

The model runs provide a hydropower scheduling strategy and associated economic
results from participation in the Elspot, weekly FCR-N and a hypothetical rotational
energy market. The results are based on average values of scenarios with random
samples of inflow and day-ahead price.

It is difficult to determine the length and frequency of the periods of critically low
system inertia that occur during the night of week 31. It has been assumed that the
system inertia is critically low during the first and last time step of each day. It is
possible that only some nights will experience that the rotational energy limit is not
met and that this lasts only a few hours. Should this be the case, the number of
hours the rotational energy market is active in this thesis is too high, entailing that
the corresponding rotational energy price which covers the investment cost is too
low.

The rotational energy requirement is set to 100 GWs, a limit suggested by Statnett.
There is some uncertainty associated with this estimate, as there is still ongoing work
to map the amount of rotational energy in the system. Hence, there is a possibility
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that the limit is set too high. With sufficient monitoring of the dimensioning fault, a
dynamic limit can be obtained. Both a lower and a dynamic limit is likely to reduce
the number of hours of critically low inertia. This would also entail that the number
of hours the rotational energy market is active in this thesis is too high.

For computational tractability, each time stage is divided into 21 time blocks. The
rotational energy market may have a completely different time resolution. Considering
the TSO’s wish to procure rotational energy provided by synchronous generation, an
hourly resolution is likely, as it does not commit hydropower producers to several
hours of SC operation. This may cause changes in the market participation strategy,
and more frequently induced start-up costs would affect the income. The effects
of a rotational energy market with an hourly resolution is however not suited for
medium-term models, due to the high computation time it would induce.

The rotational energy price is set to cover the required income to cover the investment
cost of the case study. Other hydropower producers may have different investment
costs, specific to their hydropower stations. How this would affect the rotational
energy price is not taken into account. It is however likely that all participants would
recieve the same remuneration for the service.

The calculated rotational energy prices which mitigate interference with the optimal
generation and capacity strategy are only valid for the given case study. These prices
may be different for other hydropower systems, and are directly dependent on the
Elspot and FCR-N price.

Reactive power injection and absorption is a service which is remunerated by the
TSO, and can be provided when a power station is operating as a SC. The effects
of this on the economic results have not been studied, but would lead to a lower
required income from rotational energy provision.

The model assumes that the producer is a price taker. This is a fair assumption with
regard to the day ahead market as the model is run for only one system participating
in a large market. The FCR-N weekly market is considerably smaller. The assumption
of being a price taker is therefore weak with regard to sales of capacity. The rotational
energy market is potentially a very small market. As the estimated rotational energy
in week 31 is 98.2 GWs and the rotational energy provided from SC operation of
Lysebotn-2 is 1.29 GWs, only one more participant (equivalent to Lysebotn-2) is
needed to meet the rotational energy limit of 100 GWs. However, the assumption
does not affect the rotational energy market modelled in this thesis, with a a fixed
price/remuneration to cover the investment cost.

The operational costs are assumed to be low, but neglecting them provides inaccurate
marginal costs. Continuous SC operation is observed in the second year of the



86 5. RESULTS AND DISCUSSION

simulation period. It is not known if this would occur if the operational costs are
taken into account, and may therefore be an unrealistic SC operating strategy.

Equation (3.21) is not included in the cuts, despite being a time coupled constraint.
Its dual value, i.e. its coefficient in the cuts, would be equal to the start-up costs.
Comparing it to the water values, one of the cut coefficients of (3.1), assuming it to
have a negligible effect on the cuts seems fair.

In Table 5.2, it is seen that the end water value is of a considerable size compared to
the total income. As discussed in Section 3.1.8, using only one end cut value can
give a poor estimate of the end water value. Running the model for a longer period
of time would reduce the effects of the end cut. For example, running the model for
three or four years and analysing only the first two could give more realistic results.
Another solution would be to alter the model so that the end reservoir volume could
be set equal to the initial reservoir volume.

The capacity prices are modelled by the historical price data of the past two years.
They are therefore equal for every scenario. Whether the prices used are representative
is unknown, they could be both higher and lower than what the actual prices will be
the next two years. As previously mentioned, capacity prices seem to be correlated
to the day-ahead market prices. Modelling this correlation, using a larger set of
historical data and taking expected future trends into account would give more
realistic results.

As the two runs are solved for the same price and inflow samples, potential sample
variations were not observed. It is, however, believed that 50 scenarios might be too
low, and a higher number of forward scenarios is favorable. This is indicated by the
lower bound of the objective function being higher than the upper bound. Increasing
the number of scenarios would cause an impractical computation time. A solution is
to increase the number of scenarios in the last iteration of the Strategy Model. The
Simulator Model would then be solved for the same scenarios. This would require
some changes of the model with regard to memory allocation.

Finally, it should be mentioned that as the thesis is based on a prototype model
which has been altered to fit the hydro system described in Section 4.1.1, the results
may be subject to modelling errors. This is valid for both expected and unexpected
results, although unexpected results imply a higher probability of modelling errors.
Error checks have been performed, but there is no guarantee that something has not
been overlooked.



6 Conclusion and Further Work

In this thesis the structure of the Nordic power markets, the inertial dependency of
a power system and the SDDP optimization technique have been reviewed and used
as a basis for the explanation of the combined SDP/SDDP hydropower scheduling
model participating in several markets. By employing the model, the effects of
participation in a hypothetical rotational energy market alongside the day-ahead
and primary frequency reserve markets on medium-term hydropower scheduling have
been studied.

6.1 Conclusion

The work of this thesis found that the provision of rotational energy has small effects
on medium-term hydropower scheduling. This is valid for the given case study,
considering an estimate of the rotational energy in the Nordic power system in the
year 2020. It is believed that rotational energy provision will have a larger impact
medium-term hydropower scheduling further into the future.

The results showed promising income potential from rotational energy provision
compared to a day-ahead and capacity market. The yearly income did not cover the
investment cost when speculation was removed. This indicates that the price should
have been higher, to provide investment incentives. A higher price would however
also provide stronger speculation incentives. It was found that a low rotational energy
price in the first time step of a day, and a high price in the last time step provided
an optimal operation strategy without interference between provision of rotational
energy and sales of energy and capacity, while still covering the investment cost.

The economic results of rotational energy market participation were seen to have a
high degree of uncertainty. This is associated with the number of hours the market
is active, the rotational energy limit, the market’s time resolution, remuneration
for reactive power injection and absorption, and the investment cost of SC mode of
operation of hydropower plants.

87
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The performed simulations showed that continued operation of Lysebotn-1 did not
provide substantial income from the FCR-N market. The main contribution of
Lysebotn-1 was to exploit the inter-daily price variations by bypassing water from
Lyngsvatn to Strandvatn at night, and generating during the day. Including other
balancing markets in the scheduling process might affect this result.

6.2 Further Work

Further work should be put into analyzing the trade-off between speculation and
investment incentives, from a socio-economic viewpoint. To achieve a better estimate
of the cost of rotational energy provision, the income from reactive power injection
and absorption should be analyzed. The operational costs should also be studied, to
calculate the marginal cost of rotational energy provision. A short-term model should
be applied to further study the effects of rotational energy provision on hydropower
scheduling.

The ongoing work concerning the inertia in the Nordic power system should be
followed closely, as better estimates of the future rotational energy would improve
the accuracy of the results.

Better modelling of the FCR-N weekly prices would give a better insight into the
income potential. Extending the model to include other reserve markets is also of
interest, especially for evaluating continued operation of Lysebotn-1.

Finally, the model should be altered to accommodate an increase in forward scenarios
in the last iteration of the Strategy Model, and subsequently the Simulator model.
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Abstract—In this article we study the effects of participation
in a hypothetical rotational energy market alongside the day-
ahead and primary frequency reserve markets on medium-term
hydropower scheduling. Participants in the rotational energy
market, where the hydropower unit operates in synchronous
condenser mode, are remunerated for provision of rotational
energy that does not alter production.

Stochastic medium-term hydropower scheduling models are
usually based on optimization techniques which require Linear
Programming (LP) problems to ensure computational tractabil-
ity. This imposes simplifications on the problem formulation, such
as operating states which typically have a binary nature. Utilizing
a strategy obtained by Stochastic Dual Dynamic Programming
(SDDP) in a simulator model based on Mixed Integer Program-
ming (MIP), yields a detailed system description and practical
computation time.

For the given case study, it was found that rotational en-
ergy provision has a small effect on medium-term hydropower
scheduling, due to the short time period of critically low inertia.
If was also found that the necessary price to cover the investment
cost, associated with rotational energy provision, was at a level
that caused interference with the optimal production strategy.
However, increasing the price in certain time steps and decreasing
it in others is likely to mitigate this problem.

NOMENCLATURE

Sets and indices

i €U Set of hydro power units.
k € K Set of time steps.

t €T Set of time stages.
Parameters

EER Rotational kinetic energy of power station. [MWs]
Variables

oy Future income function. [KNOK]

Otki Binary start-up variable.

Orri Binary transition variable.

elt Rotational kinetic energy provided. [MWs]

o:;  Binary state of rotational energy provision.

Utk Binary state of power station.

I. INTRODUCTION

In the EU there are ambitious targets for increasing the
renewable electricity generation, especially wind and solar
power. In order to facilitate this large scale integration of
renewable energies, a set of mechanisms has to be established.
By improving the transmission capacity in the power system,
by coupling of regions through HVDC cables, synergies can

be exploited, reducing the need for dispatchable thermal gen-
eration in the regions, and subsequently the COg-emissions.
A challenge is however that the renewable power generation
varies a lot depending on weather conditions and do not easily
provide the grid with inertia [1], compromising the stability
of the grid. It is therefore crucial to ensure sufficient capacity
and energy reserves, and system inertia to secure stability in
the power grid.

Especially during summer months, it is expected that low
dispatchable generation and a significant import of cheap
renewable energy from the continent will reduce the system
inertia in the Nordic region. This provides an incentive for
the Transmisstion System Operator (TSO) to either invest in
equipment, such as flywheels, or remunerate power producers,
for the provision of inertia to the power system. This provision
of inertia would, however, impose a cost on the hydropower
producer which should be analyzed.

A market for inertia is already under development in Ireland,
where Synchronous Inertial Response (SIR) has been approved
as a new service [2]. The service is only approved in principle
and not yet implemented, but it still emphasizes the importance
of a sufficient amount of inertia in a power system.

The main objective of this work is to study the effects of
participation in several markets, including a rotational energy
market, on hydropower scheduling using a combined SDDP
and simulator approach. The SDDP Model will incorporate
provision of inertia and balancing reserves to the system
and generate a strategy, represented by the expected future
profit function, that is used in the detailed Simulator Model.
A case study on a Norwegian hydropower system will be
conducted with focus on evaluating the cost of providing
ancillary services. The novel contribution of the work will
henceforth be to present a method for evaluating the cost
of providing inertia, which could provide decision support,
especially in a future market with large amounts of variable
renewable generation and HVDC interconnectors.

A. Inertia in the power system

System inertia is defined as the ability of a power system
to oppose changes in the system frequency due to resistance
provided by rotating masses [3]. Following a power imbalance,
the system inertia determines the initial rate of change in the
frequency. Hence, system inertia is important to the stability



of the grid. Traditionally, a large share of the demand in
the Nordic power system has been covered by large rotating
machines supplying a base load. Wind power and imported
power through HVDC cables do not contribute to the system
inertia with current technology. As the share of unpredictable
renewable power sources and use of HVDC cables increases,
there is a rising concern that the system inertia will become
inadequate [4].

There is currently no system requirement for the amount of
rotational energy in the Nordic power system. Such a system
requirement may be derived from keeping the frequency within
its transient limit should a dimensioning fault occur. In [5]
a limit of 90 GWs was suggested while the current limit
recommended by the Norwegian TSO, Statnett, is 100 GWs.

B. Methods for ensuring sufficient system inertia

In consideration to the future stability of the power grid,
there are different ways to procure a sufficient amount of
rotational energy [5]. This section will discuss strategies that
ensure the rotational energy to be above a system requirement.

1) Reducing the dimensioning fault: In [3], it was found
that the maximum frequency deviation has a linear relation to
the power imbalance and rotational energy of the system. By
reducing the potential power imbalance, i.e. the dimensioning
fault, at times with low system inertia, the required rotational
energy of the system would be reduced. In practice, this entails
replacing the largest active power infeed/outfeed with smaller
units.

2) Existing market solutions: The rotational energy require-
ment can be met by employing existing market solutions to
increase the amount of synchronous generators in the system.

As of today only rotating machines participate in the pri-
mary reserve market [5]. Hence, the primary reserves system
requirement will ensure a certain amount of rotational energy
in the system. Increasing the primary reserve requirement
will increase the number of rotating synchronous generators
and the amount of rotational energy. The system inertia can
also be increased by introducing a criteria for the number of
activated bids, when clearing the primary reserves market. This
allows the TSO to ensure that a certain amount of synchronous
generators will be connected to the grid.

By participation in the market for Tertiary Control Reserve
(TCR), power stations which contribute with little or no
rotational energy may be regulated down and be replaced by
upward regulation of power stations with a more substantial
contribution of rotational energy.

In [5], it is concluded that considering costs and difficulty
of implementation, the market for TCR is the best way of
ensuring sufficient amounts of rotational energy using existing
market solutions.

3) New market designs: A new market design will provide
producers with incentives to provide rotational energy in a
cost efficient manner through investments and technological
improvements. A challenge is however that such a market may
affect the existing power markets and provide a competitive

advantage based on the production type and technology of
certain power producers.

In [5] several different rotational market designs are dis-
cussed. This paper will focus on a market design cleared
after the day-ahead market, which is only active at times with
critically low system inertia. The clearing of the day-ahead
market can be used by the TSO to estimate the rotational
energy in the system. Should the estimate fall below the
system requirement, the TSO can activate the rotational energy
market. It is stressed that, as the TSO will have an almost
perfectly inelastic demand for this service, participants will
have strong incentives to exploit potential market power. To
avoid this, a sufficient number of market participants or close
monitoring of the market will be necessary.

A key discussion is whether all providers of rotational
energy should be remunerated. This depends on the volume of
rotational energy needed and the number of power producers
able to provide inertia without altering their production. Re-
munerating all parties supplying the grid with inertia reduces
the risk of rotating power plants shutting down, should low
prices in the intraday market, due to unexpected renewable
power, occur. This will however result in an energy ineffective
production mix, using storable water instead of instantaneous
wind or solar power. Additionally, the total cost for the TSO
will be high as synchronous generators already cleared in the
day-ahead market are unnecessarily remunerated.

An alternative is to only remunerate the providers of the ro-
tational energy needed to meet the system requirement, exclud-
ing rotational energy provision from synchronous generation.
This market design requires participants to be able to provide
rotational energy without altering their production. The design
is considerably more cost efficient as it remunerates fewer
participants. However, a high remuneration provides incentives
for power producers to speculate in refraining from day-ahead
market participation at times they believe that the rotational
energy market will be activated. Should a producer follow this
strategy with several hydropower plants, the system inertia
may drop below the system requirement as a direct result of
the speculation. This shows one of the potential flaws of this
market design, with exploitation of market power. Hydropower
producers may also downward regulate plants in the intraday
market, in order to participate in the rotational energy market.
It is however assumed that the income from the day-ahead
market will be dominating, marginalizing this problem.

C. Synchronous Condenser (SC) mode of operation

A rotating SC is a synchronous machine that operates
without any load or prime mover. SCs can inject or absorb
reactive power, and have traditionally been used to improve
voltage conditions. From the 1980s, power electronics were
preferred due to lower investment and maintenance costs. In
recent years, attention has been brought to two other attributes
of rotating SCs; they provide inertia and counteract faults
related to the commutating of rectifiers when placed near
HVDC cable connections [6]. This substantially increases
their utility in the power system. In 2008 a rotating SC was



installed in Feda, a substation south in Norway. In relation
to system inertia, the investment costs are estimated to 40100
kNOK/MWs/year [7].

By equipping a hydropower plant with a compressor, water
may be pumped out of the turbine chamber. This would allow
the turbine to idle, acting as a SC. Several costs are associated
with SC mode of operation. These include, but are not limited
to, higher maintenance costs due to an increased number
of operational hours and technical components, operation
of compressors and cooling system and power consumption
due to friction. If the cooling system uses water that could
potentially be used for production, there is a cost associated
with the resulting lost income as well. In [7], the investment
cost was estimated to 10-20 kKNOK/MWs.

Considering investment in SC mode of operation of hy-
dropower plants the hydropower producer would require a
remuneration for supplying the service. In the presented work
we study the impacts of SC mode of operation on hydropower
scheduling and evaluate what the required remuneration should
be.

II. METHODOLOGY

In this chapter, the combined SDDP and Simulator Model
will be described. A similar model was described in detail in
[8]. The SDDP Model used is also well documented in [9].

The model’s objective is to maximize income by selling
energy in the day-ahead market, capacity in the weekly pri-
mary reserves market and rotational energy to a hypothetical
rotational energy market.

A. SDDP Model

The SDDP Model is based on an extended version of the
combined SDP/SDDP algorithm presented in [10], solving a
hydropower scheduling problem for each time stage of the
model period. The following is a general formulation of the
one-stage problem:

a(X¢-1,w) = max {Lt(Xu ug) + Ott+1(Xt7wt+1)} (1)

subject to
Ax; + Bu; = Cx;_1 + Day(w;) 2)
Eu, + Fx, = d, 3)
Hx; +Ix; 1 <c¢ )
u® <u <u™ (5)
xP < x, < x'P (6)
a1+ mpxe < by @)

The problem maximizes current and future income, subject
to the state and decision variables x; and wu;, as well as
realizations of the stochastic parameter w,. State variables
include reservoir level, turbine states, normalized inflow and
inertia provision, while decision variables are generation and
provision of capacity and rotating reserves.

The current income is given by L;, a function consisting of
income from market participation and costs and penalties. The
reservoir balance is included in (2), along with a linearized

model of the start-up of power stations, described in [11].
Matrices A, B, C and D describe the hydrological connec-
tions of the system. (3) includes the energy balance, capacity
balance and rotational energy balance. Matrices E and F are
comprised of factors coupling discharge to energy and SC
operation to rotational energy. Variations in head will affect
the energy-discharge relation. However, as it may lead to non-
convex problems and greatly increases model complexity, this
characteristic is not included in the model. (4) models limits
on operational states such as start/stop and rotational energy
provision. H and I describe the coupling between current and
previous states and c; includes the limit values. (7) consists
of cuts which describe the expected future income function.

Capacity allocation is in the form of symmetrical spinning
capacity. Hence, a power station must be generating to sell
capacity and the amount of capacity sold must be available
for both upward and downward regulation. The maximum
capacity allocation possible is given by the droop setting in the
turbine governor. Capacity sold must be available for certain
time steps of the capacity delivery period, specific to the
capacity market.

Hydropower units can be modelled with the ability to
provide rotational energy without generating power. As men-
tioned, (4) models this feature as well as costs associated
with the start-up of, and transitions between, generation and
rotational energy provision.

The inflow is modelled by historical inflow data and a
linear stochastic model of normalized inflows, obtained with
a first stage auto-regressive model. A detailed derivation can
be found in [12].

To ensure problem convexity the spot price is modelled
as discrete values represented by a set of price points with
transition probabilities between time-stages, generated from a
Markov process. A more detailed explanation is given in [10].

Both the capacity reserve and rotational energy markets are
modelled as deterministic price series.

The various market prices for a time stage is known at the
beginning of that time stage, clearing all markets simultane-
ously. This provides the optimization process in a given time
stage with more information than what is actually available
and provides the hydropower producer with the opportunity
to perfectly speculate when the rotational energy market will
be open. Altering the one-stage problem to allow simultaneous
rotational energy provision and generation provides a strategy
which refrains the hydropower producer from speculation.
This requires some modification of the results, to remove
impossible operational states.

B. Simulator Model

The Simulator Model utilizes the strategy obtained from
the SDDP Model and applies a more detailed description of
the system when solving the problem, adding cuts from the
SDDP Model at the end of each time stage. It is modelled as a
Mixed Integer Programming (MIP) problem, accommodating
integer and binary variables. This allows it to capture the
binary nature of a power station’s state, which is vital for



a realistic rotational energy strategy. The one-stage problem
formulation of the Simulator Model is similar to that of the
SDDP Model, with some changes due to the enhanced system
description.

1) Hydropower unit: As the Simulator Model is no longer
bound by the convex requirement as in SDDP, the Simulator
Model includes a detailed modelling of the non-convex power-
discharge function. This also enables a minimum generation
level constraint for the hydropower units. Previous studies have
shown that this has a large impact when dealing with capacity
markets [8].

2) State transitions: There are costs associated with the
transitioning between standstill, generation and rotational en-
ergy provision. The cost of shutting down either generation or
rotational energy provision is included in the start-up costs.
The transitions are modelled by the following equations:

Utki — Ug(k—1)i — Otki < 0, Vi, Vk (©)
Otki = Up(k—1)i — Ot(k—1)i — Otki <0 Vi, Vk ©)
Otki — Utki + Up(k—1); — Otki < 1 Vi, Vk  (10)

k = 0 refers to the last time step for the previous time
stage, i.e. ¢ — 1. (8) models the transition from standstill to
generation, (9) the transitions from standstill and generation
to rotational energy provision and (10) the transition from
providing rotational energy to generation. The equations are
formulated so that they induce the correct costs, should the
model be run with simultaneous generation and rotational
energy provision. Both ¢; and 6y; are included with their
associated cost in the objective function.

3) Provision of rotational energy: The provision of rota-
tional energy is modelled by the following constraints:

Utki + Oi < 1 Vi, Vk

Z E,iROt]vi — efz =0 vk
=

an
(12)

Eq. (11) limits simultaneous generation and rotational energy
provision and is removed if it is allowed. Eq. (12) couples the
power station’s operating states to the delivery to the rotational
energy market.

4) System constraints: System constraints limiting simul-
taneous bypass and generation of power stations with bypass
connectivity, and the operation of power stations connected to
more than one reservoir are also included in the model.

III. CASE STUDY
A. Case Study

1) Hydro system: The hydro system used in the model
is shown in Fig. 1. The dashed lines in the physical model
representation show the planned hydrological connections of
power station 2, which is currently under construction.

2) SC operation: A decision has been made to invest in
SC mode of operation of the power station shared by units
2 and 3, making them capable of supplying rotational energy
without generating. Associated parameters to the operation are
shown in Table I.
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Fig. 1. Physical (left) and modelled (right) hydro system representation.

Reservoirs are shown with their storage capacity in percent of the total system.
In the modelled system representation, reservoirs and power stations are shown
with its associated unit number. Units 2 and 3 share the same power station.

TABLE 1
SC MODE PARAMETERS FOR LYSEBOTN-2.

Inertia constant Rated power

2 x 215 MVA

Rotational energy

1290 MWs

3.0s

Investment analysis parameters are shown in Table II. The
required yearly income is calculated using the net present
value method and setting the NPV to zero, with an analysis
period of 40 years and a discount rate of 3.76%, calculated as
the sum of the current risk-free real interest rate, set equal to
Norwegian 3-year government bonds, and a risk premium, set
by the Norwegian Ministry of Finance.

TABLE II
INVESTMENT ANALYSIS PARAMETERS AND RESULTS.

Investment cost

23.36 MNOK

Required yearly income

1 138.41 kNOK/year

3) Markets and market prices: The day-ahead market used
is the Nord Pool Spot Elspot market. The price series used are
obtained from the fundamental market model, EMPS [13]. A
price profile, from historical Elspot prices from week 5 in 2014
to week 4 in 2016, is used to resemble price differentiations
within weeks. Sales of capacity are to the weekly Frequency
Containment Reserves - Normal (FCR-N) market, operated by
Statnett.

The rotational energy market is assumed to be open only in
time periods where the rotational energy in the system falls
below a system requirement. With a system requirement for
rotational energy of 100 GWs the future system inertia is
expected to be too low during the night of week 31, based on
an estimate of the 2020 generation mix provided by Statnett.
Only provision of rotational energy without generation is
remunerated, and the market is assumed to be cleared after
the Elspot market.

The rotational energy price is set so that it provides the
required yearly income to cover the investment cost. It is
calculated under the assumption that the power station operates
as a SC in every time period the rotational energy market is



open and provides the same income in every time step and time
stage it is open. Operational costs are neglected. The necessary
rotational energy price to cover the income in Table II is shown
in Table III, along with other market parameters. Start-up costs
are included in the price, assuming start-up of SC operation in
every period. Fig. 2 shows the rotational energy prices plotted
against expected Elspot and FCR-N prices.

TABLE III
ROTATIONAL ENERGY PRICE PARAMETERS.

is open. Run 2 has a higher income from sales of capacity,
mainly caused by participation in the FCR-N market in the
time steps where run 1 participates in the rotational energy
market.

TABLE V
EXPECTED INCOME, IN MNOK.

Run Elspot FCR-N Rotational energy End water value
1 1 446.70 6.77 2.39 322.24
2 1 444,99 6.83 1.97 32451

Time stage Time step No. of hours Rotational energy price
31 00:00 - 08:00 56 10.90 NOK/MWs/h
31 08:00 - 20:00 84 0.00 NOK/MWs/h
31 20:00 - 00:00 28 11.29 NOK/MWs/h

4) Model parameters: Table IV includes some selected

model parameters.

TABLE IV
HYDROPOWER UNIT PARAMETERS.

Parameter Unit unit 1 unit 2 unit 3 unit 4

Maximum production [MW] 14 400 380 220

Minimum production [MW] 7 62 58 42

Reservoir capacity [Mm?] 40 510 12 0

Rotational energy [MWs] - 1290 1290 -
IV. RESULTS

The model was run once with perfect rotational energy
speculation (run 1) and once without speculation (run 2). Every
model run was executed with 50 forward sampled scenarios,
9 backward inflow samples and 15 iterations.

Table V shows the average income from the various markets.
Run 1 has a slightly higher income from sales of energy,
but also has less stored water in the reservoirs at the end
of the simulation period. Due to perfect speculation, run 1
has a higher income from the rotational energy market. The
contribution from rotational energy provision is substantial,
considering the number of hours the rotational energy market

Elspot prce
Capaciy price
—— Rotational energy price

30 E 32 33
Week

Fig. 2. Expected Elspot [NOK/MWh], FCR-N [NOK/MW/h], and rotational
energy [NOK/MWs/h] prices from week 30 to 33.

Fig. 3 shows the average values of Elspot, FCR-N and
rotational energy market participation during weeks 30 to
32. As sales of both capacity and rotational energy tend to
either be at their maximum value or zero, the values provide
information about the frequency of scenarios where market
participation occurs. In run 1, SC mode of operation occurs in
every time step the rotational energy market is open. The gain
from participating in the rotational energy market is higher
than that of combined Elspot and FCR-N market participation.
In run 2, the optimal strategy for Elspot and FCR-N market
participation is followed. The figure shows that the Elspot and
FCR-N markets are frequently participated in during the first
time step of a day. These time steps have high FCR-N prices
and lower Elspot prices, so the generation is at minimum in
most scenarios to allow sales of capacity. There are no sales
of energy or capacity in the last time step due to low Elspot
prices, allowing participation in the rotational energy market.

The difference in production due to rotational energy market
participation between the runs is small compared to the total
production and has a negligible effect on the overall reservoir
strategy. This is mainly due to the short time period the
rotational energy market is open and that the rotational energy
market is open during time steps and stages with low Elspot
prices. For the given case study considering the year 2020,

time [week]
FCR-N

\j\j\j\j\j\j\/ NN

V. V
32 33

Runt 7|
Run2

time [week]
Rotational energy

Runt
Run2

33

time [week]

Fig. 3. Expected Elspot (top), FCR-N (middle) and rotational energy (bottom)
market participation of units 2 and 3 in year 1.



rotational energy market participation has a small effect on
medium term hydropower scheduling and it would therefore
be interesting to study in short-term models.

Table VI shows costs and income associated with SC
operation. The values are averaged from the two years of
the simulation period. In run 1, the profit is higher than the
required yearly income to cover the investment cost. This is an
expected result, as SC operation occurs in every time step the
market is open. Because the price was set including start-up
costs, transitioning from production to SC operation causes a
higher income than required. In run 2, the profit is reduced
by 17.7 %, due to the reduced market participation and the
required yearly income to cover the investment cost is not met.
An increase of the rotational energy prices by approximately
22 % is needed to provide investment incentives.

Ideally, the rotational energy price would be at a level where
it would not interfere with the optimal generation and capacity
allocation strategy. This may be obtained by adjusting the
income from sales of capacity and energy for the water value
and it is found that a price of 1.02 and 0 NOK/MWs/h in the
first and last time step of each day of week 31 respectively
should mitigate interference in over 90 % of the time steps
and scenarios. A price of 0 NOK/MWs/h indicates that sales
of energy and capacity isn’t profitable in that time step, and
interference won’t occur. A price below 1.02 NOK/MWs/h
in the first time step and a high price in the last time step
would provide a strategy which causes little interference, while
covering the investment cost.

Should the rotational energy market be governed by the
supply and demand of hydropower producers and the TSO,
the price would likely be close to the marginal cost of
rotational energy provision. A higher price would not lead
to an increased amount of rotational energy, but rather cause
hydropower producers to switch from generation to SC mode
operation. To ensure investment in SC mode of operation
of hydropower plants, the market should either have a fixed
premium which covers the investment cost, or investment
support should be offered.

TABLE VI
AVERAGE YEARLY ECONOMIC RESULTS FROM SC OPERATION, IN KNOK.

Run Income Transition costs Start-up costs Profit
1 1 194.86 7.83 6.72 1 180.31
2 984.04 7.13 5.56 971.35

V. CONCLUSION

Medium-term hydropower scheduling considering partici-
pation in a hypothetical rotational energy market has been
studied. The results showed promising income potential from
rotational energy provision compared to a day-ahead and
capacity market. It was found that the provision of rotational
energy had small effects on medium-term hydropower schedul-
ing. The yearly income did not cover the investment cost
when speculation was removed. This indicates that the price

should have been higher, to provide investment incentives. A
higher price would however also provide stronger speculation
incentives. It was found that a low rotational energy price in
the first time step of a day, and a high price in the last time
step is likely to provide an optimal operation strategy without
rotational energy and generation interference, which will cover
the investment cost.

Further work should be put into analyzing the trade-off
between speculation and investment incentives, from a socio-
economic viewpoint. The operational costs should also be
studied, to calculate the marginal cost of rotational energy
provision. A short-term model should be applied to further
study the effects of rotational energy provision on hydropower
scheduling.
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B Solution Algorithms

B.1 Strategy Model

The solution is obtained by solving the problem with SDDP, in a similar manner as
described in Section 2.4.2.

Inflow, I, [Mm?®] Price points, {;

(f Prq(t) PG = prs(t) + prr (O+prq (1)

Pr

(Z” 8¢ = prg(t) + pypr @®

g Prs(e P8 = pro(t)

Time stages, t [weeks] t—1 t Time stages, t [weeks]

Figure B.1: Tllustration of inflow scenarios (left) and price point sampling for time
stage ¢ (right).

The forward iteration starts by sampling a number of inflow scenarios, |N|. The
inflow in each time stage for every scenario is sampled as described in Section 3.1.2.
After the inflow scenarios are sampled, a price point is sampled for each scenario in
each time stage. The price point is set to the point that has a higher accumulated
transition probability from the previous price point, than a random generated number
between zero and one. Figure B.1 shows an illustration of inflow scenarios and a
representation of the price point sampling. Note that in the figure there is only
one price point in time stage ¢ — 1, as this has already been sampled. p®¢(t) is the
accumulated transition probability. The one stage problem is solved iteratively for
the scenarios in each price stage, so that the previous time stage variables v; —1,m,
Zt—1.m, and Uz —1,m have been found when solving for time stage t. After iterating
through all time stages and scenarios, the upper and lower bounds are calculated.
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These are given in the following equations

1
=3, B.1
z |N| eEN Q1 ( )
1
2= (CnenZeer [ — ara] + 7 41) (B.2)

In the last forward iteration, pre-sampled inflow scenarios and price points may be
used to facilitate comparison between different model runs.

In the backward simulation, an additional set of inflow samples D is used to generate
cuts in each scenario. These inflow samples are called backward openings. Because
the iteration is backwards, all price points are a possibility for the price point in the

previous stage. A cut is therefore generated for all backward openings for each price

J

point. The one stage problem is solved for the current time stage. Dual values m; ,,

and gb{’m for the first time block, and H’{,m accumulated over all time blocks, of time
stage t are calculated to be used in the previous time stage:

N J J J L
ay =&t + YmeM T Vi—1,m + Zmem B mZt—1,m T ZmeM P mUt—1,m

The cuts are weighted according to transition probability between their associated
price point and the price point in the previous stage.

For further explanation, the forward and backward iteration algorithms from [4] are
reproduced below, with some minor changes for better compatibility with this thesis.
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Algorithm B.1: Strategy model forward iteration [4]

Sample inflow scenarios
Initialize the normalized inflow for stage 0 as 2z, Vm € M
for n =1..|N| do
fort=1..|T| do
for m =1..M| do
Calculate 2t = 2t—1,m + €,m Where €, is drawn from a random
distribution of the mean sample noise.
Calculate Ity = 0t mztm + Lim
end

end

end

end

Sample price points

Initialize starting price point at t = 1

Load price point scenarios and transition probabilities

for t =2...|T| do

for n =1..|N| do

From the transition probability of price point scenarios, sample the next
price point that has a higher accumulated probability than a generated

random variable between 0 and 1.
end

end
nd
or n=1..|N| do
for t = 1...|T| do
Collect the right hand side coefficients; inflow, reservoir, and the start-up
associated variable.
Collect the spot price, capacity sales price and rotational energy prices.
Solve the one stage LP problem and store the results.
end

o

=

end
Calculate upper and lower bounds.
Check convergence.
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Algorithm B.2: Strategy model backward iteration [4]

for t =|7]..2 do

fo

[¢]

=

(o)

end

rr=1.|R| do

for n = 1..|N| do
for d=1...|D| do
Update right hand side coefficients with the start-up associated
variable and end reservoir level from stage t — 1, and inflow from
backwards opening d.
Solve the one stage LP problem.
Store aygy1 4 ,
Store dual values 77 ,,, and ¢, for the constraints in the first time
block, for each module m. _
Accumulate and store dual values p ,,, over the time blocks w, for
each module m.
Calculate a cut for the state:

* _ oA J J J L
ap =0+ YmeM Ty mUt—1,m + EmeM BmZt—1,m T ZmeM P mUii1m

J_ J Jjo_ J Jj_ J
T = Xmem ¢ m and ¢y = Xpmem ¢t,m and p; = Xmem Mt m

end
end

nd

I 7from = 1..|R| do
for n = 1..|N| do
for t;, = 1...|R| do
for m =1..|M| do
Weigh, by transition probability, cuts from price points r, in time
stage t to cuts for price point r¢y, in stage t — 1.
end
end
end

end
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B.2 Simulator Model

As previously mentioned, the Simulator Model is solved for the same scenarios as
the last forward iteration of the Strategy Model. For a time stage in a scenario, the
branch and bound method! is used to solve the one stage MIP problem without
constraint (3.103), which represents the cuts. Then the most violated cut is found
and added to the problem, and the problem is solved using branch and bound again.
This process of adding the most violated cut is repeated until the most violated cut
is below a tolerance limit.

As MIP problems are non-convex [34], the dual scenario is not as easily obtained
as in the Strategy Model. A fixed problem is made by keeping the binary variables
constant. This provides an LP problem which may be solved by the simplex method
to achieve the dual values.

The whole process is then repeated for the next time stage, and when the last time
stage is reached the process is repeated for the next scenario. The solution algorithm
of the Simulator Model is given below. In Figure B.2, a simplified flowchart of the
Strategy and Simulator Model is shown, illustrating their interaction.

Algorithm B.3: Simulator model [4]

for n =1..|N| do
for t =1..|T| do
Collect the right hand side coefficients; inflow, reservoir, and the start-up
associated variable.
Collect the spot price, capacity sales price and the rotational energy price.
Solve the one stage MIP problem without cuts.
while Cut violation do

for j =1..|H| do

| Find the most violated cut.

end

Add the most violated cut to the one stage MIP problem.

Solve the one stage MIP problem.
end
Create and solve the fixed problem to obtain dual values.

Store the results.
end

end

1 An optimization technique for MIP problems which uses a combination of enumeration of
solutions and optimistic estimates of the optimal objective function value [34].
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Figure B.2: Simplified flowchart of the Strategy and Simulator Model.
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