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Abstract

Introducing autonomous robot systems in clinical medicine is deemed extremely
challenging due to the complex scene involved and variations between patients. The
majority of commercialized systems are controlled directly in a local telesurgical
mode, requiring a high degree of human interaction. Research on robot control,
vision and image-guided interventions has facilitated new integration possibilities,
with potential of increased autonomy in multiple stages of patient care.

The work presented in this thesis is devoted to research and development of a
framework for robot manipulation integrated with existing methods used in image-
guided interventions. The framework employs the research platform CustusX, which
is an open-source navigation software with implemented functionality aimed towards
interventional use. Both CustusX and the robot framework is written in the pro-
gramming language C++ utilizing several external libraries. The systems are well
integrated creating a original nexus for robot manipulation and state of the art
solutions for image-guided interventions.

Automatic calibration routines for spatially relating the robot manipulator with
existing tools used for image-guided interventions is developed. The positional ac-
curacy is in the sub-millimetre range, making it suitable for several clinical applica-
tions. Furthermore, the integrated framework offers a range of functionalities and
extension points. This includes robot manipulation based on external input sources
such as physical pointing instruments, but also interaction with patients registered
with preoperative data using an implemented user interface. In addition, a vision-
based robot control system using ultrasound is developed, to allow autonomous
robot motion interpreting information obtained from image analysis. To investi-
gate the performance of the implementations, several verification experiments are
conducted with the robot manipulator UR5 from Universal Robots, together with
other tools present in a typical operating scene. Evaluations have demonstrated that
the integrated robot system has satisfying performance with extension possibilities
towards clinical applications.
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Sammendrag

Bruk av autonome robotsystemer i klinisk medisin anses å være utfordrende med
tanke på operasjonsscenens kompleksitet, og variasjoner mellom pasienter. Ma-
joriteten av kommersialiserte systemer kontrolleres direkte i et lokalt telekirurgisk
modus, og krever høy grad av menneskelig interaksjon. Forskning på robotkontroll,
-visjon og bildeveiledet intervensjon har lagt til rette for nye integreringsmuligheter,
og økt autonomi i flere ledd av pasientforløpet.

Arbeidet i denne masteroppgaven er dedikert til forskning og utvikling av et
rammeverk for robotstyring integrert med eksisterende løsninger for bildeveiledet
intervensjon. Rammeverket benytter forskningsplatformen CustusX, som er et nav-
igasjonssystem med åpen kildekode implementert med funksjonalitet rettet mot in-
tervensjonell bruk. Både CustusX og robotrammeverket er skrevet i programmer-
ingsspråket C++, og benytter flere eksterne biblioteker. Systemene er godt integr-
ert, og danner et orginalt bindeledd for robotstyring og “state of the art” løsninger
for bildeveiledet intervensjon.

Automatiske kalibreringsrutiner er utviklet for å danne romlige relasjoner mel-
lom robotarmen og eksisterende instrumenter brukt i bildeveildet intervensjon. Den
posisjonelle feilen har en størrelsesorden i submillimeter intervallet, noe som gjør
systemet godt egnet for flere kliniske applikasjoner. Videre tilbyr det integrerte
rammeverket en rekke funksjonaliteter og utvidelsesmuligheter. Dette inkluderer
robotstyring basert på eksterne inngangskilder, slik som fysiske pekerinstrumenter,
samt interaksjon med pasienter som er registrert med preoperativ data i program-
varens brukergrensesnitt. I tillegg er et system for visjonsbasert robotstyring ved
hjelp av ultralyd utviklet, noe som tilbyr autonom robotbevegelse ved å tolke infor-
masjon hentet fra bildeanalyse. For å undersøke ytelsen av implementeringen ble
det gjennomført flere verifikasjonseksperimenter med robotarmen UR5 fra Universal
Robots, sammen med andre instrumenter typisk brukt i en operasjonsscene. Eval-
ueringen har demonstrert at det integrerte rammeverket har tilfredstillende ytelse,
samt utvidelsesmuligheter rettet mot kliniske applikasjoner.
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Chapter 1

Introduction

Combination of increasing life expectancies and declining fertility has resulted in
an ageing population. Disregarding greater longevity, the global median age is
estimated to increase by nearly ten years before 2050 [1]. The median age in Western
Europe is indicated to increase to 48 years. Accordingly, the proportion of the same
selection aged over 60 will double during the period. This is likely to increase the
demand of medical procedures [2], and as of now the accompanied challenges are
yet to be resolved.

First use of medical robots date back to the mid-eightees [3], and despite be-
ing a relatively young field it has already evolved into a established part of clinical
surgery. The majority of current commercialised systems are controlled directly by
the operator in a local telesurgical mode [4], lacking autonomy and thus requiring
a high degree of human intervention. The use of autonomous robot systems clini-
cally is by many deemed extremely challenging due to the complex scene involved
and variations between patients. Research within robotic vision and image-guided
intervention has facilitated new integration possibilities, and will hopefully increase
the autonomy in the operation scene. Creating sophisticated robot systems could
potentially offer distinct advantages in several medical procedures, especially where
great precision and repeatability is required. Among many, this includes guided
needle insertions, standardized and user-independent ultrasound scans, therapeutic
ultrasound, radiosurgical procedures, but also more complex soft-tissue surgeries.

Clinical feasibility is questionable, but in recent years collaborative industrial
robots are becoming lighter and more flexible, which consequently would result in a
smaller footprint in a potential clinical environment. In addition, trends in the price
marked are making them economically viable [5]. Clinical routine can be improved
by simplifying the clinical work flow using robot arms, as well as the workload
of the surgeons and health personnel in general. With the presented forecast on
demographic change, this could undoubtedly prove beneficial in the years to come.
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1.1. GOAL OF THE PROJECT CHAPTER 1. INTRODUCTION

1.1 Goal of the project
This master project is a sequel to the work conducted on the robotic framework in the
research platform CustusX, designed and implemented by the author autumn 2015.
The goal is to continue the development emphasising potential clinical applications.
This includes deriving methods and setting up a laboratory scene for relating robot
tools, such as medical instruments to an arbitrary domain of interest. A desired
functionality is to manipulate the robot tool based on position and orientation data
obtained through external sources such as pointing instruments, medical images or
patient data registered to a laboratory scene. Furthermore, algorithms for following
moving targets in those scenarios should be derived and verified. To relate the
work to current research and solutions on the topic of autonomous robotic surgical
systems, some relevant literature is presented initially.

1.2 Outline
This master thesis is organised in six chapters excluding appendices. The following
outlines the remainder.

Chapter 2 - Background. Covers the theoretical prerequisites and the main
technologies used in the system development. This should provide the unfamiliar
reader the capability of understanding the task at hand, and the work presented in
the following chapters. To relate this work in a broader context, relevant literature
are also presented introductory to the best of the authors knowledge.

Chapter 3 - Methodology. Details methods used to relate objects of interest to
the robot arm including proposed calibration routines. The image processing and
integrated robot manipulation is also described. Essential implemented algorithms
will be presented using pseudo codes with reference to the theoretical background.
Lastly a description of the verification experiments will be given.

Chapter 4 - Results. Presents the results from the implementations and sum-
marised status of the robot framework. In addition, results from experiments veri-
fying the calibration method, image segmentation and robot manipulation is given.

Chapter 5 - Discussion. Discusses the extended framework, as well as the veri-
fication experiments. Considering the systems performance and overall precision, a
outlook of the proposed clinical applications will be presented with suggestions for
future work.

Chapter 6 - Conclusion. Concludes the project with closing remarks.
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Chapter 2

Background

As presented in the previous chapter, one of the goals of this master project was
to conduct a preliminary survey of relevant literature on state of the art solutions
for medical robot systems. This is presented in the beginning of this chapter. A
theoretical background introducing the basics and terminology used throughout the
thesis will be presented in the following sections. Some of the background, espe-
cially the mathematical prerequisites, the section about serial manipulators and the
software CustusX, is partially adapted from the authors specialisation project [6].
The chapter is concluded with an introduction to the framework for robot control
implemented during the same project.

2.1 Relevant work
Initial integration of medical images with robot manipulators was conducted moti-
vated by replacing the manual stereotaxic frame used in brain surgery with a robot
arm guided by computed tomography(CT) images holding an instrument-guide for
biopsy needle insertion [7]. The developed system was later used successfully on
a patient for CT-guided brain tumor biopsy [8]. Initially, the accuracy was inade-
quate for small lesions and critical areas of the brain, but this research has arguably
facilitated further development leading to present solutions.

Today, the most renowned surgical robot is Intuitive Surgical’s da Vinci Sys-
tem [9], being discussed in thousands of publications [3]. The da Vinci is a surgical
assistant directly controlled by a physician. The core functionality is augmenting
the physicians ability of hand-movement by motion scaling and tremor reduction,
providing the surgeons with better precision and enhanced dexterity during minimal
invasive procedures. Most of the commercial available surgical robots, like the da
Vinci, lack sophisticated autonomy being controlled directly by the surgeon. In this
thesis this is of interest, thus will the remainder of this section concern a selection
of state of the art solutions and research towards systems with a higher level of
autonomy than the prior. Integration with medical multi-modal imaging in form

3



2.1. RELEVANT WORK CHAPTER 2. BACKGROUND

of computed tomography (CT), magnetic resonance imaging (MRI) and ultrasound
(US) will be given prominence, with the latter being the main focus.

The future of autonomous robotic systems for surgical procedures is believed en-
abled by integration of robot responses based on analysis of real-time ultrasound [10]
and preoperative modality images, such as MRI and CT. Combining ultrasound with
robots for medical interventions, so called robotic ultrasound systems (RUS), has
received increasing attention the past decade as it has the potential of enabling
real-time visual servoing of the robot manipulator with respect to the interior of
the body. Visual servoing is a technique utilizing vision based sensors and analysis
of obtained data to control a robot, potentially by an automatic response. The
most comprehensive research towards visual servoing using medical ultrasound is
conducted at the National Institute for Research in Computer Science and Con-
trol (INRIA) and the Research Institute in Computer Science and Random Systems
(IRISA) in France. In association, Krupa et al. has published several articles on
interpreting robot motion response based on information obtained through ultra-
sound acquisition [11, 12]. They also presented a robotized tele-echograpy system
with several modes such as autonomous scanning and positioning, including the
possibility to maintain visibility of defined structures [13].

A common issue frequently noted for methods using standard 2D probes is track-
ing motion perpendicular to the two-dimensional ultrasound imaging plane. Men-
tioned publications rely on intensity based analysis, but they tend to lack robustness
for so called out-of-plane motion. The concept of tissue speckle tracking is suggested
as an alternative solution [14]. The presence of speckle noise is a typical characteris-
tic of ultrasound images. Speckle is deterministic interference formed from coherent
reflections from scatterers in the sub-resolution volume [15]. For small motions the
speckle pattern is highly correlated, and this is what the authors base their method
on. Recently a novel method using control laws employed with Shearlet coefficients
shows great promise for determining featureless out-of-plane motion [16]. Among
several additional solutions, utilizing 3D probes is an obvious way to cope with the
problem. However, compared to 2D probes the frame rate is much lower making
real-time tracking modes fragile [17]. Increasing the computational requirements by
introducing more data through image volumes will also extend the calculation time,
thus delaying estimates used for positioning. Nadeau et al. suggests using special
probes [18], such as the bi-plane type, to solve both the out-of-plane motion and the
frame rate problem.

A recurring pattern for developed systems and methodology is that they rely on
implementing their own confined and task specific user interfaces. This makes ex-
ploitation with existing image-guided therapy solutions dreary, as extensions need
to be created from scratch. Integrating robot manipulation into mature image-
guided therapy platforms is believed advantageous as they generally provide basic
layers already adopted for medical procedures. The renowned open source visual-
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ization and medical image computing software 3D Slicer [19] is such a platform,
and consequently it has been implemented with robot manipulation. Xia et al. has
implemented collaborative control and visualization of a robot arm in the software
for skull base drilling [20]. A more general contribution using OpenIGTLink [21]
together with 3D slicer for state control and visualization of a robot is presented
by Tauscher et al. [22]. Evolved into a extension module in the platform known as
LightWeightRobotIGT1.

Earlier, solutions for robot manipulation in IGT used ad hoc solutions, such as
3D printer setups or in-house robots. Such setups are often non-applicable to a clin-
ical environment. Anyhow, as the publications above suggest, more recent research
favor collaborative lightweight robots from large commercial firms. Collaborative,
in this context, means system able to perform tasks interacting with humans. These
type of robots share common characteristics, such as restricted payloads and other
safety related specifications. Most also have built-in security functionality with ISO
approval (ISO 10218-1:2011, ISO 13849-1:2015) [23, 24]. Currently a specific stan-
dard (IEC/NP 80601-2-77) for basic safety and essential performance of medical
robots for use in surgery is under development [25]. The robot manipulator used in
this project, the UR5 from Universal Robots2 (Odense, Denmark), has not received
much attention in the IGT community yet, but are well established in other industry
and research. However, researchers at Johns Hopkins University have published sev-
eral studies that uses the robot in a robot-assisted tomography ultrasound system for
deeper and faster scans [26, 27], while Bø et al. has used it for probe calibration [28]
used in ultrasound-guided interventions. Recently, Mathiassen et al. presented a
ultrasound robotic system using the manipulator holding an ultrasound probe [29].
The system has a sophisticated haptic sensor system with user interaction using
a spatial navigator. Although the system relies on full human interaction rather
than autonomous solutions, it proves the manipulator can be feasible for this type
of tasks.

Though not completely related as it does not involve the mentioned modalities,
first reports of an autonomous robot system successfully suturing and reconnecting
in vivo pig intestines was announced and published early May this year [30]. The
system is named Smart Tissue Autonomous Robot (STAR) and utilizes an industrial
collaborative robot similar to the one used in this project, with seven degree of free-
doms extended with a sewing tool. The vision system is based on a combination of
Near Infrared Fluorescence (NIRF) molecular imaging and three-dimensional quan-
titative plenoptic imaging. Remarkably, it outperforms human experts performing
a procedure known as intestinal anastomosis. Perhaps this preclinical evaluation
could be the first phase in a new era of clinical practice where supervised autonomy

1https://www.slicer.org/slicerWiki/index.php/Documentation/4.5/Extensions/
LightWeightRobotIGT

2www.universal-robots.com
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2.2. MATHEMATICAL PREREQUISITES CHAPTER 2. BACKGROUND

is admitted to soft-tissue surgery.

2.2 Mathematical prerequisites
This section is a short review of the mathematical background needed. The reader
is assumed to be familiar with basic linear algebra, especially matrix operations.

2.2.1 Relating objects in space
To describe the position and orientation of rigid bodies a normal convention is
to consider a orthonormal coordinate frame attached to the body of interest, and
express it with respect to some reference frame. A pose is a notion of describing the
translation and the orientation of a coordinate frame with respect to another [31],
and can be used to transform vectors between coordinate frames. This is useful
when considering multiple coordinate frames and relating them with a common
reference. There are several ways to represent a pose, and in this text the concept
of homogeneous transformation will be used primarily.

The position of a point 𝑃 in the three dimensional space can be described by
a translation vector 𝒑𝑖 ∈ ℝ3 with respect to an arbitrary coordinate frame 𝑖. A
translation vector between the origin of a coordinate frame 𝑗 with respect to the
reference frame 𝑖 can be denoted by 𝒕𝑖

𝑗 ∈ ℝ3. To fully describe a rigid body in space
the rotation must also be accounted.

Rotation matrix

In three dimensions the rotation matrices are (3×3) matrices of the special orthog-
onal group 𝑆𝑂(3). A matrix of this type can be used to to describe the orientation
of an arbitrary frame with respect to some reference, or to transform coordinates
of a point from one frame to another. A general rotation matrix of frame 𝑗 with
respect to frame 𝑖 is given by

𝑹𝑖
𝑗 = ⎡

⎢
⎣

𝑥𝑗 ⋅ 𝑥𝑖 𝑦𝑗 ⋅ 𝑥𝑖 𝑧𝑗 ⋅ 𝑥𝑖
𝑥𝑗 ⋅ 𝑦𝑖 𝑦𝑗 ⋅ 𝑦𝑖 𝑧𝑗 ⋅ 𝑦𝑖
𝑥𝑗 ⋅ 𝑧𝑖 𝑦𝑗 ⋅ 𝑧𝑖 𝑧𝑗 ⋅ 𝑧𝑖

⎤
⎥
⎦

= ⎡
⎢
⎣

𝑟11 𝑟12 𝑟13
𝑟21 𝑟22 𝑟23
𝑟31 𝑟32 𝑟33

⎤
⎥
⎦

. (2.1)

Matrices in the special orthogonal group 𝑆𝑂(3) are orthogonal with determinant
equal to unity. Another useful property of the group is that 𝑹−1 = 𝑹𝑇 , which in
many cases simplifies calculations significantly.

Axis-angle representation

Another common rotation formalism in three dimensions is a result of the Euler
rotation theorem [32], namely axis-angle representation. Two arbitrary and inde-
pendent orthonormal coordinate frames in space can be related through a simple

6



CHAPTER 2. BACKGROUND 2.2. MATHEMATICAL PREREQUISITES

rotation by an angle 𝜐 about the axis 𝒌. As stated above, the rotation matrix is
orthonormal, and hence its determinant is equal to unity. This implies that one of
the eigenvalues is equal to one, and that the corresponding unit vector 𝒌 satisfies
𝑅𝑗

𝑖𝒌 = 𝒌.
One way to find the rotation matrix from the axis-angle parameters is using the

Rodrigues formula [33], which is given by

𝑹𝑖
𝑗 = cos𝜐𝑰 +sin𝜐𝑺(𝒌)+(1−cos𝜐)𝒌𝒌𝑇 , (2.2)

where 𝑺(𝒌) is the skew symmetric matrix. See appendix B for a definition of 𝑺(𝒌).
Inserting 𝒌 = [𝑘𝑥,𝑘𝑦,𝑘𝑧]𝑇 into equation (2.2) gives

𝑹𝒌,𝜐 = ⎡
⎢
⎣

𝑘2
𝑥(1−𝑐𝜐)+𝑐𝜐 𝑘𝑥𝑘𝑦(1−𝑐𝜐)−𝑘𝑧𝑠𝜐 𝑘𝑥𝑘𝑧(1−𝑐𝜐)+𝑘𝑦𝑠𝜐

𝑘𝑥𝑘𝑦(1−𝑐𝜐)+𝑘𝑧𝑠𝜐 𝑘2
𝑦(1−𝑐𝜐)−𝑐𝜐 𝑘𝑦𝑘𝑧(1−𝑐𝜐)+𝑘𝑥𝑠𝜐

𝑘𝑥𝑘𝑧(1−𝑐𝜐)+𝑘𝑦𝑠𝜐 𝑘𝑦𝑘𝑧(1−𝑐𝜐)+𝑘𝑥𝑠𝜐 𝑘2
𝑧(1−𝑐𝜐)+𝑐𝜐

⎤
⎥
⎦

.

Here a prevalent abbreviation of the trigonometric functions sine and cosine is used,
i.e cos𝜐 = 𝑐𝜐 and sin𝜐 = 𝑠𝜐. It is noticable that 𝑹𝑘,𝜐 = 𝑹−𝑘,−𝜐, thus the repre-
sentation is not unique.

The inverse operation is also of interest. Given an arbitrary rotation matrix 𝑹𝑖
𝑗

as in equation (2.1), the corresponding angle 𝜐 are given given by

𝜐 = arccos(𝑟11 +𝑟22 +𝑟33 −1
2 ). (2.3)

The unit vector 𝒌, namely the axis of rotation, is given by

𝒌 = 1
2sin𝜐

⎡
⎢
⎣

𝑟32 −𝑟23
𝑟13 −𝑟31
𝑟21 −𝑟12

⎤
⎥
⎦

, (2.4)

and noticeably equation (2.3) and (2.4) become meaningless for sin𝜐 ≠ 0. Often
used in this context is also the Euler vector, simply given as 𝝊 = 𝜐𝒌.

Homogeneous transformation

To effectuate the notation of position and orientation the homogeneous transforma-
tion is introduced by combining the concepts, and representing them in a matrix of
the form

𝑯𝑖
𝑗 = [𝑹𝑖

𝑗 𝒕𝑖
𝑗

𝟎𝑇 1 ] =
⎡
⎢⎢⎢
⎣

𝑟11 𝑟12 𝑟13 𝑡𝑥
𝑟21 𝑟22 𝑟23 𝑡𝑦
𝑟31 𝑟32 𝑟33 𝑡𝑧
0 0 0 1

⎤
⎥⎥⎥
⎦

, (2.5)

where 𝑯𝑖
𝑗 ∈ (ℝ3 ×𝑆𝑂(3) = 𝑆𝐸(3)). The special Euclidean group of order three,

𝑆𝐸(3), can describe any angular and linear displacement of rigid bodies in the three
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2.2. MATHEMATICAL PREREQUISITES CHAPTER 2. BACKGROUND

dimensional Euclidean space. Its worth noting that the homogeneous transformation
matrix is not orthogonal, and thus 𝑯−1 ≠ 𝑯𝑇 . Using the fact that the rotation
matrix 𝑹𝑖

𝑗 is orthogonal, the inverse homogeneous transformation is given as

𝑯𝑖
𝑗

−1 = 𝑯𝑗
𝑖 = [𝑹𝑖

𝑗
𝑇 −𝑹𝑖

𝑗
𝑇 𝒕𝑖

𝑗
𝟎𝑇 1 ].

A sequence of subsequent transformations can be calculated by multiplication of
the homogeneous transformation matrices. The resulting matrix is then

𝑯𝑖
𝑗 = 𝑯𝑖

𝑖+1 ⋯𝑯𝑗−1
𝑗 , (2.6)

where the translation vector is

𝒕𝑖
𝑗 = 𝒕𝑖

𝑗−1 +𝑹𝑖
𝑗−1𝒕𝑗−1

𝑗 ,

and the rotation matrix is

𝑹𝑖
𝑗 = 𝑹𝑖

𝑖+1 ⋯𝑹𝑗−1
𝑗 .

The homogeneous transformation matrix serves as a useful mathematical toolbox
for the derivation of manipulator kinematics and relating objects of interest.

2.2.2 Kronecker product and vectorization
The Kronecker product is a mathematical operator mapping two arbitrary sized
matrices into a block matrix [34]. The operator product, denoted as ⊗, between a
matrix 𝑨 and 𝑩 with size 𝑚×𝑛 and 𝑝 ×𝑞 respectively is given as

𝑨⊗𝑩 = ⎡
⎢
⎣

𝑎11𝑩 ⋯ 𝑎1𝑛𝑩
⋮ ⋱ ⋮

𝑎𝑚1𝑩 ⋯ 𝑎𝑚𝑛𝑩
⎤
⎥
⎦

,

which is a matrix of size 𝑚𝑝×𝑛𝑞. Vectorization of matrices, i.e converting a matrix
into a column vector by stacking each matrix column, often goes hand in hand with
the Kronecker product. A useful formulations of them used together is

vec(𝑨𝑩𝑪) = (𝑪𝑇 ⊗𝑨) vec(𝑩), (2.7)

which implies

vec(𝑨𝑩) = (𝑰 ⊗𝑨) vec(𝑩) = (𝑩𝑇 ⊗𝑰) vec(𝑨).

As the equations suggest, the vectorization operation is used to express matrix
multiplication as a linear transformation of matrices utilizing the Kronecker product.

8
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2.2.3 Singular value decomposition
The singular value decomposition (SVD) is the factorization of a matrix into a
product of three matrices [35],

𝑨 = 𝑼𝜮𝑽 𝑇 , (2.8)

where 𝑼 and 𝑽 are ortonormal and 𝜮 is diagonal with entries corresponding to the
singular values 𝜎𝑖 of 𝑨. SVD is more general than eigenvalue decomposition as it
can be applied to arbitrary sized matrices. The matrix columns of 𝑼 and 𝑽 are
called left- and right-singular vectors of 𝑨, being denoted as 𝒖 and 𝒗 respectively.
From the decomposition of 𝑨 it also follows that

𝑨𝑇 𝑨 = 𝑽 𝜮𝑇 𝜮𝑽 𝑇 and 𝑨𝑨𝑇 = 𝑼𝜮𝜮𝑇 𝑼𝑇 .

Thus will the vectors 𝒖 and 𝒗 of 𝑨 be a set of orthonormal eigenvectors of 𝑨𝑨𝑇 and
𝑨𝑇 𝑨, with 𝜎2

𝑖 being the eigenvalues of the symmetric matrices. Post multiplication
of the rightmost orthogonal matrices in each case gives

𝑨𝑇 𝑨𝑽 = 𝑽 𝜮𝑇 𝜮 and 𝑨𝑨𝑇 𝑼 = 𝑼𝜮𝜮𝑇 . (2.9)

Overall, the idea is to take a high dimensional data set, possibly highly variable,
and reduce it to substructures of lower space while ordering it from most to least
variation [36].

2.3 Serial manipulators
The serial link manipulator is an industrial robot composed of rigid links intercon-
nected by joints. Each joint represents a degree of freedom [37], and are either
revolute or prismatic. The configuration, denoted by the joint variable 𝑞𝑖, changes
the relative angles or position of adjacent links respectively. The series of links and
joints extends from a base, usually stationary, to an end-effector which can move in
the robots reachable workspace [38].

As mentioned, the joint variable represents the relative displacement between
two adjacent links, and for rotating joints the notational convention is 𝑞𝑖 = 𝜃𝑖,
where 𝜃𝑖 is the relative rotation. The joint configuration for a manipulator with 𝑛
joints is 𝒒 = {𝑞𝑖, 𝑖 ∈ [1,…,𝑛]} ∈ 𝒞, where 𝒞 is the configuration space in a subset of
ℝ𝑛. The velocities are then ̇𝒒 = { ̇𝑞𝑖, 𝑖 ∈ [1,…,𝑛]} ∈ ℝ𝑛. The space of all possible
positions and orientation of the end-effector is called the task space 𝒯, and in the
three dimensional case 𝒯 is a subset of the special euclidean group of order three,
𝑆𝐸(3). Throughout the report the term task space and operational space will be
used interchangeably.

9



2.3. SERIAL MANIPULATORS CHAPTER 2. BACKGROUND

2.3.1 Kinematics
Kinematics, in this context, describes the motion chains forming the structure of
a robot system. Robot kinematics involves the mapping from joint configuration
space to the operational space and vice versa. This can also include the velocity
spaces, which will be covered briefly.

Forward kinematics

The forward kinematics are used to define the end-effectors pose 𝝃𝑒 ∈ 𝒯, as well
as preceding joint poses, based on the joint configuration 𝒒 ∈ 𝒞. As mentioned,
the sequence of subsequent transformations can be calculated by multiplication of
transformation matrices. Rewritting equation (2.6) gives

𝑯𝑖
𝑗 =

⎧{{
⎨{{⎩

𝑯𝑖
𝑖+1𝑯𝑖+1

𝑖+2 ⋯𝑯𝑗−2
𝑗−1𝑯𝑗−1

𝑗 , if 𝑖 < 𝑗
𝑰, if 𝑖 = 𝑗
(𝑯𝒋

𝒊 )−𝟏, if 𝑖 > 𝑗
This can be used to describe the transformations between different manipulator
joints. The end-effector pose for a 𝑛 joint manipulator with respect to the base
frame 𝑏 = {0} can then be written as

𝜉𝑒 ∼ 𝑯𝑏
𝑛 =

𝑛
∏
𝑖=1

𝑯𝑖−1
𝑖 = [𝑹𝑏

𝑛 𝒕𝑏
𝑛

𝟎𝑇 1 ].

For complex manipulators with several joints it is hard to derive the forward
kinematics. Systematic conventions like the Denavit-Hartenberg method [39] should
therefore be applied. Not only because it is easier to follow a defined method, but
also introducing universality enables a common language for problems concerning
forward kinematics. Other conventions exist, but this report is limited to only
include this one. The transformation matrix are here described by a product of four
basic transformation given by

𝑯𝑖−1
𝑖 = 𝑹𝑧(𝜃𝑖)𝑻𝑧(𝑑𝑖)𝑻𝑥(𝑎𝑖)𝑹𝑥(𝛼𝑖)

=
⎡
⎢⎢⎢
⎣

𝑐𝜃𝑖
−𝑠𝜃𝑖

𝑐𝛼𝑖
𝑠𝜃𝑖

𝑠𝛼𝑖
𝑎𝑖𝑐𝜃𝑖

𝑠𝜃𝑖
𝑐𝜃𝑖

𝑐𝛼𝑖
−𝑐𝜃𝑖

𝑠𝛼𝑖
𝑎𝑖𝑠𝜃𝑖

0 𝑠𝛼𝑖
𝑐𝛼𝑖

𝑑𝑖
0 0 0 1

⎤
⎥⎥⎥
⎦

,

where 𝑅𝑖 and 𝑇𝑖 is the transformation matrix for a rotation or translation with
respect to an axes 𝑖 respectively. The definition of the matrices used are given in
Appendix B. The parameters 𝜃𝑖, 𝑑𝑖, 𝑎𝑖 and 𝛼𝑖 are the joint configuration/angle,
link offset, link length and link twist , respectively, and is associated with joint 𝑖

10
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and the subsequent link as seen in figure 2.1. It is also important to note that the
axis of manipulation is assigned to be the 𝑧𝑖-axis.

Figure 2.1: Sketch of the Denavit-Hartenberg kinematic parameters. Three revolute
joints with rotation axis 𝑧 is shown, with the corresponding joint configuration angle
𝜗𝑖 = 𝜃𝑖. 𝑑𝑖 and 𝑎𝑖 is the link offset and link length respectively, while 𝛼𝑖 denotes the
link twist. Adapted from Siciliano et al. [37].

As mentioned, a robotic joint is either prismatic or revolute, which again means that
𝜃𝑖 or 𝑑𝑖 are variables. According to this, three of the arguments are constant for
every joint, and thus one can derive expressions for the forward kinematics with one
type of variable. The constants are robot specific, and can be set based on physical
interpretations of the robot at hand.

Velocity kinematics

In the preceding section the relationship between the joint configuration 𝒒 and the
Cartesian positions and orientations, denoted by 𝝃, was developed. In this section
the mapping between the spatial velocity 𝝂 and the joint configuration velocities

̇𝒒 are presented. The spatial velocity is proportional to the joint configuration
velocities, and the term of relation is the Jacobian 𝑱 , which has a joint configuration
𝒒 dependency. The elegant relationship is described by

̇𝝃𝑒 ∼ 𝝂 = 𝑱(𝒒) ̇𝒒, (2.10)
where 𝝂 is the screw vector composed of the position 𝒑̇ and angular velocity 𝝎, i.e
𝝂 = [𝒑̇ 𝝎]𝑇

. The Jacobian needs to be computed in terms of how the orientation
is represented in the operational space. If we are using the homogeneous matrices,
the geometric Jacobian is used. For the case when a minimal number of parameters
describes the orientation, i.e axis-angle representation, we resort to the analytic
Jacobian.

11
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For a manipulator with 𝑛-joints in three dimensions the Jacobian is a (6 × 𝑛)
matrix. For a revolute joint, the Jacobian matrix is calculated by

𝑱𝑖 = [𝒛0
𝑖−1 ×(𝒕0

𝑛 −𝒕0
𝑖−1)

𝒛0
𝑖−1

],

while for prismatic joints the Jacobian is given as

𝑱𝑖 = [𝒛0
𝑖−1
0 ].

The combination of all joints gives the final matrix

𝑱 = [𝐽1 𝐽2 ⋯ 𝐽𝑛−1 𝐽𝑛] . (2.11)

In case of rank deficiency, i.e rank(𝑱) < 𝑛, the manipulator encounters singulari-
ties. Singularities are configurations in which mobility is reduced, and thus arbitrary
motion of the end-effector is not possible. For square matrices this also means that
its determinant is zero, making it non invertible, and an infinite number of solutions
may exist. If not considered singularities can result in undesirable situations as small
velocities in the operational space may result in large velocities in the joint space.
Singularities are divided into boundary and internal singularities. As the name sug-
gest, the prior occur when the manipulator is stretched to the outer boundary of
the workspace or retracted to a locked position. The internal singularities may exist
inside the reachable workspace, and are typically caused by alignment of two or
more axes of motion.

2.3.2 Trajectory planning
Robot tasks, disregarded rare exceptions, involves motion of the joints. The ne-
cessity of understanding motion planning is therefore crucial. Trajectory planning
involves the generation of time sequences of the desired values of motion defined
by the user. In practical situations the user defines the parameters, and the con-
troller system develops the trajectory through motion planning algorithms. Since
the operational space remains more intuitive for the user in the case of planning,
trajectory generation in the operational space will be the main focus here. Planning
algorithms can be extended between spaces, and in general the usage are not space
invariant, however the actual paths can deviate.

Though often used as synonyms, there is a difference between path and trajectory
in this context. A path is the points in space in which the manipulator is assigned
to follow, and is purely geometric. A trajectory is a path where a timing law is
specified, and basically trajectory planning concerns the path description, but also
the constraints, desired velocities and accelerations.

12
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Operational space trajectories

Planning trajectories in the operational space not only prove more intuitive for the
user but also simplifies the path constraints and determination of objects of interest
inside the manipulators workspace. Some typical situations require the end-effector
to move to a specific point or through sequences of points. Either way, the planning
can be done in the operational space and algorithms involving inverse kinematics
can be used offline before execution or real-time during motion.

Given a set of path points, the trajectory planning can be done by interpolat-
ing the sequence using cubic polynomials or commonly using linear segments with
parabolic blends. A useful method is to express the motion analytically using mo-
tion primitives. This is done by representing the path of interest as a parametric
representation of the arc length. The point 𝒑 thus corresponds to a arc length 𝑠.
Each point 𝒑 can be utilized to express three unit vectors, namely the tangent vec-
tor 𝒕, the normal vector 𝒏 and the binormal unit vector 𝒃. The combined frame
is right-handed as suggested by figure 2.2. The tangent vector 𝒕 is oriented along
the direction of the path, together with the normal vector 𝒏 they constitute the
tangential plane at each point 𝒑. The binormal 𝒃 is chosen such that the frame
becomes right-handed. The relations between the unit vectors can be expressed as

𝒕 = d𝒑
ds , 𝒏 = 1

∥d2𝒑
ds2 ∥

d2𝒑
ds2 , 𝒃 = 𝒕×𝒏.

Among several applications, these vectors can be used to construct rotation matrices,
e. g 𝑹 = [𝒕 𝒏 𝒃].

Figure 2.2: A parametric representation of a open path in the operational space. The
right-handed system consisting of the tangent unit vector 𝒕, the unit vector 𝒏 and the
binormal unit vector 𝒃 corresponding to the point 𝒑 in space is illustrated. Adapted from
Siciliano et al. [37].
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Position trajectory

To generate a trajectory in the operational space in terms of position a timing law
for the manipulators end-effector pose 𝝃𝑒(𝑡) must be determined. This can be done
by referring to the above. The end-effector frame moves from a inital to a final point
in a time 𝑡𝑓 − 𝑡𝑖. The timing law can be assigned by the arc length function 𝑠(𝑡),
and its analytical expression is based on chosen techniques, i.e cubic polynomials or
sequences of linear segments with parabolic blends. For a given timing law, in terms
of the arc length 𝑠, the velocity of the end-effector is given by the time derivative

𝒑̇𝑒 = ̇𝑠d𝒑𝑒
ds = ̇𝑠𝒕, (2.12)

and varies with the chosen profile of 𝑠(𝑡) and the oscillating tangent unit vector
along the path.

Orientation trajectory

The orientation of the end-effector along a trajectory are generally specified by
the time-varying rotation matrix 𝑹𝑒(𝑡). In order to characterize the end-effectors
orientation along a trajectory, the transformations needed are

𝑹𝑒(𝑡) = 𝑹𝑖𝑹𝑗(𝑡),

where 𝑹𝑗(𝑡) is the transition matrix between the initial orientation 𝑹𝑖 and the
final orientation 𝑹𝑓 at a given time 𝑡. In som cases the angular velocity of the
end effector 𝝎𝑒(𝑡) is needed for planning the trajectories. One way to interpret the
angular velocities, as well as the angular acceleration 𝝎̇𝑒(𝑡), is by resorting to the
presentation of the axis-angle representation in section 2.2.1. Using the convention,
the transition matrix 𝑹𝑗(𝑡) can then be written as 𝑹𝑗(𝜐(𝑡),𝒌𝑗). Since the axis
of rotation 𝒌𝑗 is constant between every two orientations, it becomes sufficient to
define a timing law for the angle of rotation 𝜐. The transitional velocity are then
found by time differentiation of the rotation angle, i.e

𝝎𝑗(𝑡) = ̇𝜐(𝑡)𝒌𝑗 (2.13)

The following relationships then describes the end-effector velocity as a function of
time along the orientational trajectory

𝝎𝑒(𝑡) = 𝑹𝑖𝝎𝑗(𝑡), (2.14)

When the path and trajectory in the operational space in terms of position and orien-
tation is given, inverse kinematics can be used to find the corresponding trajectories
in joint space.
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2.3.3 UR5 from Universal Robots
The UR5 manipulator is developed by the danish company Universal Robots, which
is a world leading collaborative robotic technology firm. Today, the company has
over 3500 UR robots installed worldwide, performing tasks in a wide range of sectors.
Extensive research on applications using the manipulator is ongoing, mainly due to
its specifications, cost and low threshold integration possibilities.

Universal Robots advertises the UR5 as a highly flexible robot arm. Some useful
and relevant specifications for the manipulator is provided by the manufacturer and
listed in their homepage [40]. The robot arm is a six degree of freedom serial link
manipulator with low weight and size making it flexible in terms of placement. Ad-
ditionally, the inbuilt sensor together with the controller will limit the force exerted
by the arm, and therefore the manipulator can be operated with no additional safety
guarding. The joints are installed with brushless servo motors and harmonic drive
reducers estimated to have a long operating life. Noticeably the end-effector reach
is 850 mm, while the repeatability is alleged to be 0.1 mm.

As mentioned, the UR5 manipulator has six revolute joints, and thus six degrees
of freedom. This makes the end-effectors pose a subset of the special euclidean
group 𝑆𝐸(3), and as a consequence all positions and orientation in its workspace
are obtainable. A picture of the robot arm is shown in figure 2.3.

Figure 2.3: Real life picture of the UR5 manipulator in an arbitrary configura-
tion. Adapted from Universal robotics homepage with permission. Source: http:
//www.universal-robots.com/products/ur5-robot/

The servo motors governing the joint configuration is placed behind the light blue
plastic lids, while the aluminium links stretches between the motors. The end-
effector is mountable, and can be extended with tools of own choice.
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In order to manipulate the UR5 the forward kinematics needs to be derived.
This involves the homogeneous transformation matrix describing the position and
orientation of the end-effector with respect to some base reference. Relating the
velocity spaces as described in section 2.3.1 requires the manipulators Jacobian, thus
it is appropriately included. In figure 2.4 a geometric sketch of the manipulator with
its revolute joints and assigned coordinate frames are shown.
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Figure 2.4: Illustration of the UR5 manipulator drawn with a joint configuration equal
to 𝒒𝑟 = [0 -𝜋/2 0 -𝜋/2 0 0]𝑇 . The relevant Denavit-Hartenberg parameters are shown
together with the coordinate frames corresponding to every joint.

The relevant Denavit-Hartenberg parameters are also illustrated, and these corre-
spond to the values given in table 2.1.
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Table 2.1: Denavit-Hartenberg parameters provided by the manufacturer. The parame-
ter 𝑑𝑖 represents the link offset, 𝑎𝑖 the link length and 𝛼𝑖 is the link twist.

Link 𝑖 𝑑𝑖 [mm] 𝑎𝑖 [mm] 𝛼𝑖 [rad]
1 89.16 0 𝜋/2
2 0 -425.00 0
3 0 -392.25 0
4 109.15 0 𝜋/2
5 94.65 0 −𝜋/2
6 82.30 0 0

The homogeneous transformation matrices between every joint of the UR5 manipula-
tor is calculated using the Denavit-Hartenberg convention described in section 2.3.1.
Multiplying subsequent matrices from base to end-effector yields the homogeneous
transformation matrix corresponding to the pose of the end-effector with respect to
the robot base, generally noted as 𝑻 𝑏

𝑒𝑒, where {𝑏} and {𝑒𝑒} corresponds to the base
and end-effector respectively.

Extending the manipulator with a tool is common, and requires a description of
the tool coordinate frame in a known reference. Knowing the tool transformation
matrix with respect to the end-effector frame permits us to describe the tool frame
with respect to the robots base. This corresponds to multiplying 𝑻 𝑏

𝑒𝑒 with the
transformation matrix between the end-effector frame and the tool frame 𝑻 𝑒𝑒

𝑡 , i.e
𝑻 𝑏

𝑒𝑒𝑻 𝑒𝑒
𝑡 ,. Similarly, relating the base frame in operational space to some other

arbitrary frame of interest is done by pre multiplying the base frame pose with
respect to the arbitrary frame. In practical consensus, this can be used to relate the
manipulator to other objects of interest.

During motion the velocity of the end-effector in operational space can be related
to the joint velocity by the linear relationship of equation (2.10). According to
equation (2.11), the geometric Jacobian for a six revolute joint manipulator is

𝑱 = [𝑱1 𝑱2 𝑱3 𝑱4 𝑱5 𝑱6] ,

where

𝑱𝑖 = [𝒛𝑖−1 ×(𝒑𝑒 −𝒑𝑖−1)
𝒛𝑖−1

] = [𝑹𝑖−1𝒛0 ×(𝒑𝑒 −𝒑𝑖−1)
𝑹𝑖−1𝒛0

].

Bear in mind that the superscripts are omitted, and that in such cases the frame
of reference is the base. The derived expressions for the transformations matrices
between the different links, as well as the manipulators Jacobian is included in
appendix C.

17



2.4. CALIBRATION METHODS CHAPTER 2. BACKGROUND

2.4 Calibration methods
A common problem setting up a robot system is relating the robot to other de-
vices, such as tools and cameras. Several of these transformations can be unknown,
but generally they constitute a circular relationship with static components. The
problem frequently takes the form of 𝑨𝑿 = 𝑿𝑩 or 𝑨𝑿 = 𝒀 𝑩, having one or two
unknowns respectively. Consequently this has become a field of study in the robot
community - the prior being well known as the “Hand-Eye calibration” [41]. The
homogeneous matrices,

𝑨𝑿 = 𝒀 𝑩, (2.15)

can be rewritten as

[𝑹𝑨 𝒕𝑨
𝟎𝑇 1 ][𝑹𝑿 𝒕𝑿

𝟎𝑇 1 ] = [𝑹𝒀 𝒕𝒀
𝟎𝑇 1 ][𝑹𝑩 𝒕𝑩

𝟎𝑇 1 ].

Multiplying the matrices gives

[𝑹𝑨𝑹𝑿 𝑹𝑨𝒕𝑿 +𝒕𝑨
𝟎𝑇 1 ] = [𝑹𝒀 𝑹𝑩 𝑹𝒀 𝒕𝑩 +𝒕𝒀

𝟎𝑇 1 ],

which results in two equations, one purely orientational

𝑹𝑨𝑹𝑿 = 𝑹𝒀 𝑹𝑩, (2.16)

and one containing the translational component

𝑹𝑨𝒕𝑿 +𝒕𝑨 = 𝑹𝒀 𝒕𝑩 +𝒕𝒀 . (2.17)

So far, this is valid for both cases mentioned above. The further solution pat-
tern can be divided into three categories, namely separable, simultaneous and iter-
ative [42]. Separable solutions parts the task into solving the orientational from the
positional component. Simultaneous solutions arise from solving the components
simultaneously, while iterative solutions uses optimization techniques. Throughout
the past decades, several methods for solving these problems are presented in litera-
ture. However, none are considered superior as there is always a reciprocity between
accuracy and complexity which must be considered depending on the task at hand.
The solution methods for both one and two unknowns have several similarities, the
latter being of interest in this thesis.

To the best of the authors knowledge, Zhuang et al. presents the first closed-
form separable solution of the 𝑨𝑿 = 𝒀 𝑩 problem utilized quaternions [43]. The
proposed method is extended with increased accuracy in later work by Dornaika
and Horaud [44]. Recently, Shah et al. proposed a separable method utilizing the
Kronecker product and singular value decomposition with claims of being more
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accurate and effective than the mentioned quaternion based methods [45]. A similar
method, though simultaneous, has been presented earlier [46] by Li et al3. Both a
separable and simultaneous solution utilizing the Kronecker product inspired by the
mentioned work will be presented in the following.

2.4.1 Separable solution
Considering the orientation part first by rewriting equation (2.16) to

𝑹𝐴𝑹𝑋(𝑹𝐵)𝑇 = 𝑹𝑌 ,

and vectorizing the matrix product by utilizing the property introduced in equa-
tion (2.7) we get

(𝑹𝐵 ⊗𝑹𝐴)vec(𝑹𝑋)−vec(𝑹𝑌 ) = 0,

[−𝑰 (𝑹𝐵 ⊗𝑹𝐴)][vec(𝑹𝑌 )
vec(𝑹𝑋)] = 0.

(2.18)

To obtain a unique solution for equation (2.18) it is necessary with at least 𝑛 > 3
measurements of 𝑨 and 𝑩. Assume 𝑛 measurements are acquired, and that they
are summarized. Multiplying the transpose of the resulting left sided column vector
with itself gives

[ 𝑛𝑰 −∑𝑛
𝑖=1(𝑹𝐵𝑖

⊗𝑹𝐴𝑖
)

−∑𝑛
𝑖=1(𝑹𝑇

𝐵𝑖
⊗𝑹𝑇

𝐴𝑖
) 𝑛𝑰 ][vec(𝑹𝑌 )

vec(𝑹𝑋)] = [0
0]. (2.19)

Setting 𝑲 = ∑𝑛
𝑖=1(𝑹𝐵𝑖

⊗ 𝑹𝐴𝑖
) and solving for both vec(𝑹𝑋) and vec(𝑹𝑋) by

separation results in two equations,

𝑛2 vec(𝑹𝑌 ) = 𝑲𝑲𝑇 vec(𝑹𝑌 ),
𝑛2 vec(𝑹𝑋) = 𝑲𝑇 𝑲 vec(𝑹𝑋).

(2.20)

Noticeably these expressions has the same form as the property introduced by equa-
tion (2.9) in the section about singular value decomposition. The solutions for
vec(𝑹𝑋) and vec(𝑹𝑌 ) is then proportional to the left-singular vector 𝒖 and right-
singular vector 𝒗 of 𝑲 corresponding to the singular value 𝑛, which is also the
number of measurements. This gives

𝑹𝑋 = 𝑐𝑋vec−1(𝑣𝑖) and 𝑹𝑌 = 𝑐𝑌 vec−1(𝑢𝑖). (2.21)
3Beware of several algebraic mistakes in the method derivation in the article by Li et al. [46].
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Since the rotation matrices is part of the special orthogonal group, the determinant
is equal to 1. The proportionality constants can be determined accordingly,

det(𝑐𝑋vec−1(𝑣𝑖)) = 𝑐3
𝑋det(vec−1(𝑣𝑖)) = 1 ⟹ 𝑐𝑋 = sgn(vec−1(𝑣𝑖))

det(vec−1(𝑣𝑖))1/3 ,

with 𝑐𝑌 being solved similarly with 𝑢𝑖. Knowing the rotation matrix 𝑹𝑌 we can
solve for the translational part

[𝑹𝐴 −𝑰][𝒕𝑋
𝒕𝑌

] = 𝑹𝑌 𝒕𝐵 −𝒕𝐴. (2.22)

The expression takes the matrix form of a linear system 𝑨𝒙 = 𝒃, and can thus be
solved accordingly.

2.4.2 Simultaneous method
Performing vectorization on equation (2.16) directly and using the property of equa-
tion (2.7) gives

(𝑰 ⊗𝑹𝐴) vec(𝑹𝑋) = (𝑹𝑇
𝐵 ⊗𝑰) vec(𝑹𝑌 ),

which can be rewriten as

[(𝑰 ⊗𝑹𝐴) −(𝑹𝑇
𝐵 ⊗𝑰)][vec(𝑹𝑋)

vec(𝑹𝑌 )] = 0. (2.23)

Vectorization of the translation part from equation (2.17), which already is an ex-
pression of vectors, yields

(𝒕𝑇
𝐵 ⊗𝑰) vec(𝑹𝑌 )+𝒕𝑌 +𝑹𝐴𝒕𝑋 = 𝒕𝐴.

Stacking the expression gives

[(𝒕𝑇
𝐵 ⊗𝑰) −𝑹𝐴 𝑰]⎡

⎢
⎣

vec(𝑹𝑌 )
𝒕𝑋
𝒕𝑌

⎤
⎥
⎦

= 0. (2.24)

Concequently, a shared vector in equation (2.23) and equation (2.24) is identified
making it possible to combine them and solve the problem simultaneously,

[(𝑰 ⊗𝑹𝐴) −(𝑹𝑇
𝐵 ⊗𝑰) 0 0

0 (𝒕𝑇
𝐵 ⊗𝑰) −𝑹𝐴 𝑰]

⎡
⎢⎢⎢
⎣

vec(𝑹𝑋)
vec(𝑹𝑌 )

𝒕𝑋
𝒕𝑌

⎤
⎥⎥⎥
⎦

= [ 0
𝒕𝐴

]. (2.25)

Again we end up with the form 𝑨𝒙 = 𝒃 which can be solved using least-square
methods. To describe the rotation as a matrix again, a devectorialization must be
conducted.
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2.4.3 Calibration error
Ideally inverting either side of equation (2.15) would yield identity. However, in a
practical system where noise is present, inversion would give

(𝑿𝑩)−1𝑨𝑿 = 𝝐 = [𝑹𝜖 𝒕𝜖
𝟎𝑇 1 ],

where the matrix 𝝐 ≠ 𝑰 deviates from identity due to errors in the system. The
translational error is then simply given by the length of the translation component
in the error matrix,

𝝐trans = ||𝒕𝜖||.
A common way to present the rotational error is utilizing the angle of rotation based
on the axis-angle representation and Euler vector,

𝝐rot = ||𝝊|| = ||𝜐𝒌||, ,

where 𝜐 is obtained from 𝑹𝜖 using equation (2.3) and equation (2.4). When several
measurements are obtained, an average errors is usually given.

In literature it is also common to avoid the Euler vector when determining the
rotational error by simply expressing it as the sum of squares of the Frobenius
norm[47], or alternatively the absolute error [44]. This is done summarizing the
deviation in the equality using equation (2.16) for all the measurement,

𝐸rot = ∑||𝑹𝐴𝑹𝑋 −𝑹𝑌 𝑹𝐵||2𝐹 .
Similarly, the translational error is given by the sum of squares of vector length in
equation (2.17),

𝐸trans = ∑||𝑹𝐴𝒕𝑋 +𝒕𝐴 −𝑹𝑌 𝒕𝐵 −𝒕𝑌 ||2

or eventually the relative error

𝐸trans = (∑||𝑹𝐴𝒕𝑋 +𝒕𝐴 −𝑹𝑌 𝒕𝐵 −𝒕𝑌 ||2
∑||𝑹𝐴𝒕𝑋 +𝒕𝐴||2 )

1/2

However, these methods of determining error is a selection of many, making it hard
to compare experimental results with literature. In addition, many of the described
methods is mainly investigated in a simulation setting with known noise, lacking
ground in reality.

2.5 Medical imaging
Images are essential for medical interventions, and have a wide range of clinical
applications. The techniques are mostly used to gain insight and information about
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the interior of the human body through visualization of structures and physiology.
Several modalities exist, each with their own strengths and weaknesses. Those
encountered during the work of this thesis are ultrasound (US), magnetic resonance
imaging (MRI) and computed tomography (CT). A simplified description is therefore
presented briefly below.

Ultrasound

Ultrasound is defined as sound waves with frequencies above the audible range [48],
and for medical diagnostic ultrasound it is usually operated in a megahertz inter-
val. The basic principle is transmission of waves into the body using a transducer,
followed by a reception of echoes returning from the internal structures. Echoes
arise from the transmitted waves reflected on boundaries with different acoustic
impedance. The signal are then processed and displayed. The most generic and
used display-mode is arguably 2D B-mode, which is based on transmitting short
pulses of ultrasound into the body, and utilizing the fact that they are reflected at
different depths.

Magnetic resonance imaging

Magnetic resonance images are generated using strong magnetic fields, radio fre-
quency (RF) pulses and smaller magnetic field gradients [49]. Roughly, the prin-
ciple is based on utilizing that certain atoms have nuclear spin, and that humans
consist of approximately 70 percent water (H2O) which means an immense number
of hydrogen atoms. As the patient enters the magnetic field, the hydrogen protons
in which normally have randomly oriented magnetic moments will align with the
field. A slightly larger proportion will align along the field causing a net magnetic
moment. The protons precess around the axis of the magnetic field with a rate called
the Larmor frequency. An alternating magnetic field causes a disturbance in the
proton alignment, changing the net magnetisation. RF coils are then used to receive
signals as protons tend back to their normal state in a process known as relaxation.
The signal can then be used to produce images. It is also worth mentioning that
gradient coils allow spatial encoding for MRI, and can be used for slice selection,
allowing axial, coronal or sagittal images.

Computed tomography

Two dimensional X-ray images from a patient is obtained illuminating X-rays
through the body and using a device to detect the transversed rays. Computed
Tomography (CT) combines several X-ray projections taken from a range of angles
and produces cross sectional images based on the acquisitions [50]. The technique
enables high resolution three-dimensional images of internal structures of interest.
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X-ray radiation attenuates differently with varying kind of matter, such as tissue
types and bones, giving contrast in the obtained image data.

2.6 Image processing and analysis
The first step in a medical image processing and analysis system, at least in this
context, is acquiring the digital images from the modality of investigation. After
obtaining the digital image, the following, namely digital image processing, involves
performing mathematical operations on the image aiming to enhance, filter, restore
or extract useful information from it [51], the latter being called image segmentation.

Image segmentation is a process used to analyze images by partitioning it into
individual segments based on common characteristics. In a medical context the
property is usually segments belonging to biological structures, such as specific tis-
sue types or organs. This can be useful, both for visualizing the object of interest, but
also for registration and measurements in physical space. Multiple segmentation ap-
proaches exist, but a proper categorization is difficult since methods tend to be both
very different and at the same time share multiple properties. Common approaches
involve thresholding, region growing, morphology, watershed, active contours, level
sets, atlas/registration-based, statistical shape models, centerline extraction and
dynamic image segmentation (tracking) [52].

In this thesis several filtering and detection methods are combined in the image
processing pipeline, including thresholding, Gaussian smoothing, edge detection,
Hough transformation and Kalman filtering. The following will provide a brief
introduction of the mentioned applied on two-dimensional images, but could just
as well be used in a three-dimensional case. Real examples of application will be
presented in later chapters.

2.6.1 Thresholding
Image thresholding is arguably the simplest segmentation method in its basic form.
The method is based on distinguishing image objects based on intensity by creating
a binary image [53]. Assigning the pixels with intensity over a given threshold 𝜏
as object points, and the remaining to background points, groups the image into
distinct modes. The segmented image 𝑆 can thus be given as

𝑆𝜏(𝑢,𝑣) = {1 if 𝐼(𝑢,𝑣) > 𝜏
0 otherwise,

where 𝐼 is the input image. This is called global thresholding, but intuitively one
can assign different values of 𝑇 to different regions of the image. Multiplying the
original image 𝐼(𝑢,𝑣) with the binary segmented image 𝑆(𝑢,𝑣) would retain contrast

23



2.6. IMAGE PROCESSING AND ANALYSIS CHAPTER 2. BACKGROUND

in the object part of the output image. We define the thresholded image 𝐼𝜏 as

𝐼𝜏(𝑢,𝑣) = 𝐼(𝑢,𝑣)×𝑆𝜏(𝑢,𝑣) (2.26)

Extending development of the basic concept has resulted in an immense amount of
thresholding techniques and algorithms utilizing different information [54]. Some
of the methods assign the threshold value 𝜏 automatically, making it suitable for
segmentation without user interaction.

2.6.2 Gaussian smoothing
Noise is definitely prevalent in medical images and is generally caused by electronics
involved in the acquisition. In mathematics, the Gaussian function has several and
important applications, and can also be applied to image processing [55]. Gaussian
smoothing, or blurring, is typically used to reduce unwanted noise and detail in an
image. In two dimensions, the Gaussian function with standard deviation 𝜎 can be
defined as

𝐺(𝑢,𝑣 | 𝜎) = 𝛼exp(−𝑢2 +𝑣2

2𝜎2 ),

where 𝛼 is the weighting scale factor. Here, 𝑢 and 𝑣 denotes the image coordinates.
The smoothing is done convolving the input image with the Gaussian function,

𝐼(𝑢,𝑣) ∗𝐺(𝑢,𝑣 | 𝜎) = (𝐼 ∗𝐺𝜎)(𝑢,𝑣). (2.27)

Convolving the image with a Gaussian function effectually works as a low-pass filter
as it attenuates the image high frequency components. The standard deviation 𝜎
acts as the smoothing factor, and increasing it blurs the image accordingly.

Edge detection are sensitive to noise, and Gaussian smoothing is commonly used
with such detection algorithms. Assigning a significant smoothing factor is necessary
to remove noise, but higher values result in a loss of image information which at
worst could make it impossible to distinguishes object edges.

2.6.3 Edge detection
Edges are boundaries between different regions of the given image. Identifying these
in a digital image is equivalent to finding the areas where image intensity/brightness
changes rapidly. Several methods exist, and most utilizes first or second order
derivatives of image intensity. From mathematics we know that the directional
derivation, or gradient, gives us the rate and direction of most rapid increase, i.e

𝛁𝐼(𝑢,𝑣) = [𝜕𝐼
𝜕𝑢, 𝜕𝐼

𝜕𝑣], (2.28)
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where 𝐼(𝑢,𝑣) is the image intensity function and 𝛁 is the gradient operator. The gra-
dient magnitude ||𝛁𝐼(𝑢,𝑣)|| is the edge strength with direction 𝜃 = arctan( 𝜕𝐼

𝜕𝑢/ 𝜕𝐼
𝜕𝑣).

Recalling that convolution is both commutative and associative an useful impli-
cation is that

𝛁(𝐼(𝑢,𝑣) ∗𝐺(𝑢,𝑣 | 𝜎)) = 𝐼(𝑢,𝑣) ∗𝛁𝐺(𝑢,𝑣 | 𝜎),

which saves one operation as the gradient of the Gaussian is known.

2.6.4 Circle Hough transform

A technique often used in image segmentation is the the edge-based Hough trans-
form [56]. It can be used to detect lines, circles and other curves representable by an
parametric equation. In a practical sense parametric equations are not well suited,
but structures such as imperfect circles can be found using these techniques with
the right parameters. A circle can be described by

(𝑢−𝑢0)2 +(𝑣 −𝑣0)2 = 𝑟2,

where 𝑟 is the circle radius, and (𝑢0, 𝑣0) is the center offset from the origin. In prac-
tice, thresholding, Gaussian filtering and edge detection is usually a preprocessing
part of the Hough transform, followed by the actual circle search. At each identified
edge pixel a circle with center at that point with radius 𝑟 can be drawn, as seen by
figure 2.5. This can be used to create a accumulator image 𝐼𝐴|𝑟, often named voting
space, containing the information about circle intersections. The intersection point
of most drawn circles would correspond to the center of the real circle.

Figure 2.5: Example of the standard Hough transform searching for a circle with a given
radius. The left image shows three samples from the edge of an actual circle with known
radius. At every sampled point a voting circle with the same radius is drawn (middle).
The point of most intersection is the proposed center of the actual circle as shown in the
rightmost image.
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2.6.5 Kalman filter
The Kalman filter method is an approach for recursive estimation of a process state
from sequences of discrete and noisy measurements in the time domain [57]. Ac-
cording to the model, the state 𝑿𝑘 of a system at time 𝑘 emerging from a previous
state 𝑿𝑘−1 is given by

𝑿𝑘 = 𝑨𝑘𝑿𝑘−1 +𝑩𝑘𝒖𝑘 +𝒗𝑘,

where 𝑨𝑘 is the state transition matrix. The control input term is included if known
and consists of the input matrix 𝑩𝑘 and vector 𝒖𝑘. The process noise, here noted
as 𝒗𝑘, is assumed to be have a normal probability distribution with zero mean and
covariance 𝑸𝑘, i.e 𝒗𝑘 ∼ 𝒩(0,𝑸𝑘). Measurements 𝒀𝑘 at a given time is given by

𝒀𝑘 = 𝑪𝑘𝑿𝑘 +𝒘𝑘, (2.29)

where the measurement matrix 𝑪𝑘 maps the state into measurement space. The
noise from measurements, similarly but independent of the process noise, is given as
𝒘𝑘 ∼ 𝒩(0,𝑹𝑘), where 𝑹𝑘 is the covariance. For algorithm conceptualization the
Kalman filter is conventionally decomposed into two phases, prediction and update.

The prediction phase is preparatory, creating an estimation of the next state
𝑿̂𝑘|𝑘−1 given the previous, expressly

𝑿̂𝑘|𝑘−1 = 𝑨𝑘𝑿̂𝑘−1|𝑘−1 +𝑩𝑘𝒖𝑘. (2.30)

Similarly, the estimation of the covariance 𝑷 is given as

𝑷𝑘|𝑘−1 = 𝑨𝑘𝑷𝑘−1|𝑘−1𝑨𝑇
𝑘 +𝑸𝑘. (2.31)

Upon a new acquisition the update phase incorporates the measurement correcting
the estimation from the prediction phase. The first step, also known as the inno-
vation step, calculates the the residuals of measurement 𝒀 and covariance 𝑺. The
prior is given by

𝒀𝑘 = 𝒀𝑘 −𝑪𝑘𝑿̂𝑘|𝑘−1, (2.32)

where 𝒀 is the measurement, while the residual covariance is calculated from

𝑺𝑘 = 𝑪𝑘𝑷𝑘|𝑘−1𝑪𝑇
𝑘 +𝑹𝑘.

An essential part of the algorithm is the Kalman filter gain 𝑲 which describes the
relative importance of the measurement residual with respect to the previous state
estimate. In other words, the optimal Kalman gain is given by

𝑲𝑘 = 𝑷𝑘|𝑘−1𝑪𝑇
𝑘 𝑺−1

𝑘 . (2.33)
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The corrected and updated estimates for state and covariance are then

𝑿̂𝑘|𝑘 = 𝑿̂𝑘|𝑘−1 +𝑲𝑘𝒀𝑘, (2.34)

and

𝑷𝑘|𝑘 = (𝑰 −𝑲𝑘𝑪𝑘)𝑷𝑘|𝑘−1, (2.35)

respectively. The correction is only valid for the optimal Kalman gain.

2.7 Software
Several components constitutes the development environment in this project. The
programming is mainly done using CustusX as a toolkit, which is written in C++
using CMake, Qt, CTK, Boost, VTK, ITK, Eigen and other libraries [58].

2.7.1 CustusX
CustusX is an open source research platform for image-guided therapy (IGT), which
primary focuses on intraoperative navigation and ultrasound (US) imaging [58]. It
was created and is maintained by SINTEF Medical Technology4 in cooperation
with the Norwegian National Advisory Unit for Ultrasound and Image guided Ther-
apy5. CustusX has been in continuous development for more than 15 years, with
close collaboration between software developers, technical and medical researchers.
Eventually it has become a mature research platform for use in the IGT research
community, and has been used in several scientific studies with a wide range of
clinical applications.

In terms of image modalities CustusX supports Ultrasound, but also pre-
operative modalities such as computed tomography (CT) images, magnetic reso-
nance (MR) images, positron emission tomography (PET) images and more. Dur-
ing interventional procedures instrument poses can be tracked and visualised in
real-time within the software navigation window. According to the developers, val-
idation experiments has shown that the platform has a navigation system accuracy
(NSA) of < 1.1 mm, a frame rate of 20 fps and latency of 280 ms for a typical setup.

As of now CustusX is intended for research, and is not approved for use clinically.
For such, the end user needs necessary approvals according to safety regulations and
more. An extended version is used daily in the research environment at St. Olavs
Hospital in Trondheim, Norway.

4http://www.sintef.no/sintef-teknologi-og-samfunn/medisinsk-teknologi/
5http://www.usigt.org/
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Plugin extensions

CustusX is an integrating platform with a layered architecture. It can be used as
a customizable navigation system, or as a toolbox for developing new applications.
Internal resources and external libraries constitute the building blocks of the system,
and combined these provide a lot of the systems functionality. The discrete plugins
enables several of its core features, and serve as an extensibility point for further
development.

One of the main goals from a developer point of view, was making the CustusX
platform easy to extend while keeping the core stable. In practice this means that
unstable extensions should not disrupt the rest of the system. As of 2014, CustusX
uses the CTK Plugin Framework [59] as a dynamic component, based on the OSGi
specifications [60]. This framework provides a simple and standardized architecture,
making it easy for developers to extend with their own features.

The CTK Plugin framework introduces the concepts of services and plugins.
The former are implementations of abstract interfaces available from the plugin
repository, while the latter are physical components that can be loaded/unloaded
at runtime. A plugin has one or more service implementations.

2.7.2 External libraries
CustusX, as well as the robot framework presented below, uses several external
libraries throughout the application. CustusX is the integrating platform, with the
libraries contributing with much of the functionality. The following will present
some of the most central components. It is also worth mentioning that CustusX has
cross-platform compatibility, meaning it can operate on several operating systems
including MS Windows and Mac OS X, as well as Unix based systems such as
Ubuntu. Being cross-platform and open-source makes the system more accessible
for developers.

Qt

Qt is a cross-platform application development framework extending the standard
C++ language with simplified graphical user interface development possibilities [61],
as well as back end tools including the signals and slots mechanism. The signals and
slots mechanism provides easy communication between the objects in the system,
which has proven very beneficial for this sort of framework development.

Eigen

Eigen is a fast and elegant open source C++ template library with cross-platform
support for linear algebra [62]. It supports matrix and vector operations, transfor-
mation methods, as well as having a large set of algorithms for numerical operations.
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Several renowned software projects related to robotics, engineering and computer
graphics uses Eigen including Google (Street view) and Willow Garage (Robotics
operating system).

The Visualization Toolkit

The Visualization Toolkit (VTK) is an open-source software system and toolkit for
computer graphics, image processing and visualization [63]. It is cross-platform
compatible and implemented as a C++ class library. VTK has a large user group
being one of the oldest and still actively developed open source toolkits. It integrates
well with GUI toolkits such as Qt, and also data manipulation toolkits such as ITK.

The Insight Toolkit

The National Library of Medicine Insight Segmentation and Registration Toolkit
(ITK) is an open-source cross-platform library consisting of software components
to perform data filtering, segmentation, and registration of data in two or more
dimensions [64]. It is implemented in C++ designed as a complementary library,
using templated code. It contains no visualization functionality, but integrates well
with VTK. The toolkit contains several image processing algorithms renowned in
the medical imaging community, being its focus area.

2.7.3 Robot Framework

The implemented robot framework is a result of the authors specialization project [6].
In short, it enables basic robotic control in CustusX without any extensions related
to medical applications. However, the aim is to integrate the relevant methods of
the two platforms and enable low threshold development possibilities emphasising
medical applications. Some of the core functionality is summarized below.

Communication

A two-way communication between CustusX and the physical robot is established.
While connected the received data packets are analyzed at a rate up to 125Hz,
providing updated and relevant information about the robots current state. This
limit is on the manufacturer side of the system, and practice it can be lower de-
pending on workstation and general load. The packages sent to the robot contain
information about desired pose, as well as other motion settings, such as velocity
and acceleration. This enables real-time control of the manipulator directly from
CustusX.
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Kinematics and motion generation

The robot kinematics is used to calculate the transformation between the robot base
and end-effector 𝑻 𝑏

𝑒 , as well as the Jacobian 𝑱 , given a joint configuration 𝒒. The
inverse kinematic solution, i.e calculating the joint configuration from the transfor-
mation matrix in operational space, is also implemented utilizing the Jacobian. The
expressions used are derived symbolically in Matlab for the specific manipulator and
the algebra operations are done using Eigen in the framework.

A sequence of operations, such as moving along a given path, is implemented as
a queue system with timing laws. Two types of motion are possible, point to point
or velocity profile motion. The prior is very precise, but is not well suited for scans
when jerking is not desired. The latter, is less precise but enables smooth motion
along complex curves.

Interactive graphical user interface and visualization

The framework also includes a graphical user interface from which users can op-
erate the robot manipulator. The current pose of the robots end-effector, as well
as the current joint configurations are updated in real time. Several applications
exist, including manual and planned movement, as well as simulation methods for
mimicking respiratory effects.

The end-effector can also be visualized in the navigation view area of CustusX
as seen in figure 2.6. From a clinical perspective this is believed to have benefits
in the following development since interaction with objects, and hopefully patients,
through visualization would improve the users cognition.

Figure 2.6: Visualization of the robot end-effector in the view area of CustusX. The
end-effector pose is illustrated by the tip of the grey cone. The thick red dots is a tracked
path in the navigation window, while the red thin line is the predefined motion path. A
user interaction tab is also visible on the left hand side.
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Chapter 3

Methodology

The implemented extensions with concept development proposing solutions for the
project goals is presented in this chapter, followed by verification experiment meth-
ods and protocols. As explained, CustusX is programmed in the language C++
based on plugin extension possibilities using the Qt application framework, as well
as several other external libraries. The robot framework is, and will continue to be
based on the same dependencies.

The chapter will not serve as a stepwise guide to reimplementing the concepts and
framework as a whole, but rather an abstraction with methods used for enabling
the core functionality and essentials. Presenting the pseudo code is believed to
increase the readability and readers understanding of the involved theory. This
will also generalize the code, making re-implementations using other programming
languages and libraries easier. The interested reader is of course welcome to view
the raw code presented following links in Appendix A.

Additional expandability was remarked in the specialization project [6], and some
are therefore implemented despite being a necessity achieving the submitted project
goals. This includes better visualization in the user interface, which will be shown
later. The following sections will describe the concept development and experiments
used in the verification process.

3.1 Overview of the concept development
To fulfill the projects main goals, several distinct tasks are identified that could be
solved and verified individually. First, the robot arm needs to relate spatially to
other objects of interest, such as medical tools, pointing instruments and medical
images. In practice this requires a flexible and fast calibration as the operational
scene is an environment with varying display. By accomplishing this, spatial
relationships between the systems relevant components is mapped. Controlling
the robot appropriately, and eventually autonomous, requires additional feedback
information and analysis. As mentioned in the background, visual servoing, or

31



3.2. RELATING OBJECTS OF INTEREST CHAPTER 3. METHODOLOGY

vision-based robot control, is a technique used to manipulate the robot in response
to data analysis from vision based sensors [65]. The proposed system uses two
different vision based sensors. For external registration the optical tracker Polaris
Spectra from NDI Medical1 (Waterloo, ON, Canada) is utilized, while for inner
body registration, real-time image acquisition using ultrasound is used. The tracker
can register passive markers in its volumetric view, which can be distinguished
by creating physical unique frames consisting of multiple markers. These frames
are often mounted or integrated into instruments making them trackable in space.
Knowing where the ultrasound probe is located in space as a result of the calibration
process, enables location of the ultrasound image with respect to the robot. By
autonomously identifying clinical relevant information in a medical image using
processing routines, the robot arm can potentially manipulate a medical instrument
with respect to the acquired information. Of course, the information needs to be
interpreted such that the robot arm moves in an expedient way.

Summarized, the steps described above can be divided into

• Relating objects of interest

• Calibration

• Image processing and analysis

• Robot manipulation

These four pillars are presented below, followed by a proposed set of experiments
aiming to validate the implementations. Despite being solved separately, the synergy
effect of combining them is the higher purpose.

3.2 Relating objects of interest
Relevant coordinate systems for the robot framework are visualized in figure 3.1, with
homogeneous transformation matrices relating them in space. The transformation
from the robot base to the end-effector 𝑻 𝑏

𝑒𝑒 is derived using the Denavit-Hartenberg
convention, as explained in section 2.3.3. This functionality is implemented in pre-
vious work and can be obtained in real-time using the robot framework.

As mentioned, an optical tracker is used to register the patient and tool in space,
the transformations being 𝑻 𝑐

𝑝𝑟 and 𝑻 𝑐
𝑡 respectively. If both the patient reference

frame and tool frame is visible in the trackers volumetric view, the transformation
between them, namely 𝑻 𝑝𝑟

𝑡 , is possible to calculate. 𝑻 𝑏
𝑒𝑒 and 𝑻 𝑝𝑟

𝑡 defines two dy-
namic transformations obtained using different sensors, and thus being independent
1http://www.ndigital.com/medical/
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in terms of accuracy. Mounting a tool registered by the tracker on the robots end-
effector will relate the systems and cause mutual movement. Moreover, two spatial
relationships from the robot arm to the rest of the core system is developed. The
robot end-effector to tool transformation 𝑻 𝑒𝑒

𝑡 and robot base to patient reference
𝑻 𝑏

𝑝𝑟. Initially these transforms are unknown, but using calibration methods as de-
scribed in the next section can potentially give good estimations for the calibration
matrices.

Figure 3.1: A simplified map of the spatial relationship between robot arm and relevant
coordinate systems in the framework. A camera is registering both the patient reference
frame and the tool frame mounted on the medical instrument. The robot base to end-
effector transform 𝑻 𝑏

𝑒𝑒 is obtained utilizing information from the robots sensor system.
The robot is connected spatially to the rest of the system from both the base and end-
effector.

The patient reference is used as the frame of junction, or world frame, as can be
seen from figure 3.2. It is used to relate all system relevant features spatially. This
includes both real-time image data obtained from an ultrasound probe, the probes
location in space, real-time pose data from a wireless pointer, as well as other data
of interest. The data referred to in the same figure represents preoperative patient
data, such as MRI and CT. Correlating the transformation from previously acquired
patient data to the present patient frame requires a patient registration procedure.
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Research on the topic of patient registration has resulted in several approaches for
solving the issue [66], and the reader is referred to literature for a proper review.
Here the concept of reference markers, or passive markers, are used.

Figure 3.2: A simplified map of the spatial relationship between patient reference and
different tools, image data, pointers and preoperative data. The patient reference frame,
and possibly tool frame, is the connection point for the robot arm. A wireless pointing
instrument, as well as the tool is tracked in real-time using an optical camera. Here the
tool is represented by an ultrasound probe with image data. Additionally, preoperative
data can be registered to the scene, but this requires synchronisation with real-time data.

Introducing an ultrasound imaging system as a vision based sensor for manipulating
the robot arm requires a spatial connection between the robot task space and the
ultrasound image space, as illustrated in figure 3.3. The ultrasound are transmitted
and received at the probe head which is tracked in space by the optical camera.
Signal acquisition and processing results in a digital image contain intensity data
mapped in pixel space. Here, the image is defined with the origin in the top left
corner with pixel coordinates 𝑢 and 𝑣. There is a linear relationship between the
Cartesian and pixel image space given by 𝑥 ⋅ 𝑥−1

𝑚𝑎𝑥 = 𝑢 ⋅ 𝑢−1
𝑚𝑎𝑥, and knowing the

image size in both systems results in an unambiguous solution. The relationship
can be applied to other image dimensions as well. Image processing happens in
the pixel domain, and relevant analysis leading to quantitative information such as
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structure location and size can then be transformed to Cartesian coordinates and
then be related to probe center. The full relationship can be expressed as the image
to tool transformation 𝑻 𝑖𝑚𝑔

𝑡 .

Figure 3.3: Visualization of an imaging ultrasound probe. Image analysis is performed
in the pixel intensity domain of the ultrasound image, where 𝑢 and 𝑣 is the horizontal
and vertical pixel coordinates respectively. The pixel coordinates shares the origin with
the physical image coordinates 𝑥 and 𝑦, and are proportionally related by 𝑇 𝐼(𝑢,𝑣)

𝐼(𝑥,𝑦) . The
transformation 𝑇 𝐼(𝑥,𝑦)

𝑡 from the physical image space to the tool/probe center connects
the image pixel domain to the robot framework.

3.3 Calibration procedure
Interaction between the robot arm and other objects of interest, such as medical
tools and patients, requires a flexible and precise calibration method. From fig-
ure 3.1 two inner circular relationship are identified, with the patient reference to
tool transformation 𝑻 𝑝𝑟

𝑡 being a common junction. In other words,

𝑻 𝑝𝑟
𝑡 = 𝑻 𝑝𝑟

𝑏 𝑻 𝑏
𝑒𝑒𝑻 𝑒𝑒

𝑡 = 𝑻 𝑝𝑟
𝑐 𝑻 𝑐

𝑡 . (3.1)

Initially, the robot arm has no information about the patient reference nor the tool
location, which is crucial enabling interaction. The transformation between these
coordinate frames, namely 𝑻 𝑝𝑟

𝑡 , is known combining the measurements from the
optical camera. Omitting the camera reference, the left part of equation (3.1) can
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be rewritten as

𝑻 𝑡
𝑝𝑟𝑻 𝑝𝑟

𝑏 = 𝑻 𝑡
𝑒𝑒𝑻 𝑒𝑒

𝑏 .
This circular relationship consist of two unknowns, i.e 𝑻 𝑝𝑟

𝑏 and 𝑻 𝑡
𝑒𝑒, but keeping

them constant during calibration makes it possible to solve for either of them. An
unique solution can be obtained conducting several simultaneous measurements

(𝑻 𝑡
𝑝𝑟)(𝑖)𝑻 𝑝𝑟

𝑏 = 𝑻 𝑡
𝑒𝑒(𝑻 𝑒𝑒

𝑏 )(𝑖), for 𝑖 ∈ [1,…,𝑛]
where 𝑛 > 1 is the number of measurements. Noticeably this takes the form 𝑨𝑖𝑿 =
𝒀 𝑩𝑖, where 𝑿 = 𝑻 𝑝𝑟

𝑏 and 𝒀 = 𝑻 𝑡
𝑒𝑒, and we can utilize the methods described in

section 2.4. The following pseudo code is the basis of generating the calibration
matrices between the patient reference and the robot base 𝑻 𝑝𝑟

𝑏 and between end-
effector and tool 𝑻 𝑒𝑒

𝑡 . Algorithm 1 is based on the seperable method presented in
section 2.4.1.

Algorithm 1 Separable calibration method
Require: A set of 𝑛 > 3 corresponding transformations 𝑻 𝑝𝑟

𝑡 and 𝑻 𝑏
𝑒𝑒

procedure CalibrateSeparable( 𝑻 𝑝𝑟
𝑡 , 𝑻 𝑏

𝑒𝑒)
for every pair of transforms 𝑻 𝑝𝑟

𝑡 and 𝑻 𝑏
𝑒𝑒 do

Append 𝑲 ← 𝑲 +𝑹𝑡
𝑝𝑟 ⊗𝑹𝑒𝑒

𝑏 ▷ Equation (2.19)
end for

Calculate 𝑼 , 𝜮, 𝑽 ← SVD of 𝑲 ▷ Equation (2.8)
Find 𝜎2

𝑖 corresponding to 𝑛2 ▷ Equation (2.20)
𝑹𝑝𝑟

𝑏 , 𝑹𝑒𝑒
𝑡 ←Devectorilize 𝑢𝑖 and 𝑣𝑖 ▷ Equation (2.21)

for every pair of transforms 𝑻 𝑝𝑟
𝑡 and 𝑻 𝑏

𝑒𝑒 do
Append 𝑨 ←[𝑹𝒆𝒆

𝒃 −𝑰 ] ▷ Equation (2.22)
Append 𝒃 ←𝑹𝑒𝑒

𝑡 𝒕𝑡
𝑝𝑟 −𝒕𝑏

𝑒𝑒
end for

Solve 𝑨[𝒕𝑏
𝑝𝑟 𝒕𝑒

𝑡 ]𝑇 = 𝒃 ▷ Least squares methods

𝑻 𝑝𝑟
𝑏 , 𝑻 𝑒𝑒

𝑡 ← [ 𝑹 𝒕
𝟎𝑇 1] ▷ Equation (2.5)

return 𝑻 𝑝𝑟
𝑏 and 𝑻 𝑒𝑒

𝑡
end procedure

As mentioned before, the separable methods have an error propagation of the orien-
tation component into the translation. To investigate the effect of this, algorithm 2
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is based on the simultaneous method presented in section 2.4.2.

Algorithm 2 Simultaneous calibration method
Require: A set of 𝑛 > 3 corresponding transformations 𝑻 𝑝𝑟

𝑡 and 𝑻 𝑏
𝑒𝑒

procedure CalibrateSimultaneous( 𝑻 𝑝𝑟
𝑡 , 𝑻 𝑏

𝑒𝑒)
for every pair of transforms 𝑻 𝑝𝑟

𝑡 and 𝑻 𝑏
𝑒𝑒 do

Append 𝑨 ←[𝑰 ⊗𝑹𝑒𝑒
𝑏 −(𝑹𝑡

𝑝𝑟)𝑇 ⊗𝑰 0 0
0 (𝒕𝑡

𝑝𝑟)𝑇 ⊗𝑰 −𝑹𝑡
𝑝𝑟 𝑰] ▷ Equation (2.25)

Append 𝒃 ←[ 0
𝒕𝑡

𝑝𝑟
]

end for

Solve 𝑨
⎡
⎢⎢⎢
⎣

vec(𝑹𝑏
𝑝𝑟)

vec(𝑹𝑒
𝑡 )

𝒕𝑏
𝑝𝑟
𝒕𝑒

𝑡

⎤
⎥⎥⎥
⎦

= 𝒃 ▷ Least squares methods

𝑻 𝑝𝑟
𝑏 , 𝑻 𝑒𝑒

𝑡 ← [ 𝑹 𝒕
𝟎𝑇 1] ▷ Equation (2.5)

return 𝑻 𝑝𝑟
𝑏 and 𝑻 𝑒𝑒

𝑡
end procedure

Practically, it would be most appropriate keeping the patient reference frame at a
static pose after the calibration. A possible scenario is the desire to change instru-
ments, and keeping the patient reference constant with respect to the robot base
enables automatic initialization of new instruments as 𝑻 𝑒𝑒

𝑡 = 𝑻 𝑒𝑒
𝑏 𝑻 𝑏

𝑝𝑟𝑻 𝑝𝑟
𝑡 , with the

right hand side being known after the calibration routine. On the downside, deter-
mining the transformation matrix without a proper calibration can induce additional
errors as will be discussed later.

All the matrix calculations, including vectorization and Kronecker multiplication
is performed using the external library Eigen. A small introduction to the library
was given in section 2.7.2. In addition, Eigen has functionality for singular value
decomposition and least squares methods which is utilized.

3.4 Semi-automatic circle detection in US images
Identifying structures of interest autonomously in an ultrasound image requires an
image processing pipeline ending in a segmentation, or at least an interpretation of
the structures location in physical space. In this project this structure is chosen to be
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a sphere, but by substituting the detection part, other arbitrary structures could of
course be used. Clinically, the object of interest would be anatomic structures such
as specific organs, tissue or vessels, but could also be abnormalities like tumors, cysts
and calcification. It is well known that the shapes of such structures vary, which
makes it hard, or even impossible to generalize this step. Therefore it must be
implemented based on the application at hand. Though perfect spheres and circles
generally not exist in the human body, several structures tend to have a circular form.
They are also commonly used in phantoms and laboratory calibration equipment as
will be shown later on.

Depending on the application the first step of the image processing is optional
cropping. If an ultrasound scan is performed over a defined volume in search for
abnormal structures, the algorithm should search the whole image for abnormalities
given that previously acquired information do not say otherwise. On the other hand,
if a structure is detected, and the task is to track and keep it in the image plane,
one would use cropping methods to decrease the size of the analysed image and thus
increase the speed of processing. Decreasing the size of the analysed image can also
decrease the chance of false positive identifications.

As described in section 2.6.4 about the Hough transform, searching for a circles
in an image requires some prior knowledge about its radius 𝑟. Optionally this can
be an interval, as it would be in a practical scenario. The cropping width is then
assigned as Δ𝑐 = 2(Δ𝑑 + 𝑟), where Δ𝑑 is the motion limitation range. Figure 3.4
gives an illustration of the prior. This can potentially decrease the size of the
analysed region by not considering irrelevant image areas, thus saving a significant
amount of processing time.

Figure 3.4: Illustration of the implemented cropping method. The left image shows
a sampled circle with radius 𝑟. The maximum offset of the circle between samples is
assumed to be limited by a value ∆𝑑 set by the user. The cropping window ∆𝑐 is
calculated according to these parameters.

Motion of anatomic structures is mostly periodic and caused by respiratory effects,
but quantification is difficult without any prior knowledge. This has also been an
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area of extensive research as it constitute a major issue in several medical procedures,
especially radiation based therapy and therapeutic ultrasound. Here, an assumption
is that the total displacement of the structure is lower than the maximum displaced
point on the thoracic diaphragm during deep breath. A literature summary of organ
motion in the thoracic and abdominal regions show that the displacement generally
is lower than 100 mm [67], being the organ with highest displacement caused by
respiration. To translate this to a value of limited motion per frame, we also need to
make assumptions on frame rate and displacement time, i.e inhalation/exhalation
time. For this setup, the frame rate is assumed to always be better than 10 fps
while the minimum displacement time is set to 1 s. This gives a motion limitation
of Δ𝑑 = 10mm per frame.

After the cropping is finalized, the actual image processing pipeline is initiated.
Several of the algorithms described earlier and used in the following are already
implemented into the external library ITK. ITK is briefly described in section 2.7.2.
The extensive set of algorithms includes several methods for thresholding, smooth-
ing, image differentiation and even Hough transform. Consequently they were used
in varying extent.

In figure 3.5 we see parts of an imaged liver mimicing model with a tumor
implant. The left image is the original cropped image, where parts of the tumor
boundary is clearly visible. To reduce the signal, thresholding is performed with
a threshold value 𝑇 equal to the non zero intensity average of the original image.
The effect of increased threshold value is seen from left to right in the image se-
quence, which also proves that setting too high threshold values will remove the
object entirely making it impossible to identify. Using thresholding is optional, but
generally it is used here to decrease signal by removing some low intensity pixels,
and consequently decrease the processing time.

Figure 3.5: Effect of thresholding. The leftmost image is the original digital 8 bit
greyscale image obtained from the ultrasound scanner. The second image from the left
is thresholded with a value equal to the non zero intensity average of the original image
keeping pixels with threshold value 𝑇 > 44 where 𝑇 ∈ [0,255]. Similarly, the adjacent
images are thresholded with values 𝑇 > 88 and 𝑇 > 132 respectively.

The following step involves Gaussian smoothing, which as mentioned in section 2.6.2
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reduces noise in the image. This is necessary as the consecutive step involves direc-
tional differentiation, which are very sensitive to noise. Figure 3.6 shows the effect
of smoothing with increasing value of the standard deviation 𝜎.

Figure 3.6: Effect of Gaussian smoothing. The left image is thresholded with 𝑇 > 44.
The following images is smoothed by discrete convolution of a Gaussian function with
standard deviation 𝜎 = {0.5,1,1.5} and the input image. Used to supress noise.

To identify the edges the gradient magnitude of the smoothed images are calculated.
The effect is shown in figure 3.7 for the same standard deviations as above.

Figure 3.7: Effect of differentiating the Gaussian smoothed images and calculating the
Gradient magnitudes. This serves as an edge detection filter. The left image is thresholded
with 𝑇 > 44, while the following images are the gradient magnitudes of the Gaussian
smoothed images with standard deviation 𝜎 = {0.5,1,1.5}.

The edges can be used to produce an accumulator image, which corresponds to sum-
marizing the number of intersection of drawn circles, as described in section 2.6.4.
In this case it was known that the sphere had a radius of approximately 7.5 mm,
and the search interval is set based on that. This is knowledge that to a certain
degree is unknown, but qualified guess work is often possible in this context. The
accumulator image generated performing Hough transform on the edge filtered im-
age is shown in figure 3.8. The circles search is performed with an increasing radius
interval from left to right.
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Figure 3.8: Hough transformation accumulator image for circle detection. The leftmost
image is the Gradient magnitude of the Gaussian smoothed image with standard deviation
𝜎 = 1. The accumulator image intensity is formed drawing circles with a defined radius
on the leftmost image. The intensity values is the number of circle intersections in each
pixel making the maxima the most probable circle center. The second image is the result
of a search from a circle with radius of 7.5 mm. The last images are formed by searching
for circles in the intervals 7 mm - 8 mm and 6 mm - 9 mm respectively, where every vote
is added to the same image. The size of the circular tumor model is estimated to equal
15 mm from a CT image.

The accumulator images is Gaussian smoothed with a standard deviation 𝜎 = 1, as
seen in figure 3.9. The number of potential circles increases intuitvely with larger
interval, as can be seen. The brightest spot is then considered a measurement of the
circle center.

Figure 3.9: Effect of Gaussian smoothing of the accumulator images. The leftmost
image is the Gradient magnitude of the Gaussian smoothed image with standard deviation
𝜎 = 1. The following images is Gaussian smoothed images searching for circles with radius
of 15 mm, 14 mm - 16 mm and 12 mm - 18 mm respectively. The results are topographic
images where the brightest spot is the most probable circle center.

The pseudo code below summarizes the implementation for finding a circle in the
two-dimensional ultrasound image by utilizing the Hough transform.
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Algorithm 3 Search for circle in a two-dimensional US image
Require: A digital image 𝐼(𝑢,𝑣) and approximation of radius sphere 𝑟.

procedure SearchForMostProbableCircle(𝐼 , 𝑟)
if circle is detected in previous image then

𝑐𝑖 ←[𝑢0 ± ∆𝑐
2 ,𝑣0 ± ∆𝑐

2 ] ▷ Four corner points
Crop image inside square of calculated corners 𝑐𝑖 ▷ Figure 3.4

end if

for every pixel (𝑢,𝑣) do
if pixel intensity value 𝐼(𝑢,𝑣) is non zero then

𝐼Σ ←𝐼Σ+𝐼(𝑢,𝑣) ▷ Sum of intensity of non zero pixels
𝑛𝜌 ←𝑛𝜌+1 ▷ Number of non zero intensity pixels

end if
end for

𝐼𝜏(𝑢,𝑣) ←(𝐼 ×𝑆𝜏)(𝑢,𝑣) | 𝜏 > 𝐼Σ𝑛𝜌
▷ Threshold image, equation (2.26)

𝐼𝐺(𝑢,𝑣) ←(𝐼𝜏 ∗𝐺𝜎)(𝑢,𝑣) ▷ Gaussian smoothing, equation (2.27)
𝐼∇(𝑢,𝑣) ←∇𝐼𝐺(𝑢,𝑣) ▷ Edge detection, equation (2.28)

Create accumulator image 𝐼𝐴|𝑟 as described in section 2.6.4. ▷ Figure 2.5
𝐼𝐴|𝑟,𝐺(𝑢,𝑣) ←(𝐼𝐴|𝑟 ∗𝐺𝜎)(𝑢,𝑣) ▷ Gaussian smoothing, equation (2.27)

𝐼𝐴,𝑚𝑎𝑥 ←max{𝐼𝐴|𝑟,𝐺(𝑢,𝑣)} ▷ Find maximum intensity
𝑢ℎ, 𝑣ℎ ←𝐼(𝑢ℎ,𝑣ℎ) = 𝐼𝐴,𝑚𝑎𝑥 ▷ Find position of maxima

return (𝑢ℎ,𝑣ℎ) and 𝐼𝐴,𝑚𝑎𝑥
end procedure

As the circle center measurements might contain both noise and uncertainties, a
Kalman filter is applied at the end of the pipeline to get a statistical optimal value
when tracking a moving sphere. The brief theoretical background describing the
filter is presented in section 2.6.5.

To design the Kalman filter the first step would be to determine the state vari-
ables and transition function. For simplicity only one direction is considered, but the
actual implementation is according to the two-dimensional images. The expansion
to two dimensions is straightforward, but the matrix dimensions makes a literature
presentation tedious. A predicted state model 𝑋̂𝑘|𝑘−1 for optimal localisation of
the circle center assuming constant acceleration is given as

⎡
⎢
⎣

𝑢̂𝑘
̇𝑢̂𝑘
̈𝑢̂𝑘

⎤
⎥
⎦⏟

𝑋̂𝑘|𝑘−1

= ⎡
⎢
⎣

𝑢̂𝑘−1 + ̇𝑢̂𝑘−1 + ̈𝑢̂𝑘−1
2̇𝑢̂𝑘−1 + ̈𝑢̂𝑘−1

̈𝑢̂

⎤
⎥
⎦

= ⎡
⎢
⎣

1 1 1
2

0 1 1
0 0 1

⎤
⎥
⎦⏟⏟⏟⏟⏟

𝑨𝑘

⎡
⎢
⎣

𝑢̂𝑘−1
̇𝑢̂𝑘−1
̈𝑢̂𝑘−1

⎤
⎥
⎦⏟

𝑿̂𝑘−1|𝑘−1

, (3.2)
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where the state variable 𝑋 = [𝑢 𝑢̇ 𝑢̈]𝑇
include the position , velocity and ac-

celeration of the center. Noticeably, this can be interchanged with the Cartesian
coordinates or other linearly related reference systems. The control input from
equation (2.30) is excluded here, but can eventually prove useful for more complex
scenarios where the tracked object is moving in a recognized pattern, i.e from res-
piration, and thus entailing an external force on the system. The transition matrix
𝑨𝑘 is also used to estimate the predicted covariance as given by equation (2.31).
The process noise covariance 𝑸 is assumed directional uncorrelated, and a diagonal
matrix with variance set to 0.1 in normalized squared coordinates is used.

The output of the Hough transformation, i.e the measured circle center coordi-
nates, represents the Kalman input measurement 𝒀𝑘 as given by equation (2.29).
Mapping the state into measurement space is accomplished setting the measurement
matrix 𝑪𝑘 = [1 0 0]. The measurements normalized noise covariance forming 𝑹𝑘
is set to unity. These parameters constitute the necessary building blocks of running
the entire filter and receiving a optimized estimate for the circle center position. The
returned values are then used to visualize the segment, and as a basis of cropping
the next acquired image. The pseudo code for the filter given an estimate of the
circle center from the Hough transform is seen in algorithm 4.

Algorithm 4 Kalman filter on circle center with noise
Require: The measurement of the circle center (𝑢ℎ,𝑣ℎ) with possible noise.

procedure FindOptimizedCircleCenter((𝑢ℎ,𝑣ℎ))
if Kalman filter is uninitialized then

Predict previous state 𝑿̂𝑘−1|𝑘−1 and covariance 𝑷𝑘−1|𝑘−1
end if

𝑿̂𝑘|𝑘−1 ←𝑨𝑘 𝑿̂𝑘−1|𝑘−1 ▷ Predicted state, Equation (3.2)
𝑷𝑘|𝑘−1 ←𝑨𝒌𝑷𝑘−1|𝑘−1𝑨𝑇

𝑘 +𝑸𝑘 ▷ Predicted covariance, Equation (2.31)

𝒀𝑘 ←[𝑢ℎ 𝑣ℎ]𝑇 −𝑪𝑘𝑿̂𝑘|𝑘−1 ▷ Measurement residual, Equation (2.32)
𝑲𝑘 ←𝑷𝑘|𝑘−1𝑪𝑇

𝑘 (𝑪𝑘𝑷𝑘|𝑘−1𝑪𝑇
𝑘 +𝑹𝑘)−1 ▷ Kalman gain, equation (2.33)

𝑿̂𝑘|𝑘 ← 𝑿̂𝑘|𝑘−1 +𝑲𝑘𝒀𝑘 ▷ Corrected state estimate, equation (2.34)
𝑷𝑘|𝑘 ← (𝑰 −𝑲𝑘𝑪𝑘)𝑷𝑘|𝑘−1 ▷ Corrected covariance, equation (2.35)

Store 𝑿̂𝑘|𝑘 and 𝑷𝑘|𝑘 for next iteration
(𝑢0,𝑣0) ←(𝑢̂𝑘|𝑘, ̂𝑣𝑘|𝑘) | 𝑿̂𝑘|𝑘 = [𝑢̂𝑘|𝑘 ̂𝑣𝑘|𝑘 ⋯]𝑇

return (𝑢0,𝑣0)
end procedure

The Kalman filter is applied while tracking a structure. Both the circle detection
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and the Kalman filter calculations are threaded outside the application main thread,
and utilizes the CPU. The matrix manipulation is performed using Eigen.

3.4.1 Parameters
As shown, several parameters are used throughout the image processing pipeline. A
summary is provided in table 3.1. The radius is the only modifiable variable in the
clinical GUI, while the rest are set in the technical back end. The full covariance
matrices of the Kalman filter is omitted, but the initial and normalized diagonal
variance of the process and measurement matrices are given. These values must of
course be optimized for various scenarios.

Table 3.1: Summary of parameters used in experiments. The radius is varied, but is
usually set in the interval 5 mm - 35 mm. SI units are given when applicable, but in
implementation pixel/image units is used interchangeably knowing the scaling factor.

Description Interaction Symbol Value Unit
Radius of potential spheres Clinical 𝑟 𝑟min - 𝑟max [mm]
Standard deviation Gaussian Technical 𝜎𝑔 1 [mm]
Image threshold Technical 𝜏 0-255
Maximum sphere motion per frame Technical Δ𝑑 10 [mm/s]
Process variance Technical 𝜎2

𝑸 0.1
Measurement variance Technical 𝜎2

𝑹 1

3.5 Integrated robot arm manipulation
Desired functionality of the robot framework includes the possibility of manipulat-
ing the robot arm extended with a tool based on external input sources. Ultrasound
probes are examples of such tools, and for this project this is exclusively used. Herein
integration of moving the center of the probe head using the robot is described. On
a high level, the robot framework, or controller for that matter, understands motion
of the end-effector with respect to the robot base. Most commonly input mea-
surements occurs with respect to other coordinate frames, which in turn requires
extensive translation using the relation mapping described in section 3.2. A typical
example is the desire to move a tool to a specific pose in the patient reference, as can
be understood from figure 3.2. Given a transformation 𝑻 𝑝𝑟

𝑡 it is possible to deter-
mine the required base to end effector transformation 𝑻 𝑏

𝑒𝑒 using the predetermined
calibration matrices, i.e

𝑻 𝑏
𝑝𝑟𝑻 𝑝𝑟

𝑡 𝑻 𝑡
𝑒𝑒 = 𝑻 𝑏

𝑒𝑒.
Offset transformations are relevant for probe motion with respect to ultrasound
image analysis, and is possible post-multiplying 𝑻 𝑝𝑟

𝑡 with the offset defined in tool
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space.
After determination of end-effector motion in the robot base frame, we can fi-

nally start giving the robot arm commands. Details of timing law synchronisation
and trajectory generation is performed using the robotic framework and robot con-
troller. A conclusion from prior development was that sequential point-to-point
motion using the UR5 manipulator resulted in jerk. Jerk, or the time-derivative of
joint acceleration, influences how smooth and efficient the robot moves. A method
introduced in the specialization project was proved to minimize this unwanted be-
haviour by utilizing velocity kinematics. Sequential manipulation of the robot arm
consequently happens in the joint velocity space, i.e the input to the controller sys-
tem is the joint velocity ̇𝒒. The issue with jerk is not relevant for single movements,
which usually is performed in configuration space.

To find the necessary expression, we need to invert the Jacobian of equa-
tion (2.10). This gives

̇𝒒 = 𝑱−1(𝒒) 𝝂, (3.3)

where the Jacobian matrix 𝑱 is a function of the joint configuration 𝒒. The Jaco-
bian is calculated for every state update in the framework. To determine the joint
velocity, we need to develop a velocity vector 𝝂 = [𝒑̇ 𝝎]. This can for instance
be achieved using equations (2.12) and (2.14), and generating a trajectory based
on interpretation of configuration space. A parent pseudo code for motion between
arbitrary poses with respect to a coinciding coordinate frame is given in algorithm 5.

Algorithm 5 Move robot tool from pose 𝑻𝑖 to 𝑻𝑓

procedure MoveFromFrameToFrame(𝑻𝑖, 𝑻𝑓, 𝑣𝑐)
𝑹𝑖

𝑓 ←(𝑹𝑖)𝑇 𝑹𝑓

𝜐𝑓,𝒌 ←Angle-axis representation of 𝑹𝑖
𝑓 ▷ Equation (2.3) and (2.4)

𝒕𝑖
𝑓 ←

[𝒕𝑓 −𝒕𝑖]
||𝒕𝑓−𝒕𝑖||

𝒕,𝜐 ←Append desired timing laws on 𝒕𝑖
𝑓 and 𝜐 ∈ [0,𝜐𝑓]

𝝂 ← [(𝑣𝑐𝒕) 𝑹𝑖 ̇𝜐𝒌]𝑇 ▷ Equation (2.12), (2.13) and (2.14)
̇𝒒 ←𝑱−1(𝒒) 𝝂 ▷ Equation (3.3)

while not at 𝑻𝑓 do
Move joints according to ̇𝒒

end while

end procedure

The algorithm can be used to move the robot arm based on input from any external
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source with pose information spatially related to the patient reference. This can be
utilized when implementing framework functionality allowing robot response based
on ultrasound image analysis. Figure 3.10 shows a structure in the ultrasound image
with a labeled centroid.

Figure 3.10: Illustration of the probe with respect to a moving structure in the ultra-
sound scene. The goal is to keep the centroid, here sketched as a black dot, in the azimuth
center of the imaging plane. This is achieved manipulating the probe with the robot arm
based on image analysis.

Suppose that this structure can move as shown, either in the image plane with
approximately constant area or out-of-plane motion with variable area. Using the
robot arm it should be possible to servo the probe in order to keep the structures
centroid along the radial direction. In practice, the probe has restricted motion in
this direction due to acoustic contact on a surface barrier. This leaves horizontal
in-plane and perpendicular out-of-plane motion. The position of the structure with
respect to the probe head is a result from the image analysis and therefore used as
a basis for the robot motion. The transformation from robot base to structure can
be derived using figures (3.1), (3.2) and (3.3), giving two transformations paths, one
using optical tracker and the other the internal robot sensors. This is summarised
as

𝑻 𝑏
str = 𝑻 𝑏

𝑒𝑒𝑻 𝑒𝑒
𝑡 𝑻 𝑡

img𝑻 img
str = 𝑻 𝑏

𝑝𝑟𝑻 𝑝𝑟
𝑡 𝑻 𝑡

img𝑻 img
str . (3.4)

Moving the probe head over the structures centroid should thus be performed by
servoing to the given transformation, while keeping the axial distance between head
and centroid constant. Eventually, if the surface is known this should be included
in the manipulation for determining the axial displacement between probe head and
structure centroid. If the structure moves perpendicular to the image plane its area
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in the image plane will eventually vary. In this specific scenario a sphere is tracked,
making the area proportional to the calculated radius. If the structure is identified,
the robot slightly moves to determine the gradient of the structures radius while
searching for the largest radius. The imaged structure with largest radius is used
as the pinpoint, and will serve as the desired ultrasound section. A pseudocode
for centering the probe over a circular structure utilizing several of the algorithms
presented earlier is presented in algorithm 6.

Algorithm 6 Center probe over structure
Require: Digital image 𝐼(𝑢,𝑣) and radius search interval [𝑟min, 𝑟max]

procedure CenterProbeOverCircularStructure(𝐼 , [𝑟min, 𝑟max])
for every 𝑟 between 𝑟min and 𝑟max with a suitable increment do

(𝑢ℎ, 𝑣ℎ), 𝐼𝐴,max ←SearchForMostProbableCircle(𝐼 ,𝑟)
Determine proposed center and radius 𝑟𝑠 based on maximum 𝐼𝐴,max

end for
(𝑢0,𝑣0) ←FindOptimizedCircleCenter(𝑢ℎ,𝑣ℎ)

𝒕𝐼
𝑠𝑡𝑟 ←[𝑢0 𝑣0 0]𝑇 ▷ Coordinates of center

Create 𝑻 𝑡
str ▷ Probe spesific transform from image to physical space

Create 𝑻 𝑏
str ▷ Equation (3.4)

MoveFromFrameToFrame(𝑻 𝑏
𝑡 , 𝑻 𝑏

str)
return 𝑟𝑠
end procedure

The current transformation between base and tool 𝑻 𝑏
𝑡 is updated in real-time. The

returned radius 𝑟𝑠 is used to center the probe over the structures largest cross-
section. The proposed method involves slight motion of the probe along the direction
of elevation, recalculating the proposed radius and placing the probe such that
the differentiation of the radius is negative to either side. The motion is defined
according to accuracy in the system.

3.6 Visualization
Improving the visualization of the robot arm was issued in the specialization project.
This can can be understood by figure 2.6, where the center of the robots end-effector
is displayed as the tip of a grey cone. The manipulator is deformable in a sense that
it consists of six rotational joints with rigid links. A computer-aided drafted(CAD2)
model of the arm is provided by the manufacturer, and this was manually sub-
structured using CAD software into links according to the geometric representation
2Use of computer programs to create constructions and technical drawings of physical objects
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drawn in figure 2.4. Mutual relationships between sub-models is developed by de-
riving the transformation between the robot base and every joint frame using the
Denavit-Hartenberg convention. Real-time display of the manipulator in the navi-
gation window is implemented using the external library VTK, which is described in
section 2.7.2. Every link model is placed correctly in navigation space and position
and orientation is calculated in real-time based on decoded state updates from the
robot controller. Pictures showing the implemented results is used throughout the
rest of this thesis.

3.7 Experimental validation
The verification experiments are divided into three parts, and are used to identify the
system performance and accuracy in order to validate the implementations described
above. First the calibration routine and image analysis is investigated, which both
constitute a building block in the integrated system. To examine the integrated
robot system three experiments will be conducted. They are chosen with the goal of
covering several components interacting at the same time. Simple protocol schemes
are used to describe the experiments, to enable easier revaluation.

All experiments are carried out at the same workstation using a computer in-
stalled with an Ubuntu 14.04 operating system. The hardware consists of an Intel(R)
Core(TM) i7-6700K CPU with 4.00 GHz, 32 GB RAM and a NVIDIA GeForce GTX
980 Ti GPU unit. The robot arm is an UR5 from Universal Robots with six revo-
lute joints. Additionally, the calibration process and tool tracking utilizes the optical
tracker Polaris Spectra from NDI Medical. The ultrasound imaging is performed
with the ultrasound scanner SONIX MDP from Ultrasonix. Additional materials
and equipment used for specific experiments will be mentioned in the protocol.

3.7.1 Calibration procedure
Purpose. Investigate the precision in the calibration process and the necessary
number of measurements for satisfactory system accuracy. Potentially relevant in-
formation also includes the variance between calibrations and the time consume.

Method. The procedure involves several systematic and corresponding measure-
ments of 𝑻 𝑝𝑟

𝑡 and 𝑻 𝑏
𝑒𝑒 in different positions and orientations. The calibration routine

is performed in an area equal to a clinical workspace volume. The routine is run
several times to evaluate robustness.

Data interpretation. Post measurement data interpretations involves plots of
error metrics, such as the residual sum of squares of the orientation, the orientation
and translational error versus number of measurements. The translational compo-
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nents are investigated separately. The time consume running the procedures is also
included.

3.7.2 Image processing and analysis
Purpose. Investigate the speed and accuracy of the image processing and analysis
to verify real-time requirement and robustness for robot manipulation. The actual
size of the sphere will be compared to estimates from calculations.

Method. The procedure will involve a comparison between the circle detection
from image analysis and the physically registered sphere using a calibration arm.
The arm is placed in a water tank, as seen in figure 3.11, and tracked by the optical
camera. Two transformation paths from the sphere to the tool is generated, one via
the calibration arm and patient reference, and the other from image to tool.

Data interpretation. Visualization of segmented sphere spatially projected onto
the image plane. Difference in center location and size will be calculated, as well as
the processing time.

Figure 3.11: Experiment setup for validation of image processing and analysis. A cal-
ibration arm is placed in a water tank together with an imaging ultrasound probe. The
sphere location and size in physical world is compared to the information obtained from
image analysis.
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3.7.3 Integrated robot manipulation
I. Visual servoing based on ultrasound image analysis

Purpose. Investigate the accuracy and robustness of autonomous centering of the
probe over a identified structures centroid in the ultrasound image.

Method. A calibration arm is placed in a water tank as shown in figure 3.12.
Initially, the probe is manually displaced with the structure randomly located in
the ultrasound image. An autonomous visual servoing procedure is then conducted,
with the goal of centering the probe over the centroid of the sphere using ultrasound
image analysis.

Data interpretation. The final displacement between physically registered
sphere and proposed location from image analysis. Comparison between tracking
using robot controller or optical tracking system.

Figure 3.12: Illustration of the setup for validating visual servoing based on ultrasound
image analysis. A calibration arm is placed in a water tank together with an imaging
ultrasound probe held by the robot arm.

50



CHAPTER 3. METHODOLOGY 3.7. EXPERIMENTAL VALIDATION

II. Mimic moving target: Wireless pointer

Purpose. Investigate how the robot mimics motion sequences from external input
sources, in this case a wireless pointer.

Method. A wireless pointer is moved arbitrary in space and tracked as can be
seen be figure 3.13. The robot moves the center of the probe head based on the
tracked path.

Data interpretation. Comparison of planned path and actual motion of the
probe head registered both using the internal robot sensors and the optical tracking
system. Plot of predefined path together with path generated by robot motion.
Investigation of distance between every point of sampled path from wireless pointer
and the tracked probe.

Figure 3.13: Illustriation of robot extended with a tool mimicing the motion of a wireless
pointer. The red curve is the tracked path from the pointing tip, which the robot arm
follows.
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III. Phantom scan

Purpose. Compare CT data with 3D reconstruction of an ultrasound scan per-
formed by the robot arm. Investigate how location and size of segmented tumors
from ultrasound are with respect to the CT.

Method. Predefined scan over a liver tissue phantom registered based on CT
data as suggested by figure 3.14. 3D reconstruction is performed from acquisition
using an existing method in CustusX known as the Pixel Nearest Neighbour [68].
Segmentation of proposed tumors in real-time using the circle detection method.

Data interpretation. Comparison of number of found tumors, CT is used as
ground truth. A 3D reconstruction of the scan is constructed, together with plots
of sum of image intensity and Hough accumulator intensity.

Figure 3.14: Illustration of a scan line on a liver tissue phantom in the navigation window
of CustusX utilizing the robot framework. The robot arm is holding an ultrasound probe
and is about to perform a predefined scan on the phantom. The liver phantom model is
created from CT data.
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Chapter 4

Results

In this chapter the key features of the robot framework and the results from the
verification experiments is presented. The integrated robot framework is a product
of extensive system development, with several distinct components. The imple-
mented code is found following links in appendix A, with pseudo code for essential
functionality presented in the previous chapter.

4.1 Calibration
The results from the calibration routine using either the separable or simultane-
ous approach can be divided into rotational and positional error metrics. In the
following the behaviour of the different calibration methods as a function of pose
measurements will be presented. The rotation error of a typical calibration routine
is given in figure 4.1.

Figure 4.1: Rotational error metrics from the the separable and simultaneous calibration
routine. The left figure shows the rotational error as a function of pose measurements with
the shaded area corresponding to the standard deviation 𝜎. The residual sum of squares
of the orientation is shown to the right.
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Residual sum of squares is often used in literature and are therefore included in the
figure. In this calibration routine, 620 measurements was conducted in an volumetric
area of approximately 6 dm3. The three-dimensional translational error from the
same routine is shown in figure 4.2 for both the separable and simultaneous approach.

Figure 4.2: The positional error as a function of pose measurements. The blue and
red line are results from the separable and simultaneous calibration methods respectively.
The shaded regions corresponds to the area bounded by the standard deviation 𝜎 of the
measurements.

To gain more detail about the directional components of the translational error
they are evaluated separately, and shown in figure 4.3. A running average of ten
measurements is applied to attenuate fluctuation in each component.
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Figure 4.3: The translation error of the components 𝑥,𝑦,𝑧 from left to right as a function
of pose measurements. The red and blue lines are from the simultaneous and separable
calibration methods respectively. A running average of ten measurements is applied.
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As a summary of the calibration routine, key values after 620 pose measurements is
given in table 4.1.

Table 4.1: Summary of the results from two calibration routines after 620 measurements.

Information Separable Simultaneous
Rotational error [°] 0.11±0.07 0.12±0.07
Sum of squares of Frobenius norm 0.0066 0.0073

Translational error [mm] 0.82±0.31 1.05±0.29
Δ𝑥 [mm] 0.48±0.30 0.65±0.37
Δ𝑦 [mm] 0.21±0.17 0.60±0.27
Δ𝑧 [mm] 0.51±0.34 0.37±0.25

Relative error 0.0018 0.0022

Additionally, series of calibrations are conducted with equal number of pose mea-
surements to investigate variance in the routine. The calibration error from ten
consecutive runs with 620 measurements each is shown in figure 4.4 for both meth-
ods.
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Figure 4.4: The rotation error with standard deviation of ten calibration routines. The
left plot are the results from the separable method, while the right plot is the simultaneous
method. 620 measurements was conducted for each calibration.

Similarly, the translational error from the same ten procedures is given in figure 4.5.
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Figure 4.5: The translational error with standard deviation of ten calibration routines.
The left plot are the results from the separable method, while the right plot is the simul-
taneous method. 620 measurements was conducted for each calibration.

The calibration time consume is also of clinical relevance. The calculations times
is negligible compared to the motion routine, and individual investigation is thus
omitted here. For this routine the measurements per minute is approximately 58,
making the full routine last 11 minutes. This is of course very dependant of the
manipulators motion parameters, such as velocity and acceleration, which are set as
high as possible.

4.2 Image processing and analysis

In a visual servoing robot system, the image analysis is usually independent of
the robot, but not the other way around. Image analysis can thus be investigated
individually. Here, the speed and accuracy of the processing and analysis for a
typical probe in water tank setup is presented. The imaged structure in the water
tank is a sphere, as shown in figure 3.11, and the size from analysis is compared to
actual size provided by the manufacturer.

Deviation between circle center location from image analysis and optically
tracked sphere is shown in figure 4.6. Each measurement is an average of 170
measurements conducted in seven different locations.
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Figure 4.6: Plot of the deviation between circle center location from image analysis and
optical tracked sphere (calibration arm). The mean and standard deviation is calculated
from 170 measurements in seven different locations.

The estimated radius of the circle from image analysis compared with the real radius
equal to (11.5±0.1)mm, can be shown in figure 4.7.
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Figure 4.7: The estimated diameter from the the circle detection. The mean 𝜇 and
standard deviation 𝜎 is calculated from 170 measurements in nine different locations. The
true value 𝑑true(11.5±0.1)mm is provided by the manufactorer.
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The real-time visualization of the process in the navigation window is seen in fig-
ure 4.8. Here, a white overlay on the proposed circle is added to the ultrasound
image section. In the three-dimensional navigation window the robot holding an
imaging probe is shown, with a red sphere segmentation corresponding to the esti-
mated location and size is updated in real-time.

Figure 4.8: The segmentation of the circle on top of the original ultrasound image. The
left image shows the proposed solution by a white circle, while the right right image shows
the three-dimensional navigation window and the qualitative spatial relationship to the
robot arm.

The real-time criteria is a rather vague definition. Here, we have assumed that the
analysis satisfies the criteria if the time between frames is longer than the time of
analysis. The main components influencing the speed in this pipeline is image size
and intensity, and are thus investigated with the analysis runtime. Table 4.2 shows
the result as an average of ten runs.

Table 4.2: Speed of analysis. The image size is given in pixels, which consists of 8 bit
intensity components. The total intensity is the sum of every pixel intensity in the image,
and each runtime measurement is an average of ten image analysis’.

Image size Intensity [×106] Runtime [ms]
360×600 3.3 86±2
320×512 3.1 74±2
300×440 2.6 57 ±2
280×360 2.5 48±2
256×256 2.3 39±2

58



CHAPTER 4. RESULTS 4.3. ROBOT MANIPULATION

4.3 Robot manipulation
I. Visual servoing based on ultrasound image analysis

As mentioned earlier, visual servoing using ultrasound has the potential of being use-
ful in several clinical applications. As a proof of concept, an autonomous method for
centering a probe over a tracked structure in an ultrasound image was implemented,
and the accuracy was investigated in the verification experiment. Figure 4.9 shows
the results from the probe centering for thirty different cases measured using image
analysis, optical tracking sensors or internal robot sensors.
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Figure 4.9: Results from the verification of probe centering functionality measuring the
distance from the sphere to the probes axial axis using image analysis, optical sensors
and robot sensors. The probe is placed such that the structures centroid is placed arbi-
trarily in the ultrasound image at least 10mm from the axial axis. The probe is aligned
autonomously using the robot arm.

II. Mimic moving target: Wireless pointer

The previous section revealed results from a verification experiment where an ultra-
sound probe was centered over a tracked structure. The robot-arm was displaced
while the structure was held in a constant position. In other scenarios, the structure
would also be moving, and the goal of the visual servoing would be to mimic the
moving target, and maintaining the visibility of the structure in the ultrasound im-
age section. The concept of mimicking a moving target is of general nature, and here
a wireless pointer is used to define the motion of the probe held by the robot-arm.
Figure 4.10 shows a defined path by the wireless pointer and the tracked motion of
the probe using both the optical and the robot sensor systems.
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Figure 4.10: Defined path sampled from wireless pointer in space. The black and gray
lines correspond to the probe center moving through the predefined points measured using
the optical and robot based sensors respectively.

The deviation between the defined path and mimicking motion is shown in fig-
ure 4.11.
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Figure 4.11: The minimum distance between every point on the sampled path from the
wireless pointer and the closest point on the tracked probe servoing through the points.
Measured using both the optical tracker and the internal robot sensors.

For further investigation the standard deviation in static positions was calculated
for both the optical and robot sensors. The probe was held by the robot arm,
and kept still for approximately 4000 samples in ten different positions. For the
optical tracker the standard deviation of the orientation was (18.7±0.8) m°, while
the translation was (0.21±0.04) mm. The same measurements conducted with the
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robot tracking sensors gave a rotational deviation of (0.3±0.3) m° and a positional
deviation of (3±3) µm.

III. Phantom scan

An ultrasound scan over a liver tissue-mimicking phantom was conducted followed
by a 3D reconstruction of the recorded data. An image of the navigation window
after the scan is shown in figure 4.12. A real-time segmentation of one of the tumor
models is shown as a red sphere in the reconstruction inside the ultrasound image
sector. The right hand side shows the ultrasound image overlay on the CT data.

Figure 4.12: 3D reconstruction of ultrasound scan with the red sphere being the real-
time segmented tumor in the ultrasound plane. Several tumor models are visible in the
3D view. The upper right image show the ultrasound plane overlay in the CT data, while
the buttom right shows the CT data alone.

The scan was conducted with four scan lines, as illustrated in figure 4.13. By
inspection seven tumor models was identified, which coincides with the CT data.
The lower part of the figure shows a running average of the normalized total image
intensity and the number of intersections from the Hough transformation. The peaks
correspond to the tumor models found from inspection of the 3D reconstruction.
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Figure 4.13: 3D reconstruction of a liver tissue phantom scan with approximately
100 mm length per scan line. The scan line direction is indicated. The upper plot is the
normalized image intensity along the scan lines. The lower plot is the normalized maxima
of the accumulator intensities from the Hough transformation. Both are smoothed with
running averages. The red squares indicate abnormalities in the tissue.

The normalization is based on data from individual scan lines, which is approxi-
mately 10cm. The motion of the probe is along the elevation direction, and the
transition between the lines, i.e the azimuth motion, is removed from the results to
avoid incoherence.
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4.4 The integrated framework
The verification experiments was carried out using the implemented framework,
which naturally is considered the main result of this thesis. A summary of fea-
tures extending the framework presented in section 2.7.3 is given herein, and should
provide the main back-end components necessary to build a clinical application.

Calibration

A fully automatic closed-form calibration routine for spatially relating clinical com-
ponents with the robot arm is developed. It is relatively fast, and has a system
error in the sub-millimeter range as can be seen from the results presented previ-
ously. The calibration can be performed using either a simultaneous or a separable
method, and is modifiable both in terms of measurements and calibration area. In
addition to the robot arm, the routine utilizes an optical tracker commonly used in
the operation room to spatially track ultrasound probes, surgical instruments and
more.

Integrated robot manipulation

The calibration allows robot manipulation integrated with existing tools used for
image-guided interventions. This allows precise motion of the robot arm based on
input from external pointing instruments, but also with respect to patient regis-
tered preoperative data. Implemented functionality includes a click-able navigation
window with possible motion planning, such as defined scans or simple motion to
navigation points. In addition, a visual servoing functionality, or vision-based robot
control, using ultrasound is implemented as an extension point. Together with ad-
vanced image analysis, the latter can be used to autonomously navigate a probe
held by a robot arm.

Graphical user interface and visualization

An user interface is built on top of the framework to allow user defined interaction
with the robot arm directly from the software CustusX. Several types of motion
modalities are included, such as manual, planned, ultrasound tracking, i.e visual
servoing and more. In addition, the initialization settings, such as connection to
the robot, calibration and visualization of one or all links are implemented and
modifiable while running the application.

The visualization was greatly improved compared to the previous solution by
adding a real-time updated dynamic model of the robot arm in the navigation win-
dow. This is shown in figure 4.14, where the robot arm is holding an ultrasound
probe. A phantom is registered to the scene with preoperative data from CT and
MRI, while a wireless pointer is held above the head by a human operator. The
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different components are integrated and interactable.

Figure 4.14: The left image shows the navigation window in CustusX with the robot
manipulator holding an ultrasound probe. Additionally, a wireless pointing instrument
is pointing towards a preregistered phantom head generated from data obtained using
preoperative modalities such as CT and MRI. The right image shows the corresponding
real-life laboratory scene.

The resulting work has been able to demonstrate the integrated robot system
to the research team at SINTEF in a satisfactorily manner. Demonstrations have
been conducted and the functionality has been validated from the researchers as
necessary for further development and projects in order to transfer the technology
towards clinical applications. As a proof of concept videos used in presentations
earlier this year showing the framework and robot in action are included following
the link in appendix A.
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Chapter 5

Discussion

To recap, the goal of this project was to derive relationships between the robot
manipulator and objects relevant to an image-guided intervention. This involved
development of automatic calibration routines feasible for clinical use. Desired func-
tionality included robot manipulation as response to information obtained from ex-
ternal sources. This chapter is devoted to discussing the methodology, the results
from verification experiments and the resulting framework. Suggestions for further
development concludes the chapter.

5.1 Registration and calibration
Integrating a robot manipulator with existing and common tools used in image-
guided interventions requires a shared reference frame relating every relevant object
in space. Figure 3.1 and 3.2 shows two simplified maps sketched to illustrate the
spatial relationships. The patient reference was chosen as the junction frame, often
called world frame, opposed to what is used in CustusX, which introduces an addi-
tional parent reference [58]. In this scenario, introducing such a coordinate system
would be redundant and are thus omitted. The patient reference is also the intuitive
choice, as a hypothetical user, such as the clinician, would likely prefer planning the
procedure with respect to the patient. Planning however, is performed in the user
interface, and ideally the user should not need to be concerned about the world
frame as it is handled in the software back end. The figures, which is greatly simpli-
fied in terms of the immense amount of coordinate frames that is actually present,
suggests the crucial need of seamless mapping and transformations between frames.
Moving a robot arm holding a medical tool with respect to the robot base instead
of the patient reference can at worst be fatal. A systematic mapping of frames of
interest is important in practice, but also helpful in the development process.

As shown in figure 3.1, the robot is spatially related to the rest of the system
by two transforms, the patient reference to robot base 𝑻 𝑝𝑟

𝑏 and the robots end-
effector to the tool center point 𝑻 𝒆𝒆

𝒕 of a medical instrument. Both the base of
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the robot and patient reference is typically fixed during a procedure. In computer
assisted surgery the latter is often used to correlate preoperative data of the patient
spatially for interaction in the intraoperative scene. This restricts motion of the
frame with respect to the patient during a procedure, without conducting a new
patient registration. The robot base is usually fixed also, but contradictory scenarios
are prevalent, such as moving the robot base with multi-axes Cartesian actuators to
allow more flexibility. However, in this calibration routine the assumption is that
the robot base is fixed with respect to the patient reference and similarly the robot
end-effector to the medical tool. In practice this means that the patient needs to be
fixed with respect to the patient reference, and consequently the robot base as well.

Among several possible approaches, a separable and simultaneous calibration
method based on using the Kronecker product and vectorization was implemented.
The reason for introducing two types of methods were to investigate their difference
in error and effectiveness. Both methods require several measurements to be valid,
and also access to the proposed work area for a limited amount of time. Further
investigation should thus be conducted to improve clinical feasibility, as the full
calibration routine would not be suitable with a patient present in the calibration
volume. A practical solution would be mounting the robot base on a movable rack
allowing more flexibility to the calibration process.

The calibration routines show several interesting results. The general tendency
for the calibration error is that it decreases with increasing number of pose mea-
surements conducted in the calibration volume. However, after a significant amount
of measures the error saturates. This can be seen for both orientation and trans-
lation inspecting figure 4.1 and figure 4.2. Both methods approach approximately
the same error, but the simultaneous case is significantly more fluctuating than the
opponent. Apparently it is more fragile to noise than the separable method, which
becomes quite clear from plots of the translational error components in figure 4.3.
Compared, the simultaneous method is unpredictable, at least conducting less than
150 measurements. After this limit, the tendency is more congruent.

The two independent sensor systems used in the calibration, the optical tracker
and the internal robot sensors, induces varying amount of error to the routine. In-
vestigations conducted after the mimic moving target experiment showed that the
robot sensor system had a negligible deviation compared to the optical in static
positions. Experience with the optical tracker indicates several factors affecting the
noise in the measurements. One discovery is that the markers on the tracked frames
corrodes gradually causing a increasing spatial error over time. The tracking soft-
ware provides error estimates, and investigation showed that using worn markers
gave up to 0.5 mm increased error in the calibration. Clearly, this is significant,
and using new markers were thus endeavored. It is also unknown when the opti-
cally tracked frames were calibrated and how well the actual calibration was. The
tracked frames are fragile to physical tension, and over time this may have caused
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material deformation obviously affecting their initial calibrations. Since the acqui-
sition method of the optical tracker is similar to a camera, the angle of incidence,
as well as trembling will effect the routine. Placing the optical tracker for optimal
depth resolution in the work area was sought. Another related observation is found
inspecting the separable method in figure 4.3, which shows a slightly higher error in
the 𝑧-direction. Gravity is believed to be one of the reasons for this discrepancy, as
this is the direction of most gross force and probably most influenced from environ-
mental factors, such as vibrations and more. A possible improvement of the issues
related to noise mentioned above would be conducting several pose measurements
in each position and averaging them before including them in the calibration.

As theory suggests, the separable routine cause a propagation of rotational error
into the translational part. However, this is hard to identify from the results as the
translational error do not appear to coincide with the rotation error. The saturation
occurs significantly earlier for the translational case, which do not suggest a strong
dependency. The motivation for introducing both a separable and a simultaneous
method was to determine if the effect of propagating error in the prior method was
considerable. However, the conclusion is that performance of the separable method
is preferred, both due to its predictable behaviour, but also because of low error
in position and orientation. As can be seen by table 4.1 the separable method
almost exclusively outperform the simultaneous. Results from several independent
calibration routines is presented in figure 4.4 and figure 4.5, makes it apparent that
the superior choice in terms of both accuracy and reliability is the separable method.
The rotation errors is hardly distinguishable, the the translational error is both lower
and less fluctuation for the separable case.

The time consumption of the calibration routine is dependant on the number of
pose measurements. Here, up to 620 measurements were conducted. This was an ar-
bitrary number, and could be set differently dependant on situational requirements.
In image-guided interventions, a positional error in the navigation system below
1 mm is by many accepted as a threshold good enough for most clinical procedures.
Assuming this, only 174 measurements would be necessary for the simultaneous
solutions, while 373 was needed for the separable. However, since the calibration
is performed from one side of the work space center towards the other, less pose
measurements would also reduce the volume of validity. A possible solution would
be running the calibration routine in a grid of points where every measurement are
conducted at the non measured point with longest distance from the volume centre
while monitoring the error. The routine is complete when the accuracy is sufficient.

If one of the robot relating transforms is known, it enables quick recalibration
of the other using the optical camera. However, this procedure introduces several
practical issues. The passive markers on the physical tools or reference frames needs
to be in the cameras view area, which effectively decreases the degrees of freedom
in operational space. This is also a very relevant issue for general image-guided
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interventions, as the clinicians have to keep the optically tracked tool visible to
the camera in order to update its actual position. Additionally, quick recalibration
would cause a direct propagation of errors from both the optical tracker and robot
sensors into the new calibration matrix. A full calibration routine will minimize this
error, and is thus preferred if applicable in the given scenario.

After calibration another obvious issue related to the static transformation re-
quirement becomes relevant. Several of the potential applications involves contact
between the tool extending the manipulator, for instance an ultrasound probe, and
a surface of investigation. Consequently this results in an exerted force on the probe
equal in magnitude and opposite in direction of the surface contact force. The probe
may displace from the calibration with respect to the end-effector and thus induce an
error in the system. In this project the probe adapter, as can be seen in figure 4.14
was poor, and regular use required frequent recalibration to avoid increasing error
over time. Acquiring a new and more suitable probe adapter, for instance similar
to the one used by Mathiassen et al. [29], is believed to reduce this problem.

Comparing the calibration results to related work is difficult as several choose to
simulate the routine with Gaussian noise instead of conducting physical experiments.
In addition, there is no common way of presenting the estimated errors. For a robot
with six revolute joints, Dornaika and Horoud [44], presents two methods with
relative translation error slightly higher than both methods presented here. Their
closed-form method shows better results for the orientational error for a very small
data set however. The Kronecker methods presented by Li et al. [46] and Shah[45]
were sources of inspiration deriving the methods used in this project. According
to the experimental results presented by Shah, the translational error is far from
the threshold value of 1 mm, while the orientation error is quite fluctuating. The
superior result herein might be correlated with better sensor system and less noise
in experimental setup, also the number of measurements are significantly higher in
our case.

The methods presented were so called closed-form solutions, and iterative cali-
bration methods were not investigated during this project. Literature suggests that
these methods are computationally demanding compared to closed-form solutions
as they contain complex routines for optimization [42], but in return very accurate.
A common issue with iterative methods is that they often not provide unique solu-
tions, or require qualified guess on initial values. Compared to running a multiple
measurement closed-form calibration routine, the latter is believed to be more te-
dious. A suggestion for future investigation, involves using the closed-form methods
to initialize the calibration routine and after estimating a good guess for initial val-
ues, an iterative method could be used for further optimization. It is not known if
this will have any effect on accuracy nor time consumption.
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5.2 Image processing and analysis
One of the most important aspects of visual servoing using ultrasound is the image
processing and analysis. In this thesis the latter is more a proof of concept for inte-
gration with robot manipulation than a novel contribution to the field. A pipeline
with the goal of semi-autonomous detection and tracking of structures with circular
properties was presented in section 3.4. The different steps included depends on
the application. As example the cropping and Kalman filtering is used for tracking
detected structures, but is omitted conducting a search for structures.

Cropping is introduced for several reasons. First, the processing speed could
be significantly improved by analysing a sub-region of the image instead of the
entirety. By estimating where objects of interest are most likely to reside, it is
possible reduce the analysing region to avoid dedicating time to irrelevant areas
of the image. Table 4.2 shows the effect on time consumption running the image
analysis on images with different size. The largest images correspond to full sectors
of typical linear B-mode probes. Apparently analysing images with this size causes
real-time issues even if the frame rate is as low as 10. The smallest images correspond
to typical sizes of cropped images tracking structures with diameter close to 10mm.
Here we can cope with a frame rate up to approximately 25. This is acceptable, but
would definitely benefit improving the processing speed.

The image analysis pipeline consists of several preprocessing steps, such as
thresholding, smoothing and edge detection. To detect the most probable circle
a Hough transform was applied to the edges of the original image. The image
analysis in this project was kept at a trivial level, since the main objective was to
implement an extension point for visual servoing, not to make novel contributions
to the topic of ultrasound image analysis. However, the author believes that this
is the main challenge in further development of visual servoing using ultrasound.
Robust techniques are vital, and throughout the work several unsought situations
occurred as a result of divergence in the image analysis. An example was related
to the cropping, where the external library ITK was used to define the region of
image extraction. Occasionally, the returned image was flipped, causing the image
analysis pipeline to return faulty centre locations. At worst this could cause unde-
sired motion of the probe, possibly loosing the tracked structure in the image sector.
Another concern is the speed of analysis, which already is on the verge of not being
sufficient. This is believed to be a bigger problem in a clinical setting, with more
complexity and non-trivial medical images. A possible change to increase the speed
of analysis would be utilizing the graphical processing unit (GPU) instead of the
central processing unit (CPU). The GPU can solve parallel problems faster than the
CPU, while being more energy efficient and affordable [52].

At the end of the image pipeline, a Kalman filter is applied to produce an estimate
of the new circle center location, based on both the current single measurements
and the previous states with model consideration. A standard motion model with
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constant acceleration was chosen, but it probably would be beneficial to inspect
and identify properties of the tracked object for practical implementations. For a
lab setup this model was sufficiently complex. Several parameters are used in the
Kalman filter, and some are very relevant for the results. The covariance of the
process noise 𝑸 influences the weighting of measurements in the state update. A
higher value makes the state update more affected by measurements and vice versa.
Also the noise covariance 𝑹 needs to be initialized. Both parameters are tuned
for the specific application, and depending on the quality of the tracking algorithm
up to filtering. Applying the Kalman filter has definitely improved tracking, and
introduced a more robust entirety. A bad measure of the circle center from the
Hough transform, is effectively corrected with the Kalman filter.

Qualitatively the result from image analysis is satisfying. Figure 4.8 shows an
ultrasound image with a proposed circle completely enclosing the reflecting object.
The size and location is used to create a sphere in the image plane of the probe
in the 3D navigation window. This gives a very good intuition about the location
of the object in space with relation to the robot. The location ground truth is not
normally known for practical examples like this, but an attempt was made by setting
up an experiment according to figure 3.12. A calibration arm with a single sphere
marker at the foot was placed in a water tank. The mounted plate with markers
on the arm was tracked optically, with an manually estimated calibration from the
plates origin to the single marker in the water. The location of the single marker
was used as ground truth in the image analysis. A plot of the resulting deviation
between location proposed by image analysis and the optically tracked calibration
arm is given in figure 4.6. On average the deviation lies slightly below 1mm which
is fair. Despite this, the calibration arm was questioned as ground truth due to the
manual calibration between tracked frame and single sphere. Apparently this is a
very fragile setup, and since the deviations are quite consistent, this might be due
to a systematic bias from the initial calibration.

Estimation of structure size is useful information in many contexts, for instance
for diagnostics where abnormalities in the tissue is quantified. Visualization of prop-
erly scaled structures in the navigation window requires a proper estimation of the
size. Here, it can also be used as a control parameter in visual servoing. To estimate
the most probable diameter of a circular structure, the Hough transformation is run
with a range of possible diameters while monitoring the the number of intersections.
The most probable circle location and diameter correspond to the maximum number
of intersections. A result from an experiment validating this calculation is given in
figure 4.7, where the diameter of a circle measured in several positions is presented.
Noticeably the trend is slightly higher than the true value. This is expected as the
borders of the structure is smeared out in the ultrasound image due to reflections.
With more information on this effect, there would be possible to compensate for this
by scaling the proposed size with a determined factor. However, the result is quite
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good as the deviation always is smaller than 0.5mm, and further improvement was
not found necessary in this project.

A clinical environment is very complex, and would eventually require extended
robot vision, both for internal navigation using ultrasound as is the case here, but
also external overview of the entire scene. It is necessary to make the robot more
feasible and collaborative in interaction with humans. Establishing a two way com-
munication between the ultrasound scanner and the workstation would result in
more flexibility. As of now, communication is routed from the scanner to the work-
station, but arguably it would be beneficial not to modify scanner settings such as
image depth and frequency outside the framework. Image analysis and its appli-
cations, could potentially take a leap towards autonomy if this functionality was
implemented, and feasibility would definitely increase as the user only need to in-
teract with one workstation.

5.3 Integration of robot manipulation
Relationships between coordinate frames enables the integrated robot manipulation,
which is a generic concept involving sequential motion, as well as single moves. The
methods of motion is partially developed earlier, but integration with tools and pa-
tient scenes was enabled by calibration. Consequently this laid the foundation for
new functionality related to image guided interventions, but potentially powered
by the robot manipulator. Exploited methods involve preplanned motion such as
scans physically defined using a surgical pointer or from the user interface inter-
acting with patient registered preoperative data. Additionally, creating a extension
point for visual servoing using ultrasound was possible, since the imaging sector of
the ultrasound probe now was spatially related to the robot base through known
transformations.

The motivation of implementing functionality for visual servoing using ultra-
sound is to enable autonomous tracking of moving structures in the body. Several
clinical procedures struggle with issues related to this problem, and it is both hard
and tedious to perform as a human. In this project, visual servoing was used for
centering a imaging ultrasound probe over a tracked structure, and keeping the struc-
ture approximately fixed in the center of the image even while moving. A common
restriction tracking structures this way was the ultrasound frame rate, as it limits
the maximum velocity of the structure in the image plane. Here we assumed that the
motion of trackable structures is less than the approximated maximum velocity of
the diaphragm, i.e 100mm s−1. Standard ultrasound scanners satisfies this criteria,
but obviously the workload of image processing and analysis increases with frame
rate. For tracking purposes, estimating the velocity of the structure between frames
enables the possibility of servoing the probe as compensation, effectively increasing
the maximum velocity of the tracked structure. Anyhow, motion of the circular
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structure perpendicular to the image plane was found to be the biggest problem
while tracking. Here, the the values of radius and number of circle intersections in
the Hough transform was used as control parameters. Sadly, the experimental setup
did not include the necessary materials to quantitatively investigate the tracking of
moving targets. Centering the probe over a stationary structure after discrete offsets
is the closest scenario, which is also investigated during a verification experiment.
Figure 4.9 shows the resulting distance between the probes axial axis and the sphere
center after running the probe centering routine. The optical tracker and internal
robot sensors shows similar results, which indicates that the calibration was good
and that introducing the robot manipulator did not induce larger errors to the ex-
isting system. On average, the distance from axial axis of the centered probe and
to the sphere is lower using the image analysis. The most probable reason for this is
again the manual calibration of the arm used in the experiment, together with the
fact that motion is based on image analysis and not the optically tracked position
of the sphere. All in all, the results were adequate.

As can be understood, visual servoing requires a very robust image analysis
with interpretation of structure location is space. The main problem was related
to perpendicular motion of the structure, however, as explained above this was not
investigated quantitatively due to experimental restrictions. Improving the method
implemented in this project is undoubtedly needed for practical use. Here, image
processing was restricted to digital intensity based methods, and data components
from signal processing such as RF or envelope data, was not available. Speckle tissue
tracking, which is proposed as a possible solution to the problem with out-of-plane
motion [14] is not implementable as it requires one of the mentioned data types.
Hopefully these data types can be included and utilized in later versions of Cus-
tusX. Solving the problem could also be done using special probes [18] if available.
However, if the standard 2D B-Mode probe and intensity based methods are to be
used, the author believes that the method based on Shearlet transformations [16]
should be investigated. Either way, the image analysis needs to be very robust for
visual servoing in a clinical context.

Related to autonomous visual servoing is also the robots ability to mimic motion
of a wireless pointer. A tracked surgical pointer can be used to plan the motion of
the robot arm, for example defining a path for ultrasound scanning. Figure 4.10
shows results from an experiment where an operator moves a surgical tool in the
operational space while optically tracking its position. The recorded positions are
then used as a path of motion for the robot manipulator holding a ultrasound probe.
Qualitatively, by inspection the paths are coinciding both tracking the probe with
a optical tracker and utilizing the robot sensor system. In figure 4.11 the minimum
distance from every point on the sampled path to the moved probe is given. The
results using the internal robot sensors are significantly better than the optical
tracker. The main reason is that the robot is moving the tool with respect to its
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known position, which is tracked using the robot sensor system. Another interesting
behaviour is prevalent in optical measurements. Clearly they are varying through
the volume of motion. The error seem correlated with the distance from the camera,
and possibly areas of lesser visibility. Noticeably, they are worryingly high at the
end of the path. These results suggest the possibility of substituting the optical
tracking system with the internal robot sensors when applicable. The internal robot
sensor is superior in this context, as it is not dependant of visibility.

As a curiosity for further development, a preplanned ultrasound scan over a
phantom was performed in the end. A 3D reconstruction of the acquisition was
conducted with results as shown in both figure 4.12 and figure 4.13. In addition,
the image analysing pipeline was running during the procedure to search for pos-
sible circular structures in the investigated volume. Seven abnormalities are found
inspecting the reconstruction. Both the total image intensities and normalized num-
ber of intersection of the Hough transform along the scan lines suggested seven to
eight regions with higher intensity than normal. From the CT data, seven tumor
models was visible, making the observations from both modalities coincide.

3D reconstructions are performed utilizing the optically tracked ultrasound probe
location at acquisition. This can make the procedure problematic as it requires
visual line of sight between probe and tracker during the routine. Areas where
the probe is poorly visible is fragile, inducing possible errors in the reconstruction.
As the previous results suggested, using the internal robot sensors could provide a
decent substitute of the optical transform between patient reference and tool 𝑻 𝑝𝑟

𝑡 .
This is also used for the 3D reconstruction, so utilizing the robot sensors instead of
the optical during acquisition would remove the issue with visibility, and possibly
improve the reconstruction quality.

5.4 Robot framework
Seamless integration into an existing platform for image-guided interventions, such
as CustusX, with several extensibility points is believed necessary to establish an
accepted standard in the research community. As mentioned, an extension named
LightWeightRobotIGT is under development in 3D slicer by Tauscher et al. [22]
using OpenIGTLink as a network communication protocol. Compared the robot
framework developed in this project has several similarities, such as visualization,
state updates and simple control. However, LightWeightRobotIGT lacks function-
ality beyond this point. Except for a visual example, there is no information about
the methods for relating the robot manipulator to tools used in image-guided inter-
ventions, nor any proven integration with ultrasound. Conclusively, the framework
implemented in this project seem more mature than LightWeightRobotIGT from a
functionality perspective. To the best of the authors knowledge, the implemented
framework is one of the most generic platforms for robot manipulation in image-
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guided interventions. The functions are not considered novel, but an integration
of this order is an original contribution to the field. As of now, there is no exist-
ing platform providing all of the presented functionality and extension points. The
integration with CustusX is of course essential, as the platform provides several
methods directly applicable for use with robot arms. CustusX is apparently well
suited for integrated robot control, and will hopefully serve as a game changer in
the future.

Developing a software for collaborative robot control in image-guided interven-
tions is undoubtedly beneficial in the coming years. The amount of industrial collab-
orative robots used in health care is believed to increase immensely. Their flexibility
and low weight, together with being programmable allows them to do specific and
user-independent tasks with possible implications on the clinical work-flow. The
manipulator used in this project, the UR5, would have a small footprint in a clinical
environment, and has through verification experiments proven to operate in a precise
manner. As mentioned earlier, a standard (IEC/NP 80601-2-77) for medical robots
in surgery is under development. After standard commissioning, a large scale pro-
duction of industrial manipulators satisfying the inscribed criteria is likely initiated
by the large commercial firms. It is unknown whether the UR5 manipulator will
need improvements to fulfill the standard but the developed concepts could easily
be refined for use with other manipulators.

5.5 Future work
The previous sections revealed the frameworks features, and also included some sug-
gestions for specific improvements. The following is restricted to present the work
feasible extending the framework within a reasonable perspective. It is divided into
two parts, technical extensions and clinical applications. Several suggestions was
given to improve the framework in the previous discussion, so the technical focus
in the following will mainly involve materialistic extensions. Based on the frame-
works current features and performance, the author presents some future possible
directions for clinical applications.

5.5.1 Technical extensions
An issue with this setup, and other image-guided interventions, is using optical
trackers with passive markers. It is very fragile to patient movement if registered to
preoperative data, and other inconsistencies in the environment such as movement
of the robot base. A potential solution would eventually be to introduce 3D cameras
or similar technologies, as is the case in the article by Shademan et al. [30]. A 3D
camera can contribute to better adaption to the surroundings, not being restricted
to only track passive markers. A promising 3D camera that is worth looking into
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is developed in the research environment in Trondheim, namely the Shapecrafter
3D1, which by the developers are claimed to be a prototype of the most accurate
real-time 3D camera in the world. The camera outputs a 3D point cloud which is
supported in CustusX. The depth resolution is proportional with the image size, and
for a 100cm width image it supposedly has sub millimeter accuracy. The camera is
made commercially available later this year. The author has not made a reviewed
search on 3D camera technology, but believes the specifications described can provide
more possibilities extending the framework. All types of cameras has a limited view
area, but compared to the optical tracking system used in this project, the 3D
camera does not require passive markers. However, it requires some sort of patient
registration in order to relate the current scene to preoperative data. This requires
further investigation, and sophisticated development of registration algorithms. In
the context of robot manipulation it would arguably be much better to use a 3D
camera as these can provide surface information in real-time, making it easier to
manipulate robots with respect to the whole environment.

Today, most of the renowned robotic surgical systems lack the ability of force
feedback, including multiple editions of the mentioned da Vinci system [9]. Introduc-
ing this through pressure sensors or similar technology would give the robot system
better tactility [69] and in combination with vision this is believed to have several
application areas, for instance automatic ultrasound scans. Ultrasound scans are of-
ten performed by free hand, and without going into deep detail, involuntary motion
can potentially induce error [70]. The acquisition is affected by acoustic contact and
variable velocity in the motion. Using a real-time force feedback system together
with a robot arm could in theory be used to retain best possible acoustic contact
on surfaces of interest and steady velocity to decrease that undesirable variations
and thus increase the image quality. As mentioned earlier, Mathiassen et al. has
implemented a force feedback system and transferred the tactility into a spatial
navigator [29] in which the user interacts. This gives the user the ability to move
the manipulator, including a sense of touch. Implementing a system like this would
undoubtedly be helpful in a clinical scenario, as it would potentially allow easier
transitions between user interaction and autonomous control. Future development
of the feedback system towards higher degree of autonomy would introduce extended
functionality and control for visual servoing using ultrasound.

Extending the framework for clinical applications is desirable, but also demand-
ing. If the goal is to go beyond the research step, the medical software need to
satisfy several elaborated standards (ISO 13485, ISO 14971, IEC 62304). The goal
of these standards is to ensure that the software is designed for use in a good and
safe manner. The IEC 62304 [71] specifies the life cycle requirements of the medical
software, and if possible in the future software development this should be used as
a template. As of now, CustusX is not approved for clinical use.

1http://www.shapecrafter.no/
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5.5.2 Clinical application
A wide range of clinical applications can make good use of robotic arms, especially
the simple, repetitive and tedious procedures. Expansion possibilities include auto-
matic ultrasound scanning, robot-guided needle insertions and biopsy, as well as a
selection of therapeutic ultrasound and radio-surgical procedures.

A featured procedure that possibly would benefit from a system with imple-
mented methods for visual servoing based on ultrasound is treatment of kidney
stones. Kidney stones, or urinary calculi, is hard structures of crystals, which may
be formed in the kidney or uretar, a condition known as urolithiasis [72]. The inci-
dence is increasing among the general population, partly because of obesity [73, 74].
Currently Extracorporeal Shock Wave Lithotripsy (ESWL) is standard of care de-
pending on stone size and density. This is a non-invasive procedure performed by
focusing acoustic shock waves towards kidney stones localised using either X-ray or
ultrasound. The goal is to fraction the stones such that they pass spontaneously
through the ureter [75, 76]. Despite still being the favorable procedure by being
non-invasive, it has several drawbacks. The main issue is that kidney stones move
during the procedure, both due to physiological effects, but also because of the ex-
erted pressure from shock waves. The shock waves are emitted with a constant
frequency of approximately 0.5 Hz - 2 Hz for a period of several minutes, before the
operator again uses X-ray to check the status of both stone fractionation and lo-
calization. Not updating this information frequently enough causes more than 50%
of the wave energy to miss the target, causing damage to surrounding tissue and
longer treatment times. By introducing real-time visual servoing using ultrasound
the ESWL method could be improved significantly by synchronising precise stone
localisation with the emitted shock waves. The potential result is an increased num-
ber of treated patients, shorter treatment- and convalesce times, as well as less use
of X-ray and anaesthesia.

Anyhow, predicting the future is difficult. In light of the global upheaval in
robot-based interventions and use of robotics for treatment of patients, research in
this field is necessary to meet the necessary treatments of tomorrow. The demo-
graphic change will continue inducing more pressure on the clinical workload, but
introducing sophisticated robot systems to certain procedures can possibly help at-
tenuate the process. However, if this is to happen, technological competence must
be combined with clinical expertise. Only together can these challenges be solved.
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Chapter 6

Conclusion

In this project a robot framework integrated with the navigation system CustusX is
developed. The framework is written in C++ utilizing several external libraries. Im-
plemented functionality includes automatic calibration routines for spatially relating
the robot arm and tools used for image-guided interventions. From verification ex-
periments the positional calibration error is determined to be in the sub-millimeter
range, making it viable for most clinical applications. In addition, the calibration
creates spatial relationships enabling possibilities for integrated robot manipulation.
This includes user planned robot motion of medical instruments, such as ultrasound
probes. Motion planning can be done in the user interface interacting with patient
registered preoperative data, or in the physical scene with a wireless pointer. Addi-
tional functionality for visual servoing using ultrasound is developed, which enables
autonomous robot motion interpreting image analysis.

Despite lacking functional novelty, the framework has several promising fea-
tures and extension points. Together with CustusX the system provides original
integration of robot control with existing implementations renown in the research
community of image-guided intervention. Overall, the framework looks promising.
All predetermined development goals is considered fulfilled with satisfactory results,
and several directions for further work of both technical and clinical relevance is
possible and suggested. Technically this involves implementation of 3D camera and
haptic technology, to improve the visual servoing. Another goal should be targeted
development towards ISO approvals. Using the framework and the manipulator as a
basis, several clinical applications is believed implementable, especially standardized
and repetitive tasks. Featured expansion possibilities include automatic ultrasound
scanning, robot-guided needle insertions and biopsy, as well as a selection of ther-
apeutic ultrasound and radio-surgical procedures. These expansions involves large
patient groups, and with the forecast on demographic change further development
should be emphasized. The performance of the framework and manipulator, includ-
ing the economical aspects, is believed to be clinically feasible.
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Appendix A

Digital appendix

Following the links below gives access to the code implemented during the project.
The branch contains all the necessary code for running the experiments presented
and the functionality of the framework. It will not necesserily be up to date with the
current development branch in the software CustusX, as it is dynamic. However,
it is possible to download and build the software without being synchronised with
CustusX.

Development branch - robot framework code:
https://github.com/androst/CustusX/tree/feature/robot/source/plugins/
org.custusx.robot.ur5

A video used in a presentation earlier this year gives a proof of concept. In addition,
raw data from measurements can be found following the link below:
https://goo.gl/SwN1FP
https://drive.google.com/open?id=0B4j2FpydMNfQOFdEeGxzbHZTVW8

Please do not hesitate to ask if there is any problems or questions. I can be reached
on my student mail address androst@stud.ntnu.no.

85

https://github.com/androst/CustusX/tree/feature/robot/source/plugins/org.custusx.robot.ur5
https://github.com/androst/CustusX/tree/feature/robot/source/plugins/org.custusx.robot.ur5
https://goo.gl/SwN1FP
https://drive.google.com/open?id=0B4j2FpydMNfQOFdEeGxzbHZTVW8


86



Appendix B

Definitions

B.1 The skew-symmetric matrix
Skew-symmetric matrices is square matrices satisfying 𝑺𝑇 +𝑺 = 0, i.e its transpose
is equal to its negative matrix. Considering the vector 𝒌 = [𝑘𝑥 𝑘𝑦 𝑘𝑧]𝑇

it holds
for 𝑺 ∈ R3×3 that

𝑺(𝒌) = ⎡
⎢
⎣

0 −𝑘𝑧 𝑘𝑦
𝑘𝑧 0 −𝑘𝑥

−𝑘𝑦 𝑘𝑥 1
⎤
⎥
⎦

.

B.2 Basic transformation matrices
A common trigometric abbreviation for the trigometric functions sine and cosine
can be written as

cos𝛽 = 𝑐𝛽 and sin𝛽 = 𝑠𝛽.
The set of the basic homogeneous rotation transformations are given by

𝑹𝑥(𝛽) =
⎡
⎢⎢⎢
⎣

1 0 0 0
0 𝑐𝛽 −𝑠𝛽 0
0 𝑠𝛽 𝑐𝛽 0
0 0 0 1

⎤
⎥⎥⎥
⎦

𝑹𝑦(𝛽) =
⎡
⎢⎢⎢
⎣

𝑐𝛽 0 𝑠𝛽 0
0 1 0 0

−𝑠𝛽 0 𝑐𝛽 0
0 0 0 1

⎤
⎥⎥⎥
⎦

𝑹𝑧(𝛽) =
⎡
⎢⎢⎢
⎣

𝑐𝛽 −𝑠𝛽 0 0
𝑠𝛽 𝑐𝛽 0 0
0 0 0 0
0 0 0 1

⎤
⎥⎥⎥
⎦

The set of basic homogeneous translations are given as

𝑻𝑥(𝛽) =
⎡
⎢⎢⎢
⎣

1 0 0 𝛽
0 1 0 0
0 0 1 0
0 0 0 1

⎤
⎥⎥⎥
⎦

𝑻𝑦(𝛽) =
⎡
⎢⎢⎢
⎣

1 0 0 0
0 1 0 𝛽
0 0 1 0
0 0 0 1

⎤
⎥⎥⎥
⎦

𝑻𝑧(𝛽) =
⎡
⎢⎢⎢
⎣

1 0 0 0
0 1 0 0
0 0 1 𝛽
0 0 0 1

⎤
⎥⎥⎥
⎦
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Appendix C

UR5 Specifications

C.1 Robot state messages
A complete list of the robot state messages are as of september 2015 found
in a excel file following the link to the manufacturers new support site
http://www.universal-robots.com/how-tos-and-faqs/how-to/ur-how-tos/
remote-control-via-tcpip-16496/

C.2 Homogenenous transformation matrix
The following is the derived homogeneous transformation matrix between the base
and end-effector of the robot manipulator. Where 𝑑𝑖 is the offset along the 𝑧𝑖−1-axis
and 𝑎𝑖 is the length of the common normal as defined by the Denavit-Hartenberg
convention.

𝑻 𝑏
𝑒 = 𝑯0

6 = [𝑹0
6 𝒑0

06
𝟎𝑇 1 ] =

⎡
⎢⎢⎢
⎣

𝑟11 𝑟12 𝑟13 𝑝𝑥
𝑟21 𝑟22 𝑟23 𝑝𝑦
𝑟31 𝑟32 𝑟33 𝑝𝑧
0 0 0 1

⎤
⎥⎥⎥
⎦

.

In addition to the length offsets a abbreviation for the trigonometric functions is
used, i.e 𝑠𝑖𝑗𝑘 = sin(𝜃𝑖 +𝜃𝑗 +𝜃𝑘) and 𝑐𝑖𝑗𝑘 = cos(𝜃𝑖 +𝜃𝑗 +𝜃𝑘), where 𝜃 is the joint
configuration.

𝑟11 = 𝑐6(𝑠1𝑠5 +𝑐1𝑐5𝑐234)−𝑐1𝑠6𝑠234

𝑟12 = −𝑠6(𝑠1𝑠5 +𝑐1𝑐5𝑐234)−𝑐1𝑐6𝑠234

𝑟13 = 𝑐5𝑠1 −𝑐1𝑐234𝑠5

𝑟21 = −𝑐6(𝑐1𝑠5 −𝑐5𝑐234𝑠1)−𝑠1𝑠6𝑠234
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C.3. THE JACOBIAN APPENDIX C. UR5 SPECIFICATIONS

𝑟22 = 𝑠6(𝑐1𝑠5 −𝑐5𝑐234𝑠1)−𝑐6𝑠1𝑠234

𝑟23 = −𝑐1𝑐5 −𝑐234𝑠1𝑠5

𝑟31 = 𝑐234𝑠6 +𝑐5𝑐6𝑠234

𝑟32 = 𝑐6𝑐234 −𝑐5𝑠6𝑠234

𝑟33 = −𝑠5𝑠234

𝑝𝑥 = 𝑑4𝑠1 +𝑑6(𝑐5𝑠1 −𝑐1𝑐234𝑠5)+𝑎2𝑐1𝑐2 +𝑐1𝑑5𝑠234 −𝑎3𝑐1𝑠2𝑠3 +𝑎3𝑐1𝑐2𝑐3

𝑝𝑦 = 𝑎2𝑐2𝑠1 −𝑑6(𝑐1𝑐5 +𝑐234𝑠1𝑠5)−𝑐1𝑑4 +𝑑5𝑠1𝑠234 −𝑎3𝑠1𝑠2𝑠3 +𝑎3𝑐2𝑐3𝑠1

𝑝𝑧 = 𝑑1 +𝑎2𝑠2 +𝑎3𝑠23 −𝑑5(𝑐4𝑐23 −𝑠4𝑠23)−𝑑6𝑠5(𝑐4𝑠23 +𝑐23𝑠4)

C.3 The Jacobian
The following is the derived Jacobian matrix of the UR5 manipulator. Where 𝑑𝑖 is
the offset along the 𝑧𝑖−1-axis and 𝑎𝑖 is the length of the common normal as defined
by the Denavit-Hartenberg convention.

𝑱 = [𝑱1 𝑱2 𝑱3 𝑱4 𝑱5 𝑱6] =

⎡
⎢
⎢
⎢
⎢
⎢
⎣

𝑗11 𝑗12 𝑗13 𝑗14 𝑗15 0
𝑗21 𝑗22 𝑗23 𝑗24 𝑗25 0
0 𝑗32 𝑗33 𝑗34 𝑗35 0
0 𝑗42 𝑗43 𝑗44 𝑗45 𝑗46
0 𝑗52 𝑗53 𝑗54 𝑗55 𝑗56
1 0 0 0 𝑗65 𝑗66

⎤
⎥
⎥
⎥
⎥
⎥
⎦

In addition to the length offsets a abbreviation for the trigonometric functions is
used, i.e 𝑠𝑖𝑗𝑘 = sin(𝜃𝑖 +𝜃𝑗 +𝜃𝑘) and 𝑐𝑖𝑗𝑘 = cos(𝜃𝑖 +𝜃𝑗 +𝜃𝑘), where 𝜃 is the joint
configuration.

𝑗11 = 𝑑6(𝑐1𝑐5 +𝑐234𝑠1𝑠5)+𝑑4𝑐1 −𝑎2𝑐2𝑠1 −𝑑5𝑠234𝑠1 −𝑎3𝑐2𝑐3𝑠1 +𝑎3𝑠1𝑠2𝑠3

𝑗12 = −𝑐1(𝑑5(𝑠23𝑠4 −𝑐23𝑐4)+𝑎3𝑠23 +𝑎2𝑠2 −𝑑6𝑠5(𝑐23𝑠4 +𝑠23𝑐4))

𝑗13 = 𝑐1(𝑑5𝑐234 −𝑎3𝑠23 +𝑑6𝑠234𝑠5)
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APPENDIX C. UR5 SPECIFICATIONS C.3. THE JACOBIAN

𝑗14 = 𝑐1(𝑑5𝑐234 +𝑑6𝑠234𝑠5)

𝑗15 = 𝑑6𝑐1𝑐2𝑐5𝑠3𝑠4 −𝑑6𝑠1𝑠5 +𝑑6𝑐1𝑐3𝑐5𝑠2𝑠4 +𝑑6𝑐1𝑐4𝑐5𝑠2𝑠3 −𝑑6𝑐1𝑐2𝑐3𝑐4𝑐5

𝑗21 = 𝑑4𝑠1 +𝑑6(𝑐5𝑠1 −𝑐1𝑐234𝑠5)+𝑎2𝑐1𝑐2 +𝑐1𝑑5𝑠234 −𝑎3𝑐1𝑠2𝑠3 +𝑎3𝑐1𝑐2𝑐3

𝑗22 = −𝑠1(𝑎2𝑠2 +𝑎3𝑠23 −𝑑5(𝑐4𝑐23 −𝑠4𝑠23)−𝑑6𝑠5(𝑐4𝑠23 +𝑐23𝑠4))

𝑗23 = 𝑠1(𝑐234𝑑5 −𝑎3𝑠23 +𝑑6𝑠5𝑠234)

𝑗24 = 𝑠1(𝑐234𝑑5 +𝑑6𝑠5𝑠234)

𝑗25 = 𝑐1𝑑6𝑠5 −𝑐2𝑐3𝑐4𝑐5𝑑6𝑠1 +𝑐2𝑐5𝑑6𝑠1𝑠3𝑠4 +𝑐3𝑐5𝑑6𝑠1𝑠2𝑠4 +𝑐4𝑐5𝑑6𝑠1𝑠2𝑠3

𝑗32 = 𝑎2𝑐2 +𝑎3𝑐23 +𝑑5𝑠234 + 𝑑6
2 (𝑐5𝑠234 −𝑐234𝑠5 −𝑠2345)

𝑗33 = 𝑎3𝑐23 +𝑑5𝑠234 + 𝑑6
2 (𝑐5𝑠234 −𝑐234𝑠5 −𝑠2345)

𝑗34 = 𝑑5𝑠234 + 𝑑6
2 (𝑐5𝑠234 −𝑐234𝑠5 −𝑠2345)

𝑗35 = −𝑑6
2 (𝑠2345 +𝑐5𝑠234 −𝑐234𝑠5)

𝑗42 = 𝑠1

𝑗43 = 𝑠1

𝑗44 = 𝑠1

𝑗45 = 𝑐1𝑠234

𝑗46 = 𝑐5𝑠1 −𝑐1𝑐234𝑠5

𝑗52 = −𝑐1

𝑗53 = −𝑐1

𝑗54 = −𝑐1

𝑗55 = 𝑠1𝑠234

𝑗56 = −𝑐1𝑐5 −𝑐234𝑠1𝑠5

𝑗65 = −𝑐234

𝑗66 = −𝑠5𝑠234
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