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fall semester of 2015.
I hereby declare that this thesis titled “Sensorless Control of Permanent Magnet
Synchronous Machines” and the work presented in it is my own.
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Abstract

This master project is a further investigation of the topics covered in the specializa-
tion project “Laboratory platform for PM machine drive study - Adaptive Torque
Estimation”.
Permanent magnet synchronous machines have seen an increased popularity in
recent years. Some market analyses indicate that the industry is experiencing a
gradual shift from induction machines to permanent magnet machines. The ma-
chine offer several advantages over the inductions machine. The rotor losses are
minimal, as there is no excitation current in the rotor. Thus the overall efficiency
is improved. The machine offers higher torque density, lower weight, and higher
torque to inertia ratio, which may improve the dynamic performance. Although the
permanent magnet materials are expensive, the low overall material usage suggests
lower production costs.
In order to obtain the aforementioned advantages a power electronic converter is
required to control the machine. Although many of the induction machines found
in industry are supplied by direct grid connection, the cost savings associated with
the increased efficiency of applying a motor drive is changing this trend. Thus the
requirement of a motor drive should no longer be considered a disadvantage of the
synchronous machine alone.
A lot of research effort has been put into developing control algorithms for electri-
cal machines. In many cases the induction machine has been the initial study case,
and later on the algorithms have been adapted to suit different machines.
In order to accurately evaluate the performance of various motor control algo-
rithms, a laboratory platform of a permanent magnet synchronous motor drive has
been designed in this project. Several practical aspect regarding cooling require-
ments, safety functions, gate driver design, controller and measurement interface
have been considered. The platform is also intended as a base for future research
and development.
Three different control algorithms, field oriented control, direct torque control,
and model predictive control have been evaluated. Additionally different modula-
tion techniques for the inverter switches are covered. Theoretical derivations and
practical implementation is considered. The operation is evaluated by simulation
and laboratory experiments.
Regardless of which motor control algorithm is selected, knowledge of the rotor
flux position is required for efficient closed loop control. The use of position sen-
sors on the motor shaft increases the cost of the drive, and reduces the reliability.
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In order to address this issue, several position estimation algorithms for sensorless
control have been evaluated.
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Samandrag

Denne masteroppgåva er ei vidareføring av spesialiseringsprosjektet “Laboratory
platform for PM machine drive study - Adaptive Torque Estimation”.
Permanentmagnetiserte synkronmaskiner har auka i popularitet dei siste åra. Mark-
nadsanalysar tydar på at industrien opplever eit paradigmeskifte når det gjeld val
av motorteknologi. Der asynkronmaskina tidlegare var det opplagte valet, ser ein
stadig at fordelane med permanentmagnetmaskina har gjort den meir attraktiv.
Permanentmagnetmaskina har fleire fordelar når ein samanliknar med asynkron-
maskina. Det er ikkje behov for magnetiseringsstraum i rotoren. Sjølv om ein
framleis har moderate kvervelstraumar, medfører dette ei betydeleg reduksjon av
rotortapa. Dette medfører igjen ei stor forbetring i den totale verknadsgraden.
Maskina har høgare momenttettleik, lavare vekt og høgare forhold mellom mo-
ment og tregleiksmoment. Sjølv om permanentmagnetar er kostbare, er det mykje
som tydar på at dei totale produksjonskostnadane vert lavare, grunna lavare mate-
rialforbruk.
For å ha nytte av dei gode eigenskapane til maskina er ein avhengig av frekven-
somformardrift. Sjølv om det framleis er vanleg at asynkronmaskina vert kopla
direkte til nettspenning, er dette noko som er i ferd med å endrast. Grunna auka
energieffektivitet vil installasjon av frekvensomformar ofte medføra ei kraftig kost-
nadsbesparing uavhengig av vald motorteknologi.
Det er gjort mykje forskning på utvikling av kontrollalgoritmar for elektriske mask-
iner, i mange tilfeller med asynkronmaskina som utgangspunkt. Seinare tilpassin-
gar har gjort algoritmane tilgjengeleg for andre maskintypar.
For å oppnå eit nøyaktig og realistisk samanlikningsgrunnlag for dei forskjellige
algoritmane, må ein ty til laboratorieforsøk. Eit laboratorieoppsett med omsyn på
ei rekkje praktiske forhold er utarbeidd. Spesielt med tanke på kjøling, tryggleiks-
funksjonar, og grensesnitt mellom styringssytemet og dei fysiske komponentane.
Utvikling og evaluering av tre ulike syringsalgoritmar er gjennomført: Feltorien-
tert styring, direkte momentstyring og modellpredikert styring. I tillegg er det tatt
omsyn til forskjellige metodar for modulering av utspenninga frå omformaren.
Uavhengig av kva styringsalgoritme ein nyttar, er ein avhengig av kjennskap til
rotorens posisjon. Dette har ein tradisjonelt oppnådd ved å måla den fysiske rotor-
posisjonen. Bruken av posisjonssensorar aukar imidlertid kostnadane, samtidig
som det er ei potensiell feilkjelde i systemet. For å bøta på dette problemet har
ein i mange år forsøkt å utvikla algoritmar for estimering av posisjonen basert på



viii

elektriske målingar. Fleire forskjellige system er i bruk i industrien, men det er
framleis høve til å forbetra algoritmane, spesielt i situasjonar med lågt turtal.
Dette prosjektet evaluerer ytelsen til tre forskjellige estimeringsalgoritmar ved hjelp
av simulering og laboratorieforsøk.



...implementation of an integrator
for motor flux estimation is no easy
task.

— Jun Hu (Excerpt from “New
Integration Algorithms for Estimating

Motor Flux over a Wide Speed
Range”, September 1998)
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Chapter 1

The permanent magnet synchronous
machine

The PMSM is a electric machine with permanent magnets mounted on the rotor,
and an approximate sinusoidal flux distribution due to the three phase windings in
the stator. It has many similarities with the Brushless DC (BLDC) motor, however
the windings in the BLDC provides a trapezoidal distribution of the flux.
The PMSM offers many advantages over the alternative motor technologies [32].
There is no need for excitation currents in the rotor, which increases the efficiency
when compared to the induction machine. Additionally the power density is in-
creased. Due to the reduced amount of iron , the production costs are also de-
creased when compared to induction machines [45].
Due to the many advantages it is expected that the PMSM will increase in popular-
ity, and possibly replace the induction machine as the default choice in industrial
applications [45].
The PMSM is typically divided into two subcategories, the Surface permanent
magnet synchronus machine (SPMSM), and the IPMSM, depending on how the
magnets are located in the rotor.
The most important difference between these two machines is that the IPMSM
has saliency. The inductance in the d-axis is lower than the inductance in the q-
axis, i.e. Ld < Lq. This is caused by the fact that the permanent magnets has
approximately the same reluctance as air. When the magnets are buried, some
part of the rotor will exhibit higher reluctance than others. Another difference is
that burying the magnets provides a more robust construction, which may support
operation at higher speeds [32].
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An interesting side note is that the inductance in a separately excited salient syn-
chronous machine has the exact opposite property of the IPMSM. The direct axis
inductance is higher because the rotor contains more iron in the position of the
field winding, i.e. Ld > Lq.
Due to the saliency of the IPMSM, it offers somewhat higher flexibility in the de-
velopment of algorithms for estimation of rotor position. The property of position
depended inductance may be exploited.
A area of active research when it comes to PMSM, is ways to minimize torque
ripple. A review of various techniques, including motor design, and drive design,
is presented in [33].

1.1 Electrical model

The voltage in the d, and q-axis is expressed in (1.1) and (1.2) respectively [41].

vd = Rdid +
d�d
dt

− !r�q (1.1)

vq = Rqiq +
d�q
dt

+ !r�d (1.2)

Rd = Rq = Rs is the resistance in the stator winding.
The flux linkages for the SPMSM in d, and q-axis are given by:

�sd = Lsisd + �fd (1.3)

�sq = Lsisq (1.4)

A simplified per-phase equivalent circuit of the PMSM is provided in figure 1.1,
valid for balanced sinusoidal steady state operation [41].
In the figure, the induced back-electromotive force (EMF) is represented by a volt-
age source. The voltage vector position depend on the rotor position, and this is
the basis for the position estimators covered later in the project.
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i⃗s
Rs j!mLs

+
−

E⃗fa

Figure 1.1: Simplified equivalent circuit for the PMSM

State space model

In order to develop a simulation model for the IPMSM it is useful to express the
differential equations with the derivative of the current. The expressions for d, and
q-axis are given in equation (1.5) and (1.6) respectively.

d
dt
id =

1
Ld
vd −

Rs

Ld
id +

Lq
Ld
!eiq (1.5)

d
dt
iq =

1
Lq
vq −

Rs

Lq
iq +

Ld
Lq
!eid −

Ψf

Lq
!e (1.6)

By integrating both sides of the equation it is possible to obtain the actual motor
current.

∫
d
dt
id = ∫

1
Ld
vd −

Rs

Ld
id +

Lq
Ld
!eiq (1.7)

∫
d
dt
iq = ∫

1
Lq
vq −

Rs

Lq
iq +

Ld
Lq
!eid −

Ψf

Lq
!e (1.8)

As can be seen the current depends on the angular velocity of the motor. This is
obtained by integrating the mechanical differential equation.

d
dt
!m = 1

J
(

Tem − TL − B ⋅ !m
) (1.9)

1.2 Torque

The resulting electromechanical torque is given by the sum of d, and q-axis torque:
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Tem = Td,rotor + Tq,rotor (1.10)

Tem =
p
2
(�sdisq − �sqisd) (1.11)

In some literature the factor 3∕2 is added to the electromechanical torque equation:

Tem = 3
2
p
2
(�diq − �qid) (1.12)

This comes from a different variation of the Clarke/Park transformation. The factor
2∕3 is used to normalize the space vector when performing the transformation, and
thus it must be compensated when calculating the torque.
By substituting the flux linkages by the inductances and currents in (1.3), and (1.4),
we arrive at:

Tem = 3
2
p
2
(�f iq + (Ld − Lq)idiq) (1.13)

Where the first element is the torque produced by the interaction between the stator
and rotor magnetic field, and the second is the reluctance torque.
The induced back-EMF is given by:

Efa =
√

2
3
�fd!m (1.14)

Hence the voltage constant is given by:

ke =
√

2
3
�fd (1.15)



Chapter 2

Control methods

There are several different algorithms that may be used when designing a drive for
a electric machine. The preferred method depends on the performance constraints,
the cost, the motor and inverter topology, as well as the skills of the engineer
responsible for the design.
There are two popular methods that may be regarded as the classical control meth-
ods for motor drives. The FOC, and the DTC. However several other, simpler, and
more advanced algorithms are available.
In this project the MPC has been considered as a third alternative control algo-
rithm.
A comparison of FOC and DTC for a PMSM is presented in [18]. The paper
presents simulation results comparing the performance, however laboratory ex-
periments have not been utilized to confirm the results.
Regardless of which algorithm is selected, the knowledge of the supplied voltage
and currents to the motor are required for reliable control. Additionally the rotor
position is required in order to orient the magnetic flux in the most efficient manner.
The controller reference is typically current/torque, speed or position, depending
on the requirements of the mechanical load. This means that the speed or position
information may also be required as feedback to the controllers, in addition to its
usage in the orientation of the field.
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2.1 Field oriented control

The consept of FOC for induction machines where originally proposed in [4, 3].
The same principles are easily applicable to synchronous machines, by using a
different field alignment angle.
In FOC the magnetic field is considered as two orthogonal components that define
the stator flux vector. By performing a mathematical transformation known as the
Park’s transformation [44], the components are synchronized to the position of the
rotor.
The goal is typically to align the flux vector of the stator such that it provides
maximum torque per ampere. I.e. only the component that lies 90°e with respect
to the flux from the permanent magnets is used. If speeds above the motor rated
speed are required, a flux that is in phase with the permanent magnets, but with
opposite sign is used to weaken the field.
In order to use FOC knowledge of the rotor position is required. I.e. it must either
be measured mechanically or estimated based on electrical measurements.

Controller

In FOC the classical Proportional integral (PI) controller is commonly used in
several cascaded loops to control the behavior of the motor. Figure 2.1 provides a
overview of a typical FOC algorithm. Apart from the position and speed estimator,
the implementation is straight forward, and will only be discussed briefly in this
report.

PMSM

In
v
er
te
r

S
V
-P

W
M

αβ

abcαβ

dq

αβ

dq

Position and speed estimator

PI

PI

θe

PI

!m

Field weakening

!ref

VDC

id

iq

ia

ib

ic

iα

iβ

vα

vβ

vd

vqiq;ref

id;ref

Figure 2.1: Sensorless FOC of a PMSM
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The three phase currents are measured1, and converted to �� frame using the
Clarke transformation [14]. The ��-currents are used in conjunction with the ��-
voltages to estimate the rotor flux position. The position is in turn used to transform
the ��-currents to the dq-frame using the Park transformation.
As the dq-frame rotates synchronous with the rotor, the currents will appear as
DC quantities in steady state. This enables the use of classical PI controllers to
control the currents. As the d-axis is aligned with the magnetic field of the rotor,
the q-axis current will be the torque producing component of the current, and it’s
reference is controlled by a external speed controller.
The d-axis current reference is normally set to zero for a SPMSM, in order to obtain
maximum torque per ampere operation. If the speed reference is above the rated
motor speed, negative d-axis current is used to decrease the magnetic field, and
in turn the induced back-EMF. This is known as field weakening, and the motor
torque is decreased in inverse proportion to the speed.
The output from the PI current controllers is the dq-voltage references to the motor.
These references are converted to ��-frame using the inverse Park transformation,
and in turn fed to a SV-PWM generator. The SV-PWM computes the switching
times, and generate switches signals to the inverter.
The speed controller feedback is the estimated rotor speed as obtained by differen-
tiation of the estimated position.
The reference values for d, and q-axis currents for a SPMSM is given as:

id,ref = 0 (2.1a)
iq,ref =

Te
Ψm

(2.1b)

Special considerations for IPMSM

In a IPMSM the relationship between q-axis current and torque is non linear. Due
to the saliency there will be a given amount of reluctance torque produced by the
d-axis current.
From equation 2.2 is can bee seen that a negative d-axis current will have a positive
contribution on the torque.

1In some cases only two phases are measured, and the third is calculated by the relation ia +
ib + ic = 0, which is true for symmetrical loads.
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Tem = 3
2
p
2
(�f iq − (Lq − Ld)idiq) (2.2)

Figure 2.2 shows how the torque characteristics is affected by variation of the cur-
rent amplitude. The angle providing maximum torque is shifted to the right for
increasing current [42].
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Figure 2.2: Torque as a function of the current vector angle �p. xd = 0.4, xq = 1 and
Ψm = 0.66.

The optimal d, and q-axis currents are given by equation (2.3), and (2.4) respec-
tively [42].

id =
Ψm

4(Lq − Ld)
−

√

(

Ψm

4(Lq − Ld)

)2

+
i2s
2

(2.3)

iq = ±

√

i2d −
Ψmid

Lq − Ld
(2.4)

Additionally, during field weakening the maximum allowable q-axis current de-
pends on the d-axis current:

iq,max =
√

i2s − (id + �id)2 (2.5)

Where:

is =
√

i2d + i2q (2.6)
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Feed forward

The state-space model of the PMSM is given in equations (1.5), and (1.6). From
these equations it is evident that there is a cross coupling between the d, and q-axis.
The exact coupling terms are indicated as follows:

d
dt
id =

1
Ld
vd −

Rs

Ld
id +

Lq
Ld
!eiq

⏟⏟⏟
coupling

(2.7)

d
dt
iq =

1
Lq
vq −

Rs

Lq
iq +

Ld
Lq
!eid

⏟⏟⏟
coupling

−
Ψm

Lq
!e

⏟⏟⏟
coupling

(2.8)

By utilizing feed-forward it is possible to decouple the two equations, which in
turn simplifies the control.

Controller tuning

When commissioning a new motor drive it is often considered advantageous to be
able to tune the controllers automatically. Analytical formulas has been derived to
compute the controller parameters, from the knowledge of the electrical and me-
chanical gains, and time constants of the system. A in depth analysis of this tuning
is beyond the scope of this project, the following section presents the resulting
equations for a popular tuning scheme [42].

Modulus optimum

Modulus optimum is commonly applied when tuning the current controller.

Ti = T1 (2.9a)
Kp =

T1
2KsTsum

(2.9b)
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Where Ti is the integration time constant, and Kp is the proportional gain. T1 is
the dominating time constant of the system, and Tsum is the sum of all other time
constants.
In a discrete implementation the sampling time must also be considered:

Ti = T1 −
Tsamp
2

(2.10a)

Kp =
T1 −

Tsamp
2

Ks(2Tsum + Tsamp)
(2.10b)

Where Tsamp is the sampling time of the current controller.

Symmetric optimum

Symmetrical optimum is commonly applied when tuning the speed controller.

Ti = �Tsum (2.11a)
Kp =

T1
√

�KsTsum
(2.11b)

Where � = 4 is a typical tuning factor, but other factors may be considered.
In a similar manner to modulus optimum the sampling time is considered by the
following equations:

Ti = �
(

Tsum +
Tsamp
2

)

(2.12a)

Kp =
T1

Ks(
√

�Tsum + Tsamp)
(2.12b)

Improved modulation

When utilizing Sinusoidal pulse width modulation (SPWM), it can be shown that
the locus of the reference voltage vector lies within a circle of radius 1

2
VDC [24].
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Based on space vector theory, it was shown that it is possible to achieve a bet-
ter utilization of the DC-link voltage[43]. The proposed modulation method was
called SV-PWM.
It has been shown that the locus of the reference voltages for SV-PWM lies within
a circle of radius 1

√

3
VDC . Which means an approximately 15% higher utilization

of the DC-link voltage.
Additionally a method known as THIPWM is available with similar properties.

Voltage vectors

The possible output voltage vectors from a two level three phase inverter, in terms
of VDC , are given in table 2.1.

Implementation of SV-PWM

A sampling interval is divided into three sub-intervals:

Ts = T1 + T2 + T0 (2.13)

Where T1 and T2 is the time given to each of the two vectors defining the current
working sector. T0 is the time given to the zero vector.
The average output voltage vector is given as

Vout =
T1
Ts
V1 +

T2
Ts
V2 (2.14)

If the reference is provided in ��-frame, the magnitude of the reference voltage
vector is given by:

|

|

|

V⃗ref
|

|

|

= 2
3
Ma

√

V 2
� + V 2

� (2.15)

The angle of the reference vector is given by:

� = arctan
(V�
V�

)

(2.16)
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Table 2.1: Output voltage vectors from a two level, three phase inverter [26].

Voltage Switch state Phase voltages Line voltages
Vector A B C Van Vbn Vcn Vab Vbc Vca
V0 0 0 0 0 0 0 0 0 0
V1 1 0 0 2

3
− 1

3
−1

3
1 0 −1

V2 1 1 0 1
3

1
3

−2
3

0 1 −1

V3 0 1 0 − 1
3

2
3

−1
3

−1 1 0
V4 0 1 1 − 2

3
1
3

1
3

−1 0 1

V5 0 0 1 − 1
3

− 1
3

2
3

0 −1 1

V6 1 0 1 1
3

− 2
3

1
3

1 −1 0
V7 1 1 1 0 0 0 0 0 0

From the angle, the sector number may be determined by:

sector = floor
(

�
�∕3

)

+ 1 (2.17)

Where floor is a function rounding the number down to the nearest integer.
From this information, the dwelling time for each of the voltage vectors defining
the current sector is given by:

T1 =

√

3TS
|

|

|

V⃗ref
|

|

|

VDC

(

sin
(

�
3
− � +

(s − 1)�
3

))

(2.18)

T2 =

√

3TS
|

|

|

V⃗ref
|

|

|

VDC

(

sin
(

� −
(s − 1)�

3

))

(2.19)

Where s is the sector number, and TS is the switching period.
Finally the time given to the zero vector is:

T0 = TS − (T1 + T2) (2.20)
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Simulink model

A Simulink® model of both the SV-PWM and the THIPWM has been imple-
mented. The block diagram of SV-PWM is depicted in figure 2.3 and 2.4. The
source code for the MATLAB function is provided in appendix E.4.

Vref

theta

sector

T1

T2

T0

Dwelling time

atan2(u(2),u(1)) + pi

Vector angle

floor(u(1)/(pi/3)) + 1

Sector

(2/3)*Ma*sqrt(u(1)^2 + u(2)^2)

Vector magnitude

T1

T2

T0

Sector

Ta

Tb

Tc

MATLAB Function

1
Valpha

1
Ta

2
Tb

3
Tc

2
Vbeta

Figure 2.3: Classical SV-PWM controller.
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2
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sin

Trigonometric
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Add1

Ts - (u(1) + u(2))

Fcn2

(u(1)-1)*pi/3

Fcn3

Product1

Figure 2.4: Calculation of dwelling time for SV-PWM.

The block diagram of the THIPWM-modulator is depicted in figure 2.5. The am-
plitude of the third harmonic is 1

6
of the fundamental.

Figure 2.6 and 2.7 depicts the results from simulating a THIPWM, and a SV-PWM
respectively. The input reference signal is a 50Hz sine wave. It is observed that
the different schemes have a similar effect on the modulating wave.
The THIPWM has a simpler implementation in Simulink®, however the computa-
tional intensity might be higher in a practical implementation, due to the generation
of the sine waves. Additionally the SV-PWM accepts the �� voltages as reference,
and thus does not require a inverse Park transformation.



16 Control methods

50Hz 0deg

50Hz 120deg

50Hz 240deg

150Hz
Add

Add1

Add2

2/sqrt(3)

Gain

2/sqrt(3)

Gain1

2/sqrt(3)

Gain2

1
Va

2
Vb

3
Vc

Figure 2.5: Simulink® model of a THIPWM-modulator
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Figure 2.6: Modulating signal for a THIPWM based modulator.
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Figure 2.7: Modulating signal for a SV-PWM based modulator.

More details regarding the implementation of SV-PWM are available in [26, 29].
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2.2 Direct torque control

Initially the DTC algorithm was proposed in [56] in 1986 and [9] in 1988. In
DTC the flux linkage is estimated and used to compute the torque. Then instead
of controlling the currents the torque is controlled directly. Originally by the use
of hysteresis controllers, and lookup tables to determine the best suited voltage
vectors.

DTC for PMSM was introduced in [17], in 1996. A more extensive analysis of
DTC for PMSM is available in [39].

In the original DTC proposal[56], the zero voltage vectors where used when no
torque change was required. It has however been suggested that the zero voltage
vectors should be avoided when a PMSM is considered, and that the stator flux
linkage should be kept moving with respect to the rotor flux linkage at all times
[66]. The reasoning for this different control philosophy is based on the fact that
the permanent magnets rotate with the rotor, the stator flux linkage will change
even if zero voltage vectors are applied. Whether or not this makes sense however,
is debatable [39, p. 59].

Apart from this difference the most important difference between DTC for induc-
tion machines and DTC for PMSM lies in the different ways in which flux and
torque is estimated. As the initial rotor flux is zero in a induction machine, a initial
voltage vector is applied in order to excite the rotor such that the flux estimator
may acquire an initial estimate. For a PMSM a initial voltage vector may be used
to align the rotor, such that initial rotor position is determined. Alternatively initial
position estimation algorithms are available, in particular for the IPMSM [20].

A important consideration when applying the classical DTC to a PMSM is that
the stator inductances are typically lower than in a induction machine. The current
will respond more quickly to changes in voltage, which in turn causes more torque
ripple. A possible solution to this issue is to increase the sample frequency [18].

There are however several different variations of DTC. The classical approach is
to use hysteresis controllers and a lookup table[56]. A different method utilizing
space vector modulation, and offering constant switching frequency is also avail-
able, originally proposed in [36], and improved in [57, 58]. Another method is
the Fuzzy Direct Torque Control (FDTC) [6, 8], where a fuzzy controller replaces
both the hysteresis controller and the lookup table.
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Operating principle

Figure 2.8 depicts a block diagram of a typical DTC algorithm. The motor flux,
torque, speed and position are all estimated, and fed back to the controller. Two
hysteresis controllers are utilized for torque and flux control respectively. A lookup
table is used to determine the most suitable voltage vector depending on whether
the controlled variable should increase or decrease.
A external PI controller is used to compute the torque reference, based on the speed
error.
Inside the nominal speed range of the motor, in order to achive maximum torque
per ampere operation, the flux reference should equal the permanent magnet flux.
If the requested speed-reference exceeds the ratings of the motor, a field weakening
controller is used to decrease the flux in inverse proportion to the speed.
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Figure 2.8: Block diagram of DTC

Figure 2.9 depicts the flux vectors of the rotor, and stator in the stator flux(xy-),
rotor flux(dq-) and stationary (DQ-) reference frames.
The dq-frame is synchronized to the rotor position, i.e. the angle between the D-
axis and the d-axis, is the rotor angle �r. The angle between rotor and stator flux
linkage is known as the load angle �.
The generated electromechanical torque depends on the load angle, and is given
by equation 2.21 and 2.22, for SPMSM and IPMSM respectively [65].

Tem = 3
2
1
Ls
p|Ψs||Ψf | sin � (2.21)

Tem = 3
4
p
|Ψs|

LdLq
(2ΨfLq sin � − |Ψs|(Lq − Ld) sin 2�) (2.22)
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Figure 2.9: Flux and current vectors relative to different reference frames

Figure 2.10 depicts the torque as a function of load angle for a IPMSM, at several
variations in stator flux linkage Ψs. An important observation is that in the case of
|Ψs| = 2Ψm there is a inverse behaviour of the torque response at the zero crossing.
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Figure 2.10: Torque as a function of the load angle �. Ψm = 0.108Wb, Ld = 8.72mH,
Lq = 22.8mH

Figure 2.11 depicts the available voltage vectors from a 2-level inverter. The en-
circled numbers indicate the 60° sectors that define the current switching state,
confined by the dashed lines.

Lookup table

Table 2.2 depicts the original DTC Lookup table (LUT), as proposed by TAKA-
HASHI et.al. [56]. The only modification to the table in the DTC implementation
proposed in this report is that the zero voltage vectors are removed [65].
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Figure 2.11: Inverter voltage vectors, and switching sectors.
Table 2.2: The original DTC switching table, as proposed in [56]

Torque �1 �2 �3 �4 �5 �6

Ψ < Ψref

T < Tref v(1, 1, 0) v(0, 1, 0) v(0, 1, 1) v(0, 0, 1) v(1, 0, 1) v(1, 0, 0)

T ≈ Tref v(1, 1, 1) v(0, 0, 0) v(1, 1, 1) v(0, 0, 0) v(1, 1, 1) v(0, 0, 0)

T > Tref v(1, 0, 1) v(1, 0, 0) v(1, 1, 0) v(0, 1, 0) v(0, 1, 1) v(0, 0, 1)

Ψ > Ψref

T < Tref v(0, 1, 0) v(0, 1, 1) v(0, 0, 1) v(1, 0, 1) v(1, 0, 0) v(1, 1, 0)

T ≈ Tref v(0, 0, 0) v(1, 1, 1) v(0, 0, 0) v(1, 1, 1) v(0, 0, 0) v(1, 1, 1)

T > Tref v(0, 0, 1) v(1, 0, 1) v(1, 0, 0) v(1, 1, 0) v(0, 1, 0) v(0, 1, 1)

Flux estimator

The traditional flux estimator is based upon equation 2.23 [56]. The open loop
nature of this estimator provides a estimate that is dependent on exact knowledge
of machine parameters.

Ψ̂ = ∫ (vs − Rsis)dt (2.23)

Several more advanced estimators have been proposed in literature, some of which
are covered in chapter 3, while more extensive analysis is available in [54, 25].
From the estimated values of ��-flux, the flux magnitude is computed as:

|

|

|

Ψ̂||
|

=
√

Ψ̂2
� + Ψ̂2

� (2.24)
And the torque is computed as:
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Te =
3
2
p
2
(Ψ�I� − Ψ�I�) (2.25)

Additionally the controller needs to know the flux position, or at least in which
60°-sector it lies. This may be achieved by the following equation:

�e = atan2(Ψ�,Ψ�) (2.26)
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2.3 Model predictive control

MPC for PMSM is proposed as an alternative to the classical control alogorithms
in [47] and [48], for nominal speed, and field weakening operation respectively.
MPC offers higher flexibility in the selection of control variables, when compared
to the classical approaches. Additionally it avoids the requirement of a voltage
modulator.
An extensive examination of the applicability of MPC to power electronic con-
verters is presented in [50]. A comparison of MPC, deadbeat control, and FOC
applied to a PMSM, is presented in [2].
A model of the system is used to predict how the system will respond to all the
different possibilities in controller output. A cost function is defined for the desired
control objective, and minimization of this cost function is used to determine the
best output state in the current iteration.
Compared to current regulated SV-PWM, MPC is proven to have a better decou-
pling in the control of the �� references, a faster dynamic response to changes in
the references, and a lower total harmonic distortion [50]. Basic MPC results in
a variable switching frequency, but this can be improved by modification of the
cost function. Another important advantage is that it is possible to use a nonlinear
model in the prediction of the relevant parameters.
Equation (2.27) depicts a example of how a simple cost function is defined.

g = (i∗� − i
p
�)

2 + (i∗� − i
p
�)

2 (2.27)

The value of the cost function depends on the error between reference and predicted
value. Larger error gives a higher value, and thus is considered more expensive
with regard to the desired control objective.

Motor control

The algorithm for MPC current control for a PMSM, or electric machines in gen-
eral, may be summarized as follows:

• Obtain the reference current (from a constant or a outer control loop).
• Measure the load current.
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• Predict the value of the load current in the next iteration, for each of the
possible output vectors.

• Select the voltage vector that minimize the cost function (the error between
the prediction and the reference).

• Generate the switching signals for the selected vector.
Figure 2.12 depicts a block diagram of typical configuration of MPC for a PMSM.
The measured currents are converted to dq-frame and used along with the mea-
sured speed as parameters to the predictive model. The encoder could have been
replaced by a estimator, but this is not considered a part of the MPC.

Cost function

A more application specific example of a cost function, that may be used in control
of a PMSM is shown in (2.28).

g = (i∗sd − i
p
sd(k + 1))2 + (i∗sq − i

p
sq(k + 1))2 + f̂ (ipsd(k + 1), ipsq(k + 1)) (2.28)

Where i∗sd and i∗sq is the d and q axis reference currents respectively. And ipsd and
ipsq is the predicted d and q axis currents. f̂ is a nonlinear function defined by
(2.29), whose purpose is to limit the stator currents. If any voltage vector causes
a predicted current that is higher than the maximum allowed current, the resulting
cost function will go to infinity and thus will not be selected.

PMSM

In
v
er
te
r

dq

abc

ENCCost function

minimization

Predictive model

d

dt

PI
!ref

îdq

iq;ref

idq

θm!m

ia

ib

ic

Figure 2.12: MPC used as current controller for a PMSM
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f̂ (ipsd(k + 1), ipsq(k + 1)) =

{

∞ |

|

ipsd|| > imax or |

|

|

ipsq
|

|

|

> imax
0 |

|

ipsd|| ≤ imax and |

|

|

ipsq
|

|

|

≤ imax
(2.29)

The reference currents i∗sd and i∗sq are generated by a external speed control loop,
e.g. by using a PI controller. The rotational direction of the motor may be changed
simply by changing the sign of the q-axis reference current.

Predictive model

By using a dq reference frame oriented to the rotor magnetic field, the current in
the d and q-axis may be predicted by equation (2.30a) and (2.30b).

ipsd(k + 1) =
(

1 −
RsTs
Ls

)

isd(k) + Ts!risq(k) +
Ts
Ls
vsd (2.30a)

ipsq(k + 1) =
(

1 −
RsTs
Ls

)

isq(k) − Ts!risd(k) +
Ts
Ls
vsq −  m!rTs (2.30b)

Here k is a spesific sampling instant, k + 1 is the next sampling instant and Ts is
the sampling period. The rest of the variables are as defined previously. These
equations are derived from the stator differential equations, by using the Euler
derivative approximation depicted in (2.31).

di
dt

≈
i(k + 1) − i(k)

Ts
(2.31)

The equations must be evaluated for all the possible voltage vectors, decomposed
in to vsd and vsq. It is apparent that by using MPC, the computational intensity
increases when a higher number of voltage vectors are available. E.g. by using a
multilevel inverter.

Speed control

By adding speed to the cost function it is possible to avoid the external speed
controller, and rely solely on MPC. The new cost function is given as:
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g = ℎ!(!∗
m − !pm(k + 1))2 + ℎid(i∗sd − i

p
sd(k + 1))2

+ ℎiq(i∗sq − i
p
sq(k + 1))2 + f̂ (ipsd(k + 1), ipsq(k + 1))

(2.32)

Here !∗
m is the speed reference signal, and !pm is the predicted rotor speed at the

next iteration. A weighting factor ℎ is added to each of the terms in the equation,
in order to account for the different units and magnitudes of the variables. The
weighting factor may also be used to to consider some of the terms to be more im-
portant than others. Hence ℎ is a design parameter used in tuning of the controller.
By considering the torque to be a constant kt multiplied by the q-axis current, the
following equation describes how the speed changes with time:

d!m
dt

= 1
Jtot

(pktisq − TL − B!m) (2.33)

A nonlinear state space model containing all three states is given by:

⎡

⎢

⎢

⎢

⎢

⎣

̇isd
̇isq
!̇m

⎤

⎥

⎥

⎥

⎥

⎦

=

⎡

⎢

⎢

⎢

⎢
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⎣

−Rs
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!m 0

−!m −Rs
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−�m
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⎥
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⎡
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⎢
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1
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1
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0

⎤

⎥

⎥

⎥

⎥

⎦

⋅
⎡

⎢

⎢

⎣

vsd
vsq

⎤

⎥

⎥

⎦

(2.34)

Where the torque constant kt is given by:

kt =
3
2
p�m (2.35)

A modified Euler integration is used to estimate the states at each iteration:

x̂(k + 1) = x(k) + Tsẋ(x(k), u(k)) (2.36)

x(k + 1) = x(k) +
Ts
2
(ẋ(x(k), u(k)) + ẋ(x̂(k + 1), u(k))) (2.37)
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Chapter 3

Flux estimation or measurement

In order to achieve efficient control of a PMSM the position of the permanent
magnet flux must be known. Traditionally this knowledge has been obtained by
measuring the physical position of the rotor shaft of the motor. In order to save
cost and increase the reliability of the motor drive, a lot of research effort has been
put into estimating the flux based on electrical measurements alone.
The estimated values may be used as a fall-back if reliability is the only concern,
in many industrial applications however, the position sensor has been completely
replaced by estimation techniques. The most prominent remaining issue is the per-
formance of the estimators in the low speed region. However as there are many
different estimation algorithms available this project aims at assessing the perfor-
mance in several speed regions.
The speed of the motor may be extracted by differentiation of the position. Addi-
tionally the flux is required to estimate the torque, e.g. for use in DTC.

3.1 Position sensors

Rotational position sensors are typically divided into two categories: encoders
and resolvers. The encoder is a digital sensor that outputs pulses depending on the
position. It may function as an absolute or incremental encoder depending on how
the pulses are generated. The absolute encoder provides absolute information on
the postion, while the incremental encoder requires the controller to synchronise
The resolver functions as a two phase generator, providing two sinusoidal shaped
voltages that are 90° out of phase. This voltage is typically converted to a dig-
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ital signal by a Analog to digital converter (ADC), and further processed in or-
der to generate position information. This process is typically performed by a
Application-specific integrated circuit (ASIC) known as a by a resolver-to-digital
converter, that in turn provides a digital signal to the controller.

3.2 Estimators

The observability of the rotor position of a salient PMSM, is demonstrated in [59].
It is proven that the position is observable even at zero speed operation.
The observability of the rotor position of a non-salient PMSM however is still an
open issue. At zero speed there is no induced backEMF, i.e. the rotor has no
effect on the electromagnetic behavior of the stator circuit. The equivalent model
reduces to a static RL circuit, and hence the position cannot be observed at zero
speed. Even as the speed approaches zero, the estimation is increasingly more
challenging as the signal to noise ration of the observed signal increases.
Although the inobservability of the non-salient PMSM at zero speed is proven,
there is one practical consideration that should be taken into account. The relative
permeability of permanent magnets lies in the area of 1.05. I.e. it is close to,
but not exactly the same as air. This may cause a small amount of saliency even
if the magnets are surface mounted. This feature has been exploited for position
estimation.
In [54, 61] a comparison of several different flux estimators for Pulse width modu-
lation (PWM)-based DTC is evaluated. The paper [54] concludes that a estimator
initially proposed in [25] is the most suited among the tested candidates.
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3.3 Voltage model

The voltage model for flux estimation depends on the measurements of voltage and
current. Unfortunately this model is sensitive to variations in winding resistance,
as well as inaccuracies in the current and voltage measurements [61]. It is impor-
tant to note that unlike the induction machine, the PMSM has a non-zero initial
flux vector caused by the permanent magnets. Thus the initial rotor position needs
to be determined before the voltage model is applied for flux estimation.

�s = �s0 + ∫

t+Δt

t
(vs − Rsis)dt (3.1)

One major issue with the basic integration of the back-EMF, is that the pure inte-
gration causes drift in the estimated flux. Any DC offset in the measurements, no
matter how small it is, will cause drift. In a discrete implementation there will be
a fixed data width for the integrator, and eventually it will saturate.
The initial value problem is another issue causing offset. If a sine wave is applied
to a pure integrator one expects a cosine wave at the output. This however is only
true if the wave is initially applied at the its positive or negative peak. Otherwise
there will be a constant DC-offset on the output [25].
In order to overcome the issues of DC offset and drift in the estimator, it is possible
to apply a Low-pass filter (LPF) to the output. It that case however, it is important
to consider the phase shift and magnitude error caused by the low pass filter.

H(s) = 1
1 + j�!

(3.2)

Several more sophisticated compensation schemes are proposed in [25]. The meth-
ods utilize feedback in order to compensate for drift in the integration, but are still
to be regarded as open loop with respect to the motor.

3.4 Current model

The current model for flux estimation depends on the measurements of current
and rotor position. This method typically offers higher accuracy than the volt-
age model, but the requirement of a position sensor is often considered a major
drawback [61]. In addition the permanent magnet flux, and the inductances may
change, depending on temperature and magnetic saturation of the machine.
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The current model method for a nonsalient PMSM is given in �� frame, by equa-
tion (3.3), and (3.4) respectively.

Ψ� = Lsi� + ΨPM cos(�) (3.3)

Ψ� = Lsi� + ΨPM cos(�) (3.4)
Alternatively in dq reference frame the general expressions are:

Ψd = IsdLd + ΨPM (3.5)

Ψq = IsqLq (3.6)



Chapter 4

Flux linkage observers

In order to overcome some of the issues with the basic current and voltage model,
various observer techniques may be applied to the system. In this project several
observer techniques are studied in order to estimate the back-EMF, and from the
back-EMF, the flux linkage and the rotor position. In particular the Luenberger
observer, and several variations of the Sliding mode observer (SMO). Addition-
ally with the increasing performance of modern digital controllers the Extended
Kalman filter has also been proven applicable as a flux linkage observer [5].
The following sections covers the theoretical development, and practical imple-
mentation of the observers. The simulation, and evaluation is covered in chapter
12.
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4.1 Luenberger state observer

The Luenberger observer uses the difference between the observer outputs and the
actual plant outputs as a compensation term. I.e the observation error is used to
force the observer states to converge to the states of the plant [21].
The discrete difference equations for the observer is given by:

x̂(k + 1) = Ax̂(k) + L[y(k) − ŷ(k)] + Bu(k) (4.1)

and

ŷ(k) = Cx̂(k) +Du(k) (4.2)

Where A, B, C and D are the system matrix, input matrix, output matrix and
feedforward matrix respectively. An where L is the observer gain matrix.

Derivation of the position information

If the back-EMF is sinusoidal, we have the following relationship between rotor
position and EMF [21]:

e�(�r) = −ke!r sin(�r) (4.3a)
e�(�r) = ke!r cos(�r) (4.3b)

We also have that:

ke!r =
√

e2� + e
2
� (4.4)

The rotor position may then be expressed as a function of the back-EMF by:

�r = arccos

⎛

⎜

⎜

⎜

⎝

e�
√

e2� + e
2
�

⎞

⎟

⎟

⎟

⎠

(4.5)
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However as trigonometric calculations are computationally intensive, it is some-
times beneficial to express the sine and cosine of the angle instead. Thereby the
result may be used directly in the computation of the direct and inverse park trans-
formation, which is where the position information is commonly required:

cos(�r) =
e�

√

e2� + e
2
�

(4.6a)

sin(�r) =
e�

−
√

e2� + e
2
�

(4.6b)

By using the voltage equations for the PMSM it is possible to derive expressions
for the EMF as function of applied voltage and current.

v� = Rsi� + Ls
di�
dt

+ e� (4.7a)

v� = Rsi� + Ls
di�
dt

+ e� (4.7b)

The induced back-EMF is considered as a disturbance, with the following model:

de�
dt

= 0 (4.8a)
de�
dt

= 0 (4.8b)

By combining (4.7) and (4.8) we arrive at the state space model:
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Based on the extended state space model, the Luenberger observer is obtained:
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Correction term

(4.10)

The last term in the observer corrects the current state estimate by a factor propor-
tional to the prediction error. Where the prediction error is the difference between
estimated and actual current.
By proper selection of the gains in theK matrix, it is possible to have the observer
states converge to the actual states of the motor.
In discrete time the difference equation used to implement this observer is given
as:

x̂(k + 1) = Ax̂(k) + Bu(k) +K(y(k) − (Cx̂(k))) (4.11)
Where k denotes that the value is valid at the current time step, and k+ 1 denotes
that the value is valid at the next time step.
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4.2 Sliding mode observer

This section covers the theoretical operation of a sliding mode state observer for a
PMSM [21].
Figure 4.1 depicts a simplified block diagram of a SMO, where the measured cur-
rent and voltage in ��-frame is used as input, and where the estimated back-EMF
is the output.

PMSM model
Lowpass

filter

êαβ

iαβ

vαβ
Sign

Zαβ

Figure 4.1: Block diagram of simple sliding mode observer.

Equation (4.12) depicts the PMSM model, that is used for position estimation.

dips
dt

= Aips + B(v
∗
s − e

p
s − z) (4.12)

Here ips is the predicted stator current, v∗s is the stator voltage reference, eps is the
predicted stator back-EMF, and z is the bang-bang control signal.
A and B is the matrices depicted in (4.13), and (4.14) respectively.

A =
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0 −Rs
L
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⎦

(4.13)

B =
⎡

⎢

⎢

⎣

1
L

0

0 1
L

⎤

⎥

⎥

⎦

(4.14)

Rs is the stator winding resistance, and L = 2
3
Lm, where Lm is the stator magne-

tizing inductance.
The bang-bang controller depicted in (4.15), is driven by the error between actual
and predicted current, and has the goal of driving this error to zero.

z = k ⋅ sign(ips − is) (4.15)
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The continuous time state-space model may be converted into discrete time by
applying the matrices (4.16), and (4.17) for transformation of system, and input
matrix respectively [16].

F = eATs (4.16)

G =
(

∫

Ts

0
eA(t−�)d�

)

B (4.17)

Here A is the system matrix, and B is the input matrix in continuous time. Ts is
the sampling period.
We arrive at the following discrete time equations for the SMO:

ips(n + 1) = F ips(n) + G(v
∗
s(n) − e

p
s(n) − z(n)) (4.18)

z(n) = k ⋅ sign(ips(n) − is(n)) (4.19)
Where the matrices F and G are given by (4.20), and (4.21) respectively.
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(4.21)

By filtering the control signal z, it is possible to obtain a estimate of the induced
back-EMF.
The transfer function for a first order lowpass filter is depicted in (4.22).

H(s) =
!0

s + !0
(4.22)

Here !0 is given by 2� ⋅ f0 where f0 is the filter cutoff frequency. Translated into
discrete time, and applied for our estimator, the same filter is depicted in (4.23).



Improved sliding mode observer 37

eps(k + 1) = eps(k) + !0(z(k) − eps(k)) (4.23)

The estimated back-EMF is a vector with angle corresponding to the rotor position
angle. In discrete time this algorithm is evaluated in two separate expressions for
the � and �-axis respectively. The arctan2 function may be used to compute the
angle from the � and � values.

�m = arctan(−eps�, e
p
s�) (4.24)

4.3 Improved sliding mode observer

A improved sliding mode observer, based on the sigmoid function is proposed
in [35]. Simulations and laboratory experiments has proven higher performance
when compared to the classical signum function.
The sigmoid function is defied by:

1
1 + e−t

(4.25)

Based upon this equation the switching functions are defined in 4.26 for � and �
axes respectively.

H(i�) =
2

1 + e−ai�
+ 1 (4.26a)

H(i�) =
2

1 + e−ai�
+ 1 (4.26b)

The functions are scaled and biased to have a response from −1 to 1. a is a positive
constant used to control the slope of the sigmoid curve. Figure 4.2 provides an
example of the slope of the sigmoid function. The more gradual transition from
−1 to 1, causes less chattering, which improves the overall performance.
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Figure 4.2: Typical slope of the sigmoid function

Phase compensation

Due to the filtering in the estimator, there is a phase shift between the estimated
and actual position. The phase shift depends on the speed of the motor, and may be
compensated by using the estimated speed, or by using the speed reference [15].
This compensation may be calculated by equation (4.27).

Δ�e = Kb +Ks ⋅ !̂e (4.27a)
Δ�e = Kb +Ks ⋅ !e,ref (4.27b)

WhereKb andKs is the bias, and scaling factors respectively, which depend on the
system in question. !̂e is the estimated speed, and !e,ref is the speed reference.
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4.4 Extended Kalman filter flux estimator

The Kalman filter is a popular linear state estimator [21]. The Extended Kalman
filter (EKF) is a nonlinear version of the Kalman filter, where the nonlinear system
is linearized around the current working point at each iteration.
From a practical point of view the implementation of the Kalman filter is more
complicated, and more computationally intense than the sliding mode observer
discussed previously. It may however provide a better performance.
The nonlinear system may be modelled as [5]:

ẋ(t) = f [x(t)] + Bu(t) + �(t) (4.28)

y(t) = ℎ[x(t)] + �(t) (4.29)
Where x(t), u(t) and y(t) is the state, input and output matrices respectively. �(t)
and �(t) is the system and measurement noise, each with a covariance Q(t) and
R(t) respectively.
Based upon these equations the linearized perturbation equations are:

�ẋ(t) = F [x(t)]�x(t) + B�u(t) + �(t) (4.30)

�y(t) = H[x(t)]�x + �(t) (4.31)
Where the matrices F , and H are defined as follows:

F [x(t)] =
)f
)x

|

|

|x=x(t)
(4.32)

H[x(t)] = )ℎ
)x

|

|

|x=x(t)
(4.33)

Kalman filter algorithm

The Extended Kalman filter algorithm is a two step recursive process [63]. It can
be described by the following equations:
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Step 1. Prediction

State estimate

x̂n|n−1 = x̂n−1 + (f [xn−1] + Bun−1)Tc (4.34)

Covariance update

Pn|n−1 = Φn−1Pn−1ΦT
n−1 +Qd (4.35)

Step 2. Innovation

Correction of state estimate:

x̂n = x̂n|n−1 +Kn(yn −Hx̂n|n−1) (4.36)

Correction of covariance estimate:
Pn = Pn|n−1 −KnHPn|n−1 (4.37)

Kalman gain

Kn = Pn|n−1H
T [HPn|n−1HT + R]−1 (4.38)

Development of PMSM model for Kalman filter

Ls ≡ Ld = Lq for a nonsalient PMSM.
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(4.39)

If we choose the state variable matrix x(t) =
[

i� i� !e �e
]T , the state space

model of the PMSM in �� coordinate frame is given by:
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The Jacobian matrix is then given as follows:

F [x(t)] =
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The output matrix is given as follows:

H[x(t)] = )ℎ
)x

|

|

|x=x(t)
=
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1 0 0 0

0 1 0 0
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(4.43)
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Chapter 5

Digital controller

In order to implement and test the algorithms previously presented a digital control
platform has been designed. The platform is based upon the Xilinx Zynq®-7000
System on Chip (SoC), which is a combination of a dual ARM Cortex A9 Central
processing unit (CPU) and a Field-programmable gate array (FPGA).
The FPGA offers a flexible and efficient way of offloading the more computation-
ally intensive algorithms from the CPU [40].
The Avnet Zedboard evaluation board for the Zynq®-7000 SoC is used. However
a different board utilizing the same SoC could also be a viable alternative. In
particular the MicroZed™ is a cheaper alternative without compromising on the
required features for motor drive applications.
This chapter presents the development environment, and some of the low-level
considerations that are required when working with this controller.

5.1 Development environment

The development environment consist primarily of two software suites. Math-
works MATLAB™/Simulink® and Xilinx Vivado®. Some additional packages
are required for the Matlab suite, in particular the embedded coder, HDL-conder
and support package for the Xilinx Zynq-7000. For Vivado the freely available
WebPack edition is sufficient.
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5.2 Custom operating system

A custom GNU/Linux image for the Zynq has been developed by Roland Peterer
and Christian Schmid. This system, henceforth known as Lianx, has some addi-
tional features to simplify the development of control algorithms on the Zynq®-
7000.
In particular several reference designs are provided along with the operating sys-
tem, which allows easy access to some of the peripherals of the controller.

Vivado project

Figure 5.1 depict the Vivado block diagram of the reference design, developed
in close cooperation with Roland Peterer and Christian Schmid. When parts of
the Simulink® model is converted to HDL-code, a option exists to automatically
generate a Vivado project. By selecting the predefined reference design, a separate
Intellectual property core (IP-core) is inserted in the block diagram.
This new block contains the HDL parts of the motor control algorithm. The other
parts may be compiled into a Linux executable, and the two systems communicate
using Advanced eXtensible Interface 4 (AXI4).
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Figure 5.1: Reference design block diagram in Vivado
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5.3 Basic building blocks

When developing FPGA logic using Simulink® and HDL-coder, there are some
restrictions to the building blocks that may be used 1.
This section aims at providing some insight into the development process, and
also to provide some useful basic building blocks that has been developed as a
supplement to the blocks supplied with Simulink®.

Sample delay

The unit delay block provides a one sample delay between the input and output.
This is a required building block for many of the more advanced flip-flops, detec-
tors, counters, etc.
As an example a simple integrator is implemented by a adder and a unit delay
block, as depicted in figure 5.2.

z
1

Unit DelayAdd

1
Out

1
In

Figure 5.2: Integrator

Listing 5.1 provides an example of the automatically generated VHSIC Hardware
Description Language (VHDL) code for this model 2. The signals data types are
specified in the parameter windows of the Simulink® blocks. In the example this
has been translated to: unsigned(7 DOWNTO 0), which specifies 8-bit unsigned
integer.
The clock, reset, and enable signals are added automatically, their connections are
abstracted from the Simulink® model. A process statement is used to implement
the logic, where the output of the unit delay block is assigned the value of the add
block at the rising edge clock, i.e. when: clk'EVENT AND clk = '1'.
Signal assignment is performed with the <= operator, i.e. Add_out1 is always equal
the sum of Unit_Delay_out1 and In1_unsigned.

1Before starting the development the Matlab command “hdllib on” should be executed to ensure
that any incompatible blocks are removed from the library browser.

2Very High Speed Integrated Circuit (VHSIC)
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Listing 5.1: VHDL code for integrator.
1 LIBRARY IEEE;
2 USE IEEE.std_logic_1164.ALL;
3 USE IEEE.numeric_std.ALL;
4
5 ENTITY Subsystem_block IS
6 PORT( clk : IN std_logic;
7 reset : IN std_logic;
8 enb : IN std_logic;
9 In1 : IN std_logic_vector(7 DOWNTO 0);

10 Out1 : OUT std_logic_vector(7 DOWNTO 0)
11 );
12 END Subsystem_block;
13
14
15 ARCHITECTURE rtl OF Subsystem_block IS
16
17 -- Signals
18 SIGNAL In1_unsigned : unsigned(7 DOWNTO 0);
19 SIGNAL Unit_Delay_out1 : unsigned(7 DOWNTO 0);
20 SIGNAL Add_out1 : unsigned(7 DOWNTO 0);
21
22 BEGIN
23 In1_unsigned <= unsigned(In1);
24
25 Add_out1 <= Unit_Delay_out1 + In1_unsigned;
26
27 Unit_Delay_process : PROCESS (clk, reset)
28 BEGIN
29 IF reset = '1' THEN
30 Unit_Delay_out1 <= to_unsigned(16#00#, 8);
31 ELSIF clk'EVENT AND clk = '1' THEN
32 IF enb = '1' THEN
33 Unit_Delay_out1 <= Add_out1;
34 END IF;
35 END IF;
36 END PROCESS Unit_Delay_process;
37
38 Out1 <= std_logic_vector(Unit_Delay_out1);
39
40 END rtl;
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Flip-flops

The unit delay block is basically a D-type flip-flop with a hidden clock input, i.e. it
runs with the clock of the FPGA. Based upon this block more advanced flip-flops
may be derived.
The following flip-flops are useful as long as the usage requires trigging on the sys-
tem clock frequency. If different clock signals are required, a triggered subsystem
may be utilized.

Toggle flip-flop

The toggle flip-flop depicted in 5.3, toggles the output at each clock cycle, as long
as the input is true.

XOR

Logical
Operator

z
1

Unit Delay

1
T

NOT

Logical
Operator1

1
Q

2
Qn

Figure 5.3: Toggle flip-flop

JK flip-flop

The JK flip-flop depicted in 5.4, is a extension to the SR flip-flop, in which all input
states have meaning. The truth table is given in 5.1.

Table 5.1: Truth table for JK flip-flop

J K Q

0 0 Q
0 1 0
1 0 1
1 1 Q
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XOR
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Operator3AND
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Figure 5.4: JK flip-flop

Edge triggers

It is often required to be able to detect the rising or falling edge of a digital signal.
An efficient digital implementation may be achieved by comparing the current and
the previous sample of the signal.
This is depicted in figure 5.5 for a rising edge detector.

z
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Unit Delay1

>

Relational
Operator

1
Signal

1
Detect

Figure 5.5: Rising edge detector

Similarly a change detector is implemented by trigging on any difference between
the previous sample and the current input.

~=

Relational
Operator

z
1

Unit Delay

1
In

1
Trig

Figure 5.6: Change detector

The relational operator may be changed depending on the required behavior.
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Counters

HDL-coder comes with several built in counters that run on the FPGA clock fre-
quency. It is however sometimes desirable to count on a external signal, for in-
stance the signal from an incremental position encoder.
Figure 5.7 depict a example of a special purpose counter designed to count the
pulses from an incremental encoder. The operation of this circuit should be easy to
analyse for anyone familiar with Simulink®. A external reset logic, and a rotational
direction signal is required for the circuit to operate as intended.
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Cnt
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4
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NOTAND

Figure 5.7: Up/down counter

1Hz clock generator

In order to have a visual indication that the FPGA is running, a 1Hz 50% duty cycle
signal is generated and supplied to one of the LED’s on the Zedboard.
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Figure 5.8 depicts the block diagram of the generator. A counter running on the
FPGA clock, is reset when it reaches a value equal to the clock frequency in Hz.
I.e. it counts for one second. The generated reset signal is also used to toggle a
flip-flop connected to the LED.
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Figure 5.8: 1Hz generator
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5.4 Data types

When developing a embedded system combining programmable logic with a float-
ing point capable CPU, it is important to consider how the data is represented in
various parts of the system.
Traditionally, in an environment where floating point is not supported, a Per unit
(p.u.) system has been used to normalize all values. This ensures that the entire
dynamic range of the variables is utilized.
With a CPU that incorporates a Floating-point unit (FPU), this is no longer a re-
quirement. It should however be noted that a p.u. system has other advantages.
The Programmable logic (PL) does not support floating point, and the data-type
of data transferred between the two systems must be converted. The developer
has the choice between scaling to p.u., or adapt the data-types depending on the
required dynamic range of the number that is to be represented.

Floating point data

Floating point data is a digital data type for representation of numbers approxi-
mating real numbers. The numbers are represented as a fixed number of the most
significant digits, scaled to an exponent.

number = significant digits ⋅ 10exponent (5.1)
Floating point has a very high dynamic range, when compared to other data types.
This is caused by the fact that the range between two representable values increases
with increasing scale.
The most commonly used standard for floating point number representation and
arithmetic is IEEE 754 defined in [1].

Fixed point data

In fixed point data-representation a fixed number of bits are used for the integer
and fractional part of the number. I.e. the radix point stays at a fixed position.
For any given word length, the position of the radix point must be specified in
order to efficiently represent the data with maximum resolution.
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A common format for fixed point number is the Q-format. Where the letter Q
stems from the common notation for a rational number. The common notation for
specifying a Q number is Q.m.n, where m is the number of integer bits, and n is
the number of fractional bits.
In Simulink® the syntax for specifying fixed point data is:
fixdt(s, w, f)

Where s defines whether the number is signed or not, w is the word length, and f
is the fractional length. The integer part is then given as: i = w − f .

Signal representation

As an example one might consider a situation where the developer needs to repre-
sent several physical signals using a 16-bit word. Suppose one signal is the posi-
tion of a motor, and the other is the motor speed. If the motor has a rated speed of
1500RPM, one may consider the following domains for the signals:

0 ≤ � ≤ 2 ⋅ �

−157 ≤ ! ≤ 157

Where � is the position in rad, and ! is the speed in rad∕s.
The position may be represented using 3-bit integer, and 13-bit fraction, while the
speed requires 9-bit signed integer, and only has 7-bit left for the fractional part.
The resolution however, relative to the dynamic range of the number, is the same.
Alternatively if the developer chooses to use p.u. representation, only one bit may
be used for the integer part. I practice however it is important to consider that some
signals may exceed the ratings. In particular for this example the speed should
probably support at least 2 p.u.
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5.5 Analog to digital conversion

This chapter covers the software and HDL implementation of the analog to digital
conversion. The hardware is described in part IV of the report. However in order
to implement correct scaling and biasing of the measurements, some hardware
specific information is provided here as well.
Two different methods have been utilized in this project. The built in XADC of
the Zedboard, and the ΔΣ-modulators on the custom interface card.

XADC

The built in Xilinx Analog Digital Converter (XADC) of the Zynq®-7000 sup-
ports communicating the acquired data via the AXI4 interface to the Processing
system (PS), or via the Dynamic reconfiguration port (DRP), which also allows
communication directly with the PL.
In this project the DRP interface is used, as it provides the required measurement
for the high speed algorithm running in the PL.
A interface controller for the XADC is provided by Roland Peterer and Christian
Schmid as part of their Lianx operating system.
The basic outline of the Simulink® model of the interface is provided in figure 5.9.
The Matlab™- source for the matlab subsystem, i.e. the DRP interface, is provided
in appendix E.1.
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Figure 5.9: XADC DRP interface

5.6 ΔΣ-modulators

The Analog Devices AD7403 16-bit isolated Sigma-Delta modulator[10] is used
on the interface card designed for the Zedboard. The most relevant parts of the
datasheet are given in appendix D.2.

Sinc filter

In order to obtain the digital representation of the analog value, the pulse train
must be filtered. The datasheet[10] for the modulator recommends a third order
sinc filter for this purpose. An Verilog code example of the filter is provided in
the datasheet. The data is read at the positive clock edge, and the code supports
decimation rates from 32 to 4096.
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Custom IP cores

When developing a digital circuit using a Register-transfer level (RTL) language,
it is common to package the functionality in a so called IP-core. The term comes
from the licensing of the core. It is not a physical product, but rather the description
of how it works that is the property of the owner 1.
This chapter covers some basic low level functionality of the inverter, that has been
packaged into separate IP-cores.

1As the developed algorithms in this project are open source, the term intellectual freedom core,
or open source core would probably be more suited.
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6.1 Voltage modulator

The pulse width voltage modulator is divided into two subsystems. The first sys-
tem has the task of computing the compare values depending on the desired output
voltage. The second system has the task of generating the carrier wave, and switch-
ing the transistors depending on the input compare values. The output frequency
is determined by the rate of change of the compare values.

Voltage to compare computation

When the controller has commanded a certain voltage, the required compare values
to generate this voltage must be computed.
There is a given relationship between compare value and output voltage, depending
on the DC-link voltage and on the counter limit. Zero voltage means 50% duty
cycle, i.e. a bias equal to half the PWM counter limit should be added.

Sinusoidal PWM

In Sine Pulse Width Modulation (SPWM) the references to the modulator are the
sinusoidally shaped voltages typically obtained from the inverse Park-Clarke trans-
formation.

Space vector PWM

The theoretical operation of SV-PWM is provided in section 2.1.
Figure 6.1 depicts a simple implementation of the SV-PWM [26]. The imple-
mentation requires the input references to be the sinusoidal three phase voltage
references.

Add Add1
0.5

Gain

max

min

1
Vabc

1
SV-Vabc

Figure 6.1: Simple SV-PWM.
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Pulse width modulator

The selected pulse width modulator is of the symmetrical type, i.e. it has a trian-
gular shaped carrier wave.
Figure 6.2 depicts the block diagram of the pulse width modulator. It consists of
a up/down counter that generates the triangular wave with a peak value equal to
the counter limit. The counter is running at the FPGA clock frequency, hence the
relationship between counter limit and switching frequency is given by:

fsw =
fclock

CounterLimit (6.1)
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Figure 6.2: Symmetrical pulse width modulator

The counter output is compared to three reference values in order to generate a
three phase switching signal. The upper transistor on each phase leg should turn
on when the compare value is higher than the carrier.
The compare values are latched in at the peak of the carrier wave and the output
pulses have adjustable on-delay to protect the transistors. The operation of these
subsystems are explained in detail in the following sections.

Latch

The compare value to the modulator is latched in at the peak of the carrier wave.
This ensures that it stays constant during the entire switching cycle.
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The block diagram for the latch is depicted in figure 6.3. The trig input goes high
when the counter has reached the limit, this causes the output to equal the input.
When trig goes low, a unit delay block functions as a memory remembering the
previous input value.
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Unit Delay

1
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1
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Figure 6.3: Latch

Dead time counter

The dead time counter provides a on-delay for the control signals to the transistors.
When the input goes high, the counter is enabled and the output is delayed until it
reaches it’s final value. When the input goes low, the counter is immediately reset,
such that there is no off-delay.
The correct setting for the count parameter depends on the required delay of the
transistors, as well as on the clock frequency for the FPGA. Equation (6.2) depicts
the relationship between the count parameter and actual delay time in seconds.

tdelay =
1

fclock
⋅ Count (6.2)

Where fclock is the FPGA clock frequency in Hertz.
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Vivado

The pulse width modulator is packaged into a IP-core and used in a Vivado® block
design. Figure 6.5 depicts the interconnections between the controller and the
modulator. All other connections are removed for clarity.
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Figure 6.5: PWM IP block interconnections in Vivado

Simulation

In order to confirm the functionality of the symmetrical-PWM, a simulation using
a sinusoidal modulating wave has been performed. The PWM triangular carrier,
and the sinusoidal modulating wave are depicted in figure 6.6. The output pulses
generated is depicted in figure 6.7.
The simulation is executed at a sampling frequency of 25MHz. In order to clearly
illustrate the operation a relatively low switching frequency when compared to the
modulating wave is used. The modulating wave has a frequency of 50Hz, and the
switching frequency is set to 1000Hz by imposing a counter limit of 25000.
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Figure 6.6: PWM triangular carrier and sinusoidal modulating wave.
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Figure 6.7: Output pulses from the modulator.

6.2 Direct gate control

In addition to the IP-core for PWM, a second simplified IP-core for direct gate
control is added. Direct control over the gates is required for some variations of
DTC and MPC. The only features of this core is a common enable signal, and dead
time counters.
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6.3 Encoder demodulation

In order to acquire position, rotational direction, and speed, the encoder signal
must be demodulated. The following section covers the various steps involved in
this process.

Debounce

When a physical signal is connected to a digital system (e.g. FPGA) with high
sampling frequency, is is sometimes required to add a debounce system on the
input. The reason is that the external signal might bounce back and fourth before
settling on the new state. This may cause the digital system to interpret it as several
actuations of the external signal.
In order to ensure that such issues are avoided, a de-bounce counter is added to the
inputs from the encoder. Figure 6.9 depicts the Simulink® model of the system. If
the input changes from low to high, and stays high for two sampling periods, the
exclusive-or gate will release the reset of the counter. The counter starts counting
until it reaches a user defied limit, and finally the output is turned on. If on the
other hand the input changes during the count period, the exclusive-or will detect
this and reset the counter.
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Figure 6.9: Debounce counter

In order to evaluate the necessity of a debounce counter, the pulses from the en-
coder interface is measured. Figure 6.10 depicts the slope of the voltage from the
interface card, when the encoder outputs a pulse. It is observed that the signal has
a steep slope, and that it settles in about 3 µs, without any ringing. It is therefore
likely that the debounce counter will not be required in this configuration.
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Figure 6.10: Pulse slope of the 3.3V signal from the encoder interface.

Position counter

Figure 6.11 depicts the system used to detect the rotational direction of the encoder.
The signals A, and B are 90° out of phase, and depending on which comes first the
rotational direction is either one or zero. The test is performed on rising edge of
signal A, and the direction is one if A comes before B.

Rising edge detector
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2
B

1
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T

F

Z-1

>

Figure 6.11: Rotational direction detector.

The encoder reset subsystem is depicted in figure 6.12. Depending on the rotational
direction the counter is reset on zero, or on the counter limit.
Figure 6.13 depicts the position counter for the encoder. The direction input dir
determines the direction of the counter, while the clock input clk triggers the count-
ing. Depending on the rotational direction, the counter is either reset to zero, or to
the maximum value of the encoder output, i.e. cntPerRev.



66 Custom IP cores

>=
1
cnt

2
limit

1
rst

OR

<=
0

3
dir

AND

NOT

AND
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Figure 6.13: Encoder position counter.

The response of the encoder counter to a reversal of the rotational direction is
depicted in figure 6.14. In the simulation a encoder with 32 pulses per revolution
is used to clearly visualize the response.

Position differentiator

Figure 6.15 depicts the differentiator used to compute the angular velocity from the
rate of change of the rotor position. The position delta is computed as the difference
between the position at the current, and the previous sample. If the difference is
to large, it means that the counter just reset, and the value is disregarded. A 10-
sample buffer (figure 6.16) is used to sum the delta over a longer time period, in
order to produce a less noisy signal.
The output is correctly scaled by multiplying by the sampling frequency over buffer
length (6.3). Finally the output is scaled to radians per seconds by multiplying with
(6.4).
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Figure 6.14: Simulation of the encoder position counter, for a reversal in the rotational
direction.
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Figure 6.15: Simulink algorithm for computation of angular velocity.

The delta buffer is depicted in figure 6.16. It works by summing the position delta
at the current iteration, with the deltas at the nine previous iterations.
In order to confirm the operation of the differentiator, a simulation was performed
using the output from the position counter. The results are depicted in figure 6.17.
The speed comes from a ideal source, and thus changes instantaneously. The gray
line depict the real, while the black line depicts the computed speed. Simulation
is performed at a sampling rate of 100Hz for the differentiator, while the position
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Figure 6.16: Delta buffer.

counter runs at 100 kHz. The low sampling frequency of the position differen-
tiator indicates that is is suited for implementation in the PS. However increased
sampling rate might be required depending on the dynamic requirements of the
application.
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Chapter 7

Start-up routines

Before the motor drive goes into normal operation some start-up routines are per-
formed.

7.1 Rotor alignment

In order to calibrate the encoder and position estimators, the rotor should initially
be aligned to a known position. For a PMSM this is simply achieved by applying
a fixed voltage vector to phase a.
Once the alignment is completed this position is considered the zero position. A
offset is added to the demodulated signal from the encoder, in order to compensate
for any deviation between the zero position and the index pulse position.
The per-unit voltage reference to the modulator is computed based on equation
(7.1).
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Where Vpu is the per-unit voltage, with respect to the DC-link voltage. This refer-
ence may be adapted depending on the required torque.
It should be noted that, depending on the application, this alignment might not be
applicable. Some motor applications require control over the rotor position at all
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times. In this project however, there are no specific constraints on the mechanical
side of the system.

7.2 Pre magnetization

When running FOC of induction machines, the rotor is usually pre magnetized
in order for the flux estimator to be able to obtain a initial estimate. For a PMSM
however, the magnetic field is always available and no pre magnetization is needed.
A simple pre magnetization scheme has been implemented in order to offer prelim-
inary support for induction machines. The magnetization is achieved by switching
the voltage on phase b, while phase a, and c are connected to the positive side of
the DC-link voltage.

7.3 Open loop velocity control

There is a fixed relationship between the applied electrical frequency to the stator,
and the achieved mechanical speed of the rotor. This may be utilized in a open
loop speed control of the machine.
This is common for simple induction motor drives, where the constant voltage
over frequency principle is applied. For induction machines there will be slight
speed variations depending on the load, i.e. the slip frequency will change. For
synchronous machines however, the speed remains constant unless the machine is
pulled out of synchronism.
This lack of damping torque during deviations from synchronous speed may cause
stability issues when open loop control of a PMSM is considered. In order to
overcome this issue the rotor of some machines contain damper windings, in a
similar manner to the squirrel cage of the induction machine [46].

Generation of reference voltages

In order to generate the three phase sinusoidal voltage references to the motor,
a ramp generator with adjustable frequency is used. The frequency is adjusted
depending on the required speed, and the sine of the ramp function corresponds to
the required stator voltage waveform. Two additional sine waves which are ±120°
phase shifted are also generated.



Open loop velocity control 73

The frequency of the ramp is adjusted by adjusting the clock input. This approach
ensures that the bit resolution remains constant, regardless of the desired ramp
frequency. The required count limit for a given modulation frequency is given as:

ncount =
fclock

nstep ⋅ fmod
(7.2)

Where fclock is the clock frequency, nstep is the step size of the fractional counter,
and fmod is the desired modulating frequency.
The selected fractional counter has a step size of 1

2048
, i.e. the resolution is 2048

bits. In order to generate a 50Hz sine wave, for the selected FPGA clock frequency
of 25MHz, the counter limit is given as:

ncount =
25e6

2048 ⋅ 50
≈ 244

Figure 7.1 depicts a implementation of a three phase sine wave generator, that may
be used to generate synthesizable HDL code.
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Figure 7.1: HDL synthesizable implementation of a 3 phase sine wave generator
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Voltage reference

In order to obtain constant flux linkage the voltage is typically controlled in pro-
portion to the speed.
The reactance of the machine is proportional to the applied frequency. In low
speed region, the voltage drop in the winding resistance cannot be neglected, and
thus the voltage needs to be boosted.
Figure 7.2 provides a example of a how the voltage is adjusted with changing fre-
quency. The rated voltage is 230V, and the rated frequency is 50Hz.
In practice a simple way to implement this is by applying a upper and lower satu-
ration on the following equation:

Vout =
VN
fN

fout (7.3)

Where VN and fN are the rated motor voltage and frequency respectively.
There are however more advanced approaches at controlling the voltage boost.

Current based voltage boost

One of the more advanced schemes is to control the voltage boost through the mea-
sured stator current [46]. Although the measured current is required as feedback,
this is still a simple controller when compared to the vector control.

0 5 10 15 20 25 30 35 40 45 50 55 60
0

100

200

Frequency [Hz]

Vo
lta

ge
[V

]

Figure 7.2: Voltage versus frequency with initial voltage boost. UN = 230V, and fN =
50Hz.
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Additionally if the PMSM lacks damper windings, damping may be added by ad-
justing the frequency reference based on the applied power [46]. The power is in
turn calculated by the measured current, and the voltage reference.
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Part III

Simulation





Chapter 8

Simulation setup

The simulation of the estimators covered in this report are preformed using MAT-
LAB™/ Simulink®. In order to simulate the various estimators a standard FOC
inverter was selected to control the motor.

8.1 Speed reference profile

In order for the results to be easily comparable, the simulations should be subject
to the same operating conditions. The speed reference profile depicted in figure
8.1 has been used in all simulations.
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Figure 8.1: Profile of the speed reference used during simulations.
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8.2 Motor model

The motor model is derived from the theory presented in chapter 1. It consist of a
electrical and a mechanical subsystem.
Figure 8.2 provides a overview of the models, and their interconnections. Further
the electrical and mechanical subsystems are provided in 8.4 and 8.3 respectively.
The state space model in dq-frame is provided in figure 8.5.
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Chapter 9

Simulation of field oriented control

This chapter presents the simulations for the FOC as presented in chapter 2.1. This
controller is also used as the base when simulating the various position and speed
estimators.

9.1 Field oriented control simulation model

The FOC inverter simulation model is somewhat different from the HDL synthe-
sizable model.
The triangular wave carrier is generated by integrating the difference between two
pulse trains, as depicted in figure 9.1.
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10000
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Figure 9.1: Triangular wave carrier generator

The SV-PWM is performed by the diagram in figure 9.2.
In figure 9.3 the compare values are compared to the triangular wave of figure 9.1,
and output pulses are generated.
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Figure 9.3: Symmetrical pulse width modulator

Figure 9.4 provides a overview of how these systems are interconnected. In ad-
dition to the gate pulses, the phase voltage reference is made available in order to
avoid the need for a voltage sensor.
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9.2 Speed controller response

Figure 9.5 depict the response of the speed control to various changes in reference.
The dashed line is the reference, while the solid line is the response. It is observed
that the controller is able to achieve fast tracking of the reference with relatively
small overshoots.
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Figure 9.5: Response of the FOC speed control, to various changes in reference.

Figure 9.6 depicts the response of the q-axis current controller to the commands
from the speed controller. The dashed line is the commanded current, while the
solid line is the output, i.e. the voltage reference. It is observed that the controller
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saturates for a small period during the transients, but also that is quickly settles at
the required steady state value.
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Figure 9.6: Response of the FOC q-axis current controller, to the commands from the
speed controller.



Chapter 10

Simulation of direct torque control

This chapter develops the Simulink®-model, and presents the results of the simu-
lation of the DTC algorithm presented in chapter 2.2.

10.1 Simulink model

Figure 10.1 provides a overview of the implemented DTC model. The configura-
tions of the various subsystems are provided in the following sections. Load torque
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Figure 10.1: Overview of the implemented DTC model



88 Simulation of direct torque control

Flux sector

In order to determine the correct flux sector for the current iteration, the arctangent
of the estimated ��-flux is typically fist applied to find the flux angle. Comparators
are then utilized to obtain sector information for the lookup tables.

�̂ = arctan 2(Ψ̂�, Ψ̂�) (10.1)
Trigonometric functions are computationally intensive, and in order to save some
execution time a different approach is proposed in [55]. Figure 10.2 depict a im-
plementation of the sector selector in Simulink®.
The truth table for the combinatorial logic is given as:

[5; 4; 6; 0; 0; 3; 1; 2] (10.2)
Where the row corresponding to the value of the input vector is selected as output.
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Figure 10.2: Modified flux to sector calculator

The Simulink® implementation of the lookup table for the DTC is depicted in
figure 10.3. Two different lookup tables are used, one for increasing and one for
decreasing flux. Eight voltage vectors are defined and selected depending on which
sector and torque command that is applied to the lookup tables. An additional rotor
align switch is also available. It is used to align the rotor in an initial position during
start-up.
A current model based flux estimator is depicted in figure 10.4. This model re-
quires the use of a encoder for position measurement. The model provides very
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good estimation during simulation (figure 10.7), however the requirement of ex-
act knowledge of machine parameters will likely degrade the performance during
laboratory experiments.
A alternative sensorless approach is depicted in figure 10.5. This model is less
dependent on knowledge of machine parameters, but the open-loop integrator will
likely cause drift in the estimated values.
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10.2 Torque response

Figure 10.6 depicts the response of the torque hysteresis controller to variatons in
estimated torque. The torque reference is constant, Tref =5Nm. It is observed that
although the torque has a lot of ripple, the average value is close to the reference.
The hysteresis controller switches between 1 and 2, depending on whether the
estimation is above or below the reference.
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Figure 10.6: Response of torque controller to variations in estimated torque.

Figure 10.7 depicts the performance of the torque estimator, when compared to
the measured torque. The solid line is the estimation, whereas the dashed line
is the measured torque. It is observed that the estimation is able to follow the
measurement, but that there is a delay due to the limited sampling time of the
controller. Due to the discretization, there is also somewhat lower resolution in
the estimated values.

0.195 0.195 0.195 0.195 0.195 0.195 0.195 0.196 0.196 0.196

2

3

4

5

6

Time [s]

To
rqu

e[
N
m
]

Figure 10.7: Performance of the current model based torque estimator, when compared
to the measured torque.
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Figure 10.8 depicts the performance of the flux controller. The flux reference is
0.202Wb, which is the rated flux of the machine. It is observed that the controller
is able to track the reference, although there is some ripple.
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Figure 10.8: Performance of the flux controller.



Chapter 11

Simulation of model predictive
control

This chapter presents the implementation, and simulation of the MPC-algorithm
as presented in chapter 2.3. The implementation utilizes measured rotor position
in order for it to be comparable to the other implementations.
Although model predictive speed controllers are available, this implementation
only consider the currents, and utilizes a traditional PI-controller for the speed.

11.1 Algorithm implementation

The Matlab™- source for the MPC-algorithm is provided in appendix E.2, and
E.3, for initialization, and control respectively.
The initialization(E.2) consists of defining the motor parameters, and the possible
output voltage vectors in �� plane. Finally the switching states that corresponds
to the output vectors are defined.
The control algorithm (E.3) accept the measured d, and q-axis currents, as well as
their references, the rotor position and rotor speed as inputs. The outputs are the
switching state to the inverter.
The voltage vectors defined in the initialization procedure are rotated to the dq-
frame, by applying the Park transformation. Then the currents for the next iteration
are predicted by applying the equations defined in (2.30a) and (2.30b).
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The for-loop iterates over the possible output vectors to determine the vector that
will minimize the cost function for the current errors. The most suited vector is
selected, and the function returns.

11.2 Block diagram

Figure 11.1 provides an overview of the simulation block diagram implemented in
Simulink®, while figure 11.2 depicts the interface to the controller.

This model implements a simple model predictive controller
for a permanent magnet synchronus machine.
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11.3 Current controller response

Figure 11.3 depicts how the MPC current controller is able to predict the current,
and how the current follows the reference. A relatively short time period is used
to clearly visualize the response. In the figure the current references id,ref = 0A,
and iq,ref = 15A. The dashed line is the measured current, while the solid line is
the predicted current at the next iteration.
It is observed that the measured current follows the predicted current, with a small
phase delay. This is expected as the prediction is of the future current response. It
is also observed that the current controller is able to closely follow the reference,
although there is some ripple, the average is close to the reference. The discrete
nature of the MPC gives rise to the discrete steps in the prediction.
In the simulation the controller is running at a sampling time of 40 µs, which should
provide a real time controller with sufficient time to compute all the predictions.



96 Simulation of model predictive control

35.8 36 36.2 36.4 36.6 36.8 37 37.2 37.4 37.6 37.8 38
⋅10−3

−1

0

1

Time [s]

Cu
rre

nt
[A

]

id
îd
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Figure 11.3: The measured and predicted dq-axis currents. id,ref = 0A, iq,ref = 15A.



Chapter 12

Simulation of speed and position
estimators

This chapter provides the results for the simulations of the back-EMF observers,
performed in MATLAB™/Simulink®. The position and speed is extracted from
the estimated back-EMF, and the performance is evaluated by comparison to the
real values.
In order to have a fixed reference for comparison, a traditional FOC inverter model
has been utilized. The inverter uses the real motor shaft position as feedback, i.e.
the position is extracted directly from the motor model state variables.

12.1 Sliding mode observer

A simple sliding mode observer for a PMSM is proposed in [38]. The observer
has been implemented in Simulink®, as depicted in figure 12.1.
The estimated back-EMF of the simple sliding mode observer is depicted in figure
12.2. As can be seen the curve shapes are clearly not sinusoidal, as they should be.
Furthermore the locus of the EMF is depicted in figure 12.3. The expected locus
shape is round, which is not the case for this observer. The performance could be
improved by adding additional filtering at the output, however this will increase
the complexity, and cause additional phase delay in the output.
The difference between actual, and estimated position is depicted in figure 12.5.
The bias of the estimation error could likely be removed by an adaptive compen-
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Figure 12.1: Simulink® model of the simple sliding mode observer

sation depending on the speed. This has been implemented for the more advanced
algorithm in section 12.3.
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Figure 12.5: The estimation error of the simple SMO.

12.2 Sigmoid sliding mode observer

The estimated back-EMF of the sigmoid based SMO is depicted in 12.7. The
curve shapes are clearly improved over the simple SMO, the phase shift is 90° as
expected. The improvement is further confirmed by the locus plot in figure 12.8,
which has a circular shape.
The estimated rotor position from the sigmoid SMO is depicted in figure 12.9a,
with the real position in figure 12.9b for comparison. Apart from the initial state,
it is observed an almost perfect match between the estimation, and the real value.
This is further confirmed by figure 12.9c, which depicts a estimation error which on
average is less than 0.25%. It is however important to note that these are simulation
results. Due to factors that are neglected in the model, it will likely be hard to
realize the same performance in laboratory experiments.
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Figure 12.9: Real rotor position, estimated rotor position, and position error of the sigmoid
SMO.
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12.3 Combined observer

In an application note [64] Microchip Technology proposes a position estimator
which combines a SMO with a linear Luenberger-type observer during small de-
viations from the actual states.
A Simulink® model of the proposed estimator has been developed, as depicted in
figure 12.10.
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Figure 12.10: Simulink® model of the hybrid sliding mode observer

Figures 12.11 and 12.12 depict the estimated ��-EMF, and EMF-locus respec-
tively. The results indicate a even further improvement over the sigmoid observer.
The estimated position from the hybrid smo is depicted in figure 12.13. The dashed
line depicts the real rotor position, while the solid line is the estimated value. Due
to the more extensive filtering used by this algorithm, there is a profound phase
shift between the estimated and the actual rotor angle. In order to correct this issue,
the phase shift is compensated by a adaptive factor which depends on the estimated
rotor speed.
Figure 12.15 depicts the block diagram of the adaptive phase compensator. The un-
compensated position is differentiated in order to estimate the speed. The constants
depend on the filtering constants of the SMO, and are determined heuristically.
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Figure 12.11: The estimated back-EMF of the hybrid SMO
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Figure 12.13: The uncompensated estimated rotor angle. Estimated at!e,ref = −40 rad∕s
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Figure 12.14: The compensated estimated rotor angle. Estimated at !e,ref = 50 rad∕s

Figure 12.16 depict the estimation error, i.e. the difference between estimated and
real rotor angle. It is observed a small negative error. The relatively large peaks
comes from the small deviation in the time in which the position is reset to zero.
For a short time period the difference is close to 360°, but in reality that is the same
as close to zero deviation.
The estimated speed is computed by discrete differentiation of the estimated po-
sition. When computing the speed, the phase shift of the estimated angle is irrel-
evant, only the slope matters. The result is depicted in figure 12.18. A certain
amount of ripple is observed in the speed estimation, this may be compensated by
decreasing the cut-off frequency of the low-pass filter at the output of the differen-
tiator.
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Laboratory platform





Chapter 13

Selection of components

This chapter covers the selection of the required hardware components for the lab-
oratory platform. Arguments for the different choices are presented, while the
details of the dimensioning are left for the following chapters.
As the system is a laboratory platform, no specific requirements for the mechanical
system (i.e load) are specified. A suitable motor is selected based on convenience.
The converter is then designed to fit the ratings of the motor, although a certain
amount of overload capability is added.

13.1 Selection of motor

The university already has access to a laboratory platform from Leybold®, where
various motors are available. In order to be able to use this system, where trans-
ducers for speed and torque are also available, a motor of similar rating should
be selected. The rating for the laboratory grade motors are 1 kW of mechanical
power.
The voltage ratings should be in the range typically found in small industrial mo-
tors. In the Norwegian power grid the ratings of 400V and 230V are the most
common consumer side voltages.
Another consideration to be made whether the motor should be a IPMSM, or a
SPMSM. Some of the methods reviewed in the preparation project [21], require a
salient machine. However the more robust methods should work independent of
the selected machine.
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Apart from these considerations, a high pole number might be beneficial for me-
chanical position control. However this is not a primary concern.
The selected motor is a three phase, 3.7 kW, surface mounted permanent magnet
motor from Yaskawa Electric Corporation. The data for the motor is provided in
appendix D.4.

13.2 Inverter

Although Silicon Carbide (SiC) transistors have gained popularity in recent years
[34], a conventional IGBT is selected for the inverter. The primary consideration
for this project is sensorless control, and this decision was made to avoid any non-
relevant issues that may arise from technology that is still under active research.
The selected IGBT module is the SKiiP 35NAB126V10 from Semikron. The mod-
ule contains a three phase bridge rectifier, a brake chopper transistor, and a three
phase two level inverter. The rated nominal output current is 50A and the rated
DC-link voltage is 1200V. The datasheet[52] recommends a motor power of up
to 15 kW for this inverter, i.e. it is overrated of about 400%, when compared to
the selected motor. The reason for this overrating is to provide some additional
flexibility if the inverter is to be used in future applications.

13.3 Digital control platform

The selected digital control platform is the Avnet ZedBoard™, based on the Zynq®-
7000 SoC, from Xilinx.
Avnet also offers the MicroZed as a cheaper alternaitve to the Zedboard. It lacks
some of the features, but none that are required for an inverter application.
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ZedBoard interface

In order to interface the Zedboard with the inverter, a application specific inter-
face card has been designed. The card provides voltage translation for the digital
signals, and analog to digital conversion for the required voltage and current mea-
surements. It utilises a isolation interface in order to protect the Zedboard from
any electrical faults in the laboaratory equipment.
The schematic, and circuit board layout for the isolation interface is provided in
appendix A.

14.1 Zedboard interface card

Figure 14.1 depicts a block diagram of the signal flow on the ZedBoard interface.
The dashed lines are the power supply lines.
A FPGA Mezzanine Card (FMC) connector on the Zedboard is used to interface
the digital signals. The 3.3V signals on this interface is translated to 5V by the
ADG3308 voltage translator. The power supply for the ADG3308 is also provided
by the FMC.
Two different galvanic isolators are utilized, the ADuM1400 Quad channel digital
isolator, and the ADuM7640 six channel isolator from Analog Devices [12, 13].
The isolators utilize magnetic coupling, as opposed to the more classical optical
couplers. The isolator power supply is provided by a 5V regulator, which steps
down the 15V from a external isolated power supply.
The AD7403 ΔΣ-modulator is used to convert the analog voltages from the voltage
and current sensors to a digital representation [10].
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The ADuM5000 isolated power supply[11] is used to supply the AD7403 ΔΣ-
modulators. This facilitates the use of shunt resistors in the current measurements,
as each ADC interface has a separately isolated ground.
The CD40109 is used to translate the 5V logic level of the isolation interface, to
15V before it is sent to the gate driver of the inverter [28]. Although the gate driver
is able to support 5V logic, this translation is performed in order to improve the
noise immunity.
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14.2 Signal conditioning

This chapter covers the practical aspects of how the various analog and digital
signals in the inverter are maintained.

PWM control signals

The Zynq 7000 digital outputs has a maximum voltage level of 3.3V. The gate
driver expects a logic voltage level of at least 5V. When testing the inverter with-
out using the interface card (chapter 14), a 74HCT541 octal buffer is used to boost
the voltage level.
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The circuit diagram for the voltage buffer is depicted in figure 14.2. All inputs are
pulled to ground by a 3.3 kΩ resistor. This ensures that any unconnected signal
stays at zero volt.

Encoder

The selected encoder is the ROD420-2048 from Heidenhain. It has 2048 pulses
per revolution, and uses 5V TTL outputs. A separate index pulse is provided for
synchronization.
The specified cut-off frequency is 300 kHz. With a pulse count of 2048 the maxi-
mum number of revolution per second is given as:

300 ⋅ 103
2048

≈ 146

This is five times the rated speed of the motor, and thus should be more than suf-
ficient. Another important parameter to consider is the angular resolution of the
measurements:

360
2048

≈ 0.176

The encoder has complementary outputs. This is done to improve the noise immu-
nity of the interface, as any common mode noise may be removed by a differential
amplifier.
The AM26C32 Quadruple Differential Line Receiver from Texas instruments is
used to interface the differential signals. The circuit diagram is depicted in figure
14.3. Termination resistors of 120Ω are connected at the receiver, in accordance
with the recommendations from the datasheet[27]. The voltage dividers at the
output is used to decrease the logic levels from 5V to 3.3V.

Signal conditioning for ADC

The two different ADC circuits used in this design, the XADC and theΔΣ-modulator,
has a maximum differential voltage input of 1V and 500mV, respectively. This
means that for any sensor voltage outside this range, signal conditioning is re-
quired. Ideally, in order to utilise the whole dynamic range of the ADC, the voltage
should always be scaled to fit the maximum voltage window.
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Figure 14.3: Encoder interface with voltage divider.

Simple resistive voltage dividers are typically the first thing to consider. However
if the signal is biased it is difficult to have a efficient scaling, additionally there is
the issue that the measured signal is attenuated by the voltage divider. For most
applications operational amplifiers are a better solution.
When selecting operational amplifiers for signal conditioning, there are several
important parameters that must be considered. First it is crucial to verify that
the Gain-Bandwidth Product is sufficiently high. This parameter defines how the
gain of the operational amplifier changes with changing signal frequency. It is
important to have sufficient gain at the highest frequency of interest.

Anti-aliasing filter

When sampling a analog signal the sampling-theorem[53] states that we have to
use a sampling frequency of at least twice the frequency of interest. If the sampling
frequency is to low, this will cause aliasing in the digital domain. I.e. there will
arise aliases at frequencies that differ from the actual analog signals. There is no
way for the digital system to filter out these frequencies, or even to detect their
presence.
In order to assure that these issues are avoided a low-pass filter is commonly ap-
plied at the input of the ADC. This filter is known as a anti-aliasing filter.
Although the ADC in the XADC is able to sample at a frequency ten times higher
than the output bandwidth of the LEM-transducers, there may still be aliasing is-
sues due to measurement noise. The Zedboard has a 10MHz filter on the XADC
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inputs, however in this project an additional RC-filter has been applied in order to
reduce the bandwidth to about 200 kHz.
A simple first order RC-filter should be sufficient as the distance between sen-
sor bandwidth and sampling rate is quite large, for more demanding applications
however a more elaborated filter design might be required. Mircrochip offers the
software tool FilterLab® to aid in the design of more sophisticated anti-aliasing
filters.

Transducer conversion ratio

The datasheet for the voltage and current transducers are provided in appendix ??,
and D.1 respectively.
The output from the current transducer is given by:

Vout = 2.5 ± 0.625
IP
IPN

(14.1)

Where IPN = 15A is the rated primary current, and IP is the instantaneous pri-
mary current.
Similarly the output from the voltage transducer is give by:

Vout = Iout ⋅ Rmeasure (14.2)

Where the output current is given by:

Iout = ±
Vin

40 ⋅ 103
(14.3)

E.g. if the measured input voltage is 1000V, and the measurement resistance is
100Ω, the output current, and voltage is given as:

Iout =
1000

40 ⋅ 103
= 0.025A

Vout = 25 ⋅ 10−3 ⋅ 100 = 2.5V
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Signal conditioning for XADC

Figure 14.4 depicts the circuit used to scale and shift the signal from the current
sensors. A reference voltage of 0.5V is generated by a voltage divider, and isolated
by an operational amplifier in voltage follower connection. A second op-amp is
used to attenuate the input, and shift it down to a bias of 0.5V.
The selected op-amp is the LF353N from Texas instruments, which has a gain
bandwidth of 4MHz [30].
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Figure 14.4: Scaling and biasing of current sensor output

The circuit has been simulated using NI Multisim from National Instruments, in
order to verify the operation. A Stripboard has been used for the prototype.
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Chapter 15

Voltage source inverter

This chapter covers the design and dimensioning of the Semikron based voltage
source inverter (VSI).

15.1 IGBT module

The selected IGBT module is the Semikron SKiiP 35NAB126V10. Some relevant
data from the datasheet is included in appendix D.3.
During initial development one of the IGBT modules where destroyed due to shoot
through. A picture of the defective module is included in figure 15.1, where some
annotations have been added to indicate the function of the various parts. The
rectifier and chopper is still functional, while the inverter is destroyed.
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Figure 15.1: Defective IGBT module.

15.2 Thermal calculations

In order to assure sufficient cooling of the transistor-module, some initial thermal
calculations are required.

Power losses

The power losses consists of switching and conduction losses, where the switching
losses typically are the dominating factor. In addition a small amount of blocking
losses due to lekage current will also be present, but are safely neglected in practice
[19].
Hence the power losses may be expressed as:

Ploss = Pcond + Psw + Pblock ≈ Pcond + Psw (15.1)
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Conduction losses

The conduction losses are independent on the switching frequency, but depend on
the duty-cycle of the transistor.
The voltage drop across the IGBT is a function of the collector current ic, and may
be approximated by:

Vce(ic) = Vce0 + rcic (15.2)
Where Vce0 is the voltage drop across the IGBT at zero current, and rc is the IGBT
on state resistance.
A similar approximation for the free-wheeling diode is given by:

VD(iD) = VD0 + rDiD (15.3)
Then the instantaneous conduction losses for the IGBT is given by:

pcond,t(t) = Vce(t) ⋅ ic(t) = Vce0 ⋅ ic(t) + rc ⋅ i2c(t) (15.4)
The average losses may be expressed by integrating the instantaneous losses over
a switching period.

Pcond,T = 1
Tsw ∫

Tsw

0
pcond,T (t)dt =

1
Tsw ∫

Tsw

0
(Vce0 ⋅ ic(t) + rc ⋅ i2c(t))dt (15.5)

Which evaluates to:

Pcond,T = Vce0Ic,avg + rcI2c,RMS (15.6)
Similarly the instantaneous value of the conduction losses for the diodes may be
expressed by:

pcond,D(t) = uD(t) ⋅ iD(t) = VD0 ⋅ iF (t) + rDi2D(t) (15.7)
Which by integration results in the following expression for the average power:

Pcond,D = VD0ID,avg + rDI2D,RMS (15.8)
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Switching losses

The switching losses in transistors and diodes are given as a product of the switch-
ing energy and the switching frequency.

Psw,t = (Eon,T + Eoff ,T ) ⋅ fsw (15.9)
The turn-on energy in the diode is approximately equal to the reverse recovery
energy:

Eon,D ≈ Eon,Drr =
1
4
QrrUD,rr (15.10)

The switch-off losses in the diode are normally neglected, hence:

Psw,D = (Eon,D + Eoff ,D) ⋅ fsw ≈ Eon,D ⋅ fsw (15.11)
The specified turn-on and turn-off energies from the datasheet are typically pro-
vided at rated operating conditions. In order to normalize the computed losses the
following equation is typically applied:

PT ,sw(t) = kT ⋅ VDC ⋅ I0,avg ⋅ fsw (15.12)
Where:

kT =
Eon,t + Eoff ,t
UN ⋅ IN

(15.13)

Calculations

The following design criteria, that affect the losses have been specified:
• Switching frequency fsw = 10 kHz

• Load current IC = 50A

• Gate resistance RG = 22Ω

• DC-link voltage VDC = 540V

• Output voltage Vout = 400V



Thermal calculations 125

• Output motor frequency fN = 100Hz

• Motor displacement power factor cos� = 0.85

• Motor equivalent stator inductance L = 10.4mH

According to the previous derivations the conduction losses depend on both the
average and the RMS value of the currents. Additionally the displacement of cur-
rent with respect to voltage, i.e. the displacement power factor must also be taken
into account.
Due to the symmetrical structure of the inverter all transistors and diodes exhibit
the same amount of power loss. It is therefore sufficient to compute the losses
in one transistor and one diode, and then multiply the result by the number of
transistors and diodes.
First the average and RMS of the transistor current should be computed.
Bu assuming a sinusoidal shaped current, the relationship between the peak and
the average current is given by:

Iavg =
2
�
î (15.14)

The modulation index ma is given as the ratio of peak phase output voltage to half
the DC-link voltage.

ma =
V̂out
Vd
2

(15.15)

The equations for conduction and switching losses have been adapted to work with
the parameters of the pulse width modulated inverter.

Pcond,T = Vce0(Tj) ⋅ Îo

(

1
2�

+
ma cos�

8

)

+ rc(Tj) ⋅ Î2o

(

1
8
+
ma cos�

3�

)

(15.16)

Psw,T = fsw(Eon,T+Eoff ,T )

√

(2)
�

Io
Iref

(

Vcc
Vref

)KV
⋅(1+KTSW ⋅(TJ−Tref )) (15.17)
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Cooling requirements

The datasheet[52] of the SKiiP 35NAB126V10 specifies a absolute maximum junc-
tion temperature TJ of 150 ◦C. Additionally a thermal conductivity Rtℎ(j−s) of
0.55K∕W and 1K∕W in given per IGBT and diode respectively for the inverter
and chopper. Finally the rectifier diodes have a specified thermal conductivity of
0.85K∕W.
The actual temperature of the IGBT-module affects the characteristics, and it should
be limited somewhat when compared to the absolute maximum ratings. Semikron
recommends that the devices should never be used at a temperature above 125 ◦C.
The absolute maximum ratings for the currents are specified at a temperature of
25 ◦C and 70 ◦C. In order to be able to use these ratings, and in accordance with
common practice, a dimensioning temperature of 70 ◦C has been selected for the
inverter at rated load conditions.

Semisel - Simulation

Semikron offers the tool Semisel® that simplifies calculation of losses and tem-
peratures in the inverter. Simulations for a 15 kW motor are provided in appendix
C.1.
A heat sink is selected based upon these calculation results.

15.3 IGBT gate driver

The gate driver selected for this project is the Semidriver® SKHI 71 R from Semikron.
The driver has seven channels that are physically separated and isolated. Six chan-
nels are used for the inverter, while the seventh is used for the brake chopper.
The driver supports both 5V and 15V logic levels at the control input. In addition
to the seven control signals, there is a common error input. The signal is active
low, and should be pulled to 5V in normal operation [51].
The driver outputs are bipolar, i.e. positive voltage on the gate with respect to the
emitter is used to turn on the IGBT, while negative voltage is used to turn it off.
The turn on threshold voltage VGE(tℎ) of the IGBT-module is specified as 5.8V.
The use of negative turn-off voltage reduces the risk of parasitic turn-on of the
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IGBT. Additionally the negative voltage decreases the turn-off time, which also
decreases the switching losses [23].
A circuit board has been designed to support this driver. The schematic and board
layout are available in appendix B.

IGBT drive signals

There are five terminals available for each transistor interface. The gate, and emit-
ter terminals are required to drive the transistor. The collector terminal is used for
short circuit protection, by measuring the voltage drop across the transistor, i.e.
VCE . The last two terminals are used to adjust the VCE threshold.
A gate resistor of at least 10Ω has to be connected between the driver and the gate
of the transistor. This limit is imposed by the maximum current capability of the
driver circuit.

Initial testing

If the gate driver is to be tested without connection to the transistors, the VCEmonitoring must be suppressed. This is achieved by shorting the collector, pin(9)
to the emitter, pin(3). Additionally all the control signals must remain low for at
least 9 µs in order to reset the error memory of the driver.
Figure 15.2 shows the measured response of the gate driver output for a 10 kHz
50% duty cycle square wave input signal. The selected dead-time for the gate-
driver is 4 µs.

VCE threshold, and blanking time

In order to detect short circuit, the voltage drop across the transistors is measured.
If the voltage drop exceeds an adjustable threshold for a certain adjustable time
period, the protection circuit disables all outputs.
The default turn-off threshold for the short circuit protection is 5.8V. This voltage
may be adjusted by connecting a resistor between the VCET 1 and VCET 2 pins of the
interface.
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Figure 15.2: Response of the gate driver output to a square wave control signal.

The correct value for the resistor, depending on the desired VCE limit, is given by
equation (15.18). It should be noted that the threshold value cannot be increased,
i.e. 5.8V is the maximum value.

RV CE[kΩ] = 11.86
5.4 − 0.93VCE

− 4.75 (15.18)

In addition to the turn-off threshold, the blanking time should also be adjusted.
This is achieved by connecting a capacitor between VCET 2 and the emitter.
The value for the capacitor, depending on the desired blanking time is calulated
by equation (15.19). As the capacitor value depends on the selected RV CE , this
adjustment must always follow when a new threshold has been selected.

CV CE[nF ] =
tblank[�s] ⋅ (72.75 + RV CE[kΩ])
(RV CE[kΩ] + 4.75) ⋅ 36.08

− 0.1 (15.19)

If desirable the VCE monitoring may be disabled by connecting the collector pin
to ground, i.e. to the emitter.

Interlock delay time

The interlock delay time is adjustable from 1 µs to 4 µs by the pins TDT1, TDT2
and SEL on the primary pin array. The default delay is 4 µs if no connections are
made [51].
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A method for calculation of dead time requirements is presented in [62].
By connecting SEL to ground, the interlock time is disabled. This is useful if delay
time is to be implemented in the controller. During development and initial testing
however, the delay time should be included as an extra safety measure.

Gate resistor and switching frequency

The maximum switching frequency is calculated by equation (15.20). However the
absolute maximum frequency is 50 kHz due to limitations within the electronics
of the gate driver.

fmax =
2 ⋅ 104
QGE[nC]

(15.20)

Is some cases it is necessary to consider the power losses in the gate resistor [22].
By assuming a sawtooth shaped current waveform, the effective RMS value of the
gate current may be approximated by:

IG,RMS = IG,peak

√

tp ⋅ fsw
3

(15.21)

Where tp is the turn on time for the transistor, fsw is the switching frequency and
IG,peak is the peak gate current.

PG = I2G,RMS ⋅ RG (15.22)
The resistor must be able to dissipate this power. In addition the resistor must have
a certain peak power capability in order to withstand the peak power during charge
and discharge of the gate capacitor.

Ppeak = I2G,peak ⋅ RG (15.23)

15.4 Calculation of component values

According to the output characteristics in the datasheet of the IGBT module, the
VCE saturation voltage at nominal operating condition lies in the range 1.7V to
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2.1V. This implies that the default short-circuit threshold of 5.8V might be a bit
to high, and should be adjusted.
As a starting point 4V is selected. In order to avoid false tripping of the protection
4 µs of blanking time is also addded.
According to the datasheet, a gate resistance of 12Ω is the minimum. Then the
typical turn on and turn off times for the IGBT are 85 ns and 430 ns respectively.
Thus a interlock delay of 2 µs should be more than sufficient to avoid shoot through.
Initially, in accordance with common design practice a gate resistor of 22Ω is se-
lected, order to limit the rise and fall times even further. This reduces the likelihood
of over voltages, due to parasitic elements in the components. Once laboratory ex-
periments has confirmed the operation, the gate resistor may be reduced gradually,
in order to obtain the best compromise between voltage transients, and switching
losses.
For the selected inverter, gate-driver combination used in this project the following
limitations are thus imposed:

• VCE threshold 4V

• Blanking time 4 µs
• Interlock delay time 2 µs

Based on this information the components for threshold and blanking time are
calculated:

RV CE = 11.86
5.4 − 0.93 ⋅ 4

− 4.75 = 2.3[kΩ]

CV CE =
4 ⋅ (72.75 + 2.3)

(2.3 + 4.75) ⋅ 36.08
− 0.1 = 1.08[nF ]

To summarize the following component values has been selected:
• Gate resistor RG 22Ω

• Threshold adjustment resistor RV CE 2.3 kΩ

• Blanking time capacitor Cblank 1.08 nF
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15.5 Dynamic test board

Semikron supplies a dynamic test board to aid in the connection of the inverter
modules.
The maximum continuous current for the evaluation board is specified to 30A.
This is lower than the selected MiniSKiiP® IGBT module, which has a rating of
50A.

15.6 Power circuit board

The dynamic test board is not intended for a final production design. A additional
power circuit board should be designed to be used in the final laboratory platform.
A Eagle® footprint for the inverter module has been prepared, and is available in
the accompanying files of the project.
A safety turn off resistor of 10 kΩ should be added between gate and emitter in
order to ensure that the IGBT is turned off if the gate driver is disconnected. The
new board should facilitate simpler access from the collectors of the transistors,
to the gate driver. Finally simple access to measurement of the DC-link current
should be available.

15.7 Brake chopper controller

The brake chopper controller is designed to run independently of the main con-
troller. This separation is done to assure that this safety system is unaffected by
errors in the controller.
The DC-link voltage is measured and compared to a reference voltage. If the mea-
sured value exceeds the reference the controller sends a on signal to the gate driver
of the brake chopping transistor. The switching frequency is limited by a certain
hysteresis between the turn on, and turn off voltages.
The DC-link voltage is measured by a LV 25-1000 voltage transducer from LEM®.
The details of the sensor are provided in the datasheet [37].
In no-load conditions the sensor output will be as follows:

Vsens = 2.5 ⋅
VDC
1500

= 2.5 ⋅ 540
1500

= 0.9[V ]
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The absolute maximum DC-link voltage is limited by the voltage rating of the
capacitors. The two series connected capacitors has a resulting rating of 800V,
however increased lifetime may be achieved by imposing a lower limit.
A threshold of 600V is selected, giving the following reference voltage for the
comparator:

Vref = 2.5 ⋅ 600
1500

= 1.0[V ]

The design of op-amp based voltage comparators is presented in [7].
Figure 15.3 depicts the resulting design. The voltage source models the LV 25-
1000 voltage transducer. The amount of positive feedback should be adjusted de-
pending on the resulting switching frequency.
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Figure 15.3: Brake chopper comparator.

Brake chopper resistor

The brake chopper should be connected to a resistor of suitable value, and it should
be able to dissipate the braking power of the motor.
The lower limit for the brake resistor is determined by the current handling capa-
bility of the brake-chopper transistor [60].

Rmin =
540
50

= 10.8[Ω]

The instantaneous dissipated power for this resistor is given as:

PR = 502 ⋅ 10.8 = 27[kW ]
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This is the maximum braking power. Smaller values might be sufficient however,
depending on the mechanical load, and on the braking requirements [60].
In order to calculate the required braking power some knowledge of the mechanical
system is required. In the laboratory platform no specific mechanical constraints
have been imposed, and thus there is no premise to calculate anything but the max-
imum braking power. The following calculation procedure however, is included
for completeness.
The kinetic energy of a rotating mass is given by:

E = 1
2
J!2

m (15.24)

Where J is the inertia, and !m is the angular velocity.
The energy difference due to a change in speed may then be expressed as:

ΔE = 1
2
J (!2

m,1 − !
2
m,2) (15.25)

Where !m,1 is the initial velocity, and !m,2 is the final velocity.
The average power that must be dissipated by the brake resistor is given as:

P = ΔE
t

(15.26)

The required braking torque is given by:

Tbrake = J d!
dt

(15.27)

The required braking time depends on the torque, and on the required speed change,
as given by equation (15.28). This is important as the sizing of the resistor depends
on the energy, not the instantaneous power. As a typical rule of thumb the resis-
tor should be rated for continuous power handling, if the braking time exceeds 1
minute [60].

Δt = J d!
dTbrake

(15.28)

The motor used in this project has a rated power of 3 kW. To make things simple
a resistor has been selected that is able to continuously dissipate this power. The
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brake chopper is as much a safety system as it is a feature of the inverter. If a bug
in the control algorithm causes excessive braking, the chopper should protect the
DC-link from over-voltage.

15.8 Pre charge of DC-link

In order to limit the inrush current when voltage is applied, a resistor is initially
connected in series with the capacitors in the DC-link. Once the capacitors reaches
nominal voltage, the resistor is bypassed by a electromechanical relay. The the
most relevant parts of the datasheet for the selected capacitors are provided in
appendix ??.
The initial capacitor current for an idealised circuit is given by equation (15.29).
In a practical system however there will be inductances and resistances limiting
this current [49].
The average no-load voltage output from a three phase rectifier is given by (15.30).

iinrusℎ = ic = C dV
dt

(15.29)

Vdc = Vavg =
3
√

3V̂
�

=
3V̂L−L
�

(15.30)

Based upon recommendations from the manufacturer, the selected resistor has a
value of 330Ω, and the net resulting capacitance is 165 µF. The supplied three
phase line to line voltage on the primary side of the rectifier is 400V.
The average rectified voltage is calculated as:

Vdc =
3 ⋅ 400 ⋅

√

2
�

= 540.2[V ]

Simulation of DC-link charge

Figure 15.4a and 15.4b shows the resulting current and voltage respectively, from a
simulation of the charging of the DC-link capacitor. A 330Ω resistor is connected
in series with the DC-link during initial charge, and bypassed at t = 0.5 s. It is
observed that the current is limited to a safe operating range.



Pre charge of DC-link 135

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0

0.5

1

1.5

2

Time [s]

Cu
rre

nt
[A

]

(a) Capacitor charge current

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0

200

400

600

Time [s]

Vo
lta

ge
[V

]

(b) DC-link voltage
Figure 15.4: Current and voltage during initial charge of the DC-link capacitor.

Laboratory verification

Figure 15.5 depicts the measured voltage output from the 6-pulse rectifier, along
with the input voltage for one of the phases. It is possible to observe a small
deviation between the two curves, during the conduction state. This is due to the
forward voltage drop in the diodes.
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Figure 15.5: Measured voltage output from the 6-pulse diode rectifier.

Figure 15.6 displays the measured charge current and capacitor voltage, when
power is initially applied. It is observed that the current decays at approximately
the same rate as the simulations suggested. The circuit board does not provide
easy access to measurement of the DC-link current, and thus the AC-side current
is measured instead.

Pre-charge controller

A simple pre charge controller has been designed to automatically bypass the
charge resistor once the voltage reaches a specified threshold.
The voltage output from the transducer is compared to a adjustable reference volt-
age by use of a simple analog comparator. A SR flip-flop is activated once the
threshold is reached, and the resistor remains disconnected until the system is re-
set by a power cycle, or by the reset switch.
As the capacitors are charged the DC-link voltage approaches 540V, and the sen-
sor voltage approaches:

Vsens = 2.5 ⋅ 540
1500

= 0.9[V ]

The comparator reference voltage is adjusted to a level somewhat below this ex-
pected sensor output.
The circuit is depicted in figure 15.7.
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Figure 15.6: Charging of the DC-link capacitor.

The SR flip-flop is not able to drive the relay directly, and thus a transistor is used
to amplify the output.
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Figure 15.7: Pre-charge controller

15.9 Temperature monitoring

The SKiiP 35NAB126V10 has a built in resistive temperature sensor. According
to the datasheet, the resistance is 1000Ω at 25 ◦C and 1670Ω at 100 ◦C.
As the relationship between temperature and resistance is not linear, the datasheet
does not provide sufficient information to calculate the actual resistance.
The MiniSKiip® Technical Explanations manual[67] provides the following equa-
tion to approximate the resistance:

Rts(T ) = 1000Ω ⋅ (1 − A(T − 25) + B(T − 25)2) (15.31)

Where A equals 7.635 × 10−3∕◦C and B equals 1.731 × 10−5∕◦C2.
Figure 15.8 depicts the circuit diagram for the implemented temperature monitor.
By using a voltage divider, and a analog comparator[31], a error signal is gener-
ated when the temperature exceeds the ratings of the inverter. This error signal is
fed to the _ERRIN external error signal input of the gate driver. A signal on this
connector disables the gate driver, and outputs negative voltage to all IGBT-gates.
The input is active low, and thus a inverting buffer is added to the output from this
circuit.
In order to have some hysteresis between the turn on and turn off, some positive
feedback is applied to the amplifier. The positive feedback fraction of the voltage
is given by:
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Chapter 16

Laboratory experiments

This chapter covers the final laboratory setup, based upon the components covered
in the previous chapters.

16.1 Laboratory setup

Figure 16.1 provides a overview of the laboratory setup. The SPMSM in front,
and all the required components of the drive.
Figure 16.2 provides a closer look at the three LEM LTS 15-NP current sensors.
The sensors are mounted in a box that provides screening, as well as protection
from the potential hazardous voltages. A internal 5V power supply from Traco
Power is used to supply the three sensors.
Figure 16.3 depicts the connections between the gate driver and the inverter. The
gate driver is the white box to the right, while the green circuit board is the main
power board. The DC-link capacitors are visible at the top left.
Figure 16.4 depicts the connections to the Zedboard. Power and ethernet is con-
nected at the top. Encoder input and PWM output at the bottom. Finally the XADC
interface at the top right.
The laboratory test equipment used in this project is listed in appendix F. The data
for the SPMSM is provided in appendix D.4.
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Figure 16.1: Overview of laboratory setup.
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Figure 16.2: Box with three LEM LTS 15-NP current transducers. The primary current
is connected at the top, wile the measurement signal is at the left hand side.

Figure 16.3: Inverter power board with DC-link capacitors, DC-link voltage transducer,
and IGBT-driver board.
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Figure 16.4: Zedboard with interface to the motor drive.
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16.2 Laboratory testing

This chapter covers the results from the laboratory experiments performed on the
PMSM-drive. In order to be comparable, the experiments have used the same
speed reference profile as the simulations.
Figure 16.5 depicts the IGBT response to a 8 kHz control signal. The dead time
is adjusted to 4 µs. Although the upper transistor is turned off immediately, when
the control signal goes low, the voltage remains constant during the short duration
before the lower transistor turns on. This is likely due to stray capacitance, and the
fact that this test was conducted during no-load conditions.
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Figure 16.5: IGBT response to a turn on, and turn off command.

Figure 16.6 depicts the measured inverter line to line output voltage. The DC-link
voltage is 540V. It is observed that the pulse width modulator that is running in
the FPGA is operating as intended.
Figure 16.7 depicts the output voltage from the LEM current transducers. The
conversion ratio of the transducers is covered in chapter 14.2. To summarise there
is a 2.5V bias, and a scaling factor of 24. The voltages are obtained during 5Hz
operation.
Figure 16.8 depicts the three phase currents, acquired by removing the bias and
scaling the measured voltage from the transducers. Figure 16.9 depicts the locus
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Figure 16.6: Measured line to line output voltage of inverter. fsw = 5 kHz

of the current, obtained by transforming the currents to ��-frame. It is observed a
circular shape, although the signal is relatively noisy.
Figure 16.10 depicts the estimated position from the three SMO based position es-
timators. The estimation is performed under the same operating conditions, which
corresponds to the current depicted in figure 16.9. It is observed that the perfor-
mance of the real system is in close correspondence to the result indicated by the
simulations.
Although adaptive phase compensation could improve the performance of the es-
timator in figure 16.10a, this has not been included. The performance of this es-
timator is considered unsatisfactory anyhow. Adaptive compansation is however
included in the estimator in figure 16.10c. It is observed that the estimator in figure
16.10b, has almost the same performance as 16.10c, without requiring compensa-
tion.
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Figure 16.7: Measured output voltage of current transducer.
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Figure 16.8: Measured motor current without bias, and scaled to real value. The time axis
is also adjusted.
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Figure 16.9: Locus of the measured current.
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Figure 16.10: Estimated rotor position from three different position estimators.





Discussion and conclusion

This master thesis has examined several hardware and software aspects of the im-
plementation of permanent magnet synchronous machine drives. The main top-
ics has been the theoretical development, and practical implementation of several
control algorithms and position estimators. As well as the practical aspects of
designing a power electronic converter for motor control applications.
Simulations have been carried out to verify the operation and performance of the
proposed algorithms. The models have been developed in a manner that facilitates
generation of synthesizable HDL code, or compilable C++ code depending on the
application.
Emphasis has been put on eliminating the requirement of a position sensor on the
rotor shaft, and rather rely on the estimation of rotor position. Simulation of the
proposed estimation algorithms is performed, and their performance is compared.
Three different variations of the sliding mode observer are simulated. It is observed
that despite the simple implementation, the sigmoid based observer has the best
performance. Especially since it avoids the requirement of filtering, which in turn
avoids the requirement of adaptive phase compensation. Laboratory experiments
are used to confirm the operation.
A laboratory platform for a permanent magnet synchronous machine drive has
been developed. Algorithms for pulse width modulation, and encoder demodula-
tion has been implemented and packaged in separate IP-cores. A controller has
been selected and the electrical interface between the controller and the inverter
has been designed.
Measurement of current and voltage has been evaluated and methods of signal
conditioning has been considered. Two methods of analog to digital conversion is
considered, with different properties with regard to bandwidth and resolution.
The selected inverter topology is based on insulated gate bipolar transistors as
the switching element. The selection of the correct gate driver for the inverter,



dimensioning of the gate resistors, and blanking time has been considered. The
dimensioning and control of the brake chopper is considered. Thermal calculations
and dimensioning of heat sinks to support the cooling requirements is performed.
Although it is attempted to cover as many practical aspects as possible for the con-
sidered implementation of the motor drive, it is important to emphasise that there is
still a lot of open issues remaining. Additionally more laboratory experiments are
required to verify the operation of the proposed algorithms for different operating
scenarios.
It is the authors’ hope that the developed software, and hardware will be a useful
base platform for future research and development.



Suggestions for further work

There are several improvements that could be made on the hardware side of the
motor drive. A simple op-amp based temperature monitor, pre-charge controller,
and brake chopper are suggested in this project. These safety functions should
remain separate from the main controller, but could be improved by using a mi-
crocontroller based design. In particular the increased flexibility, and the ability
to log and timestamp any events, could aid in future research and development.
The power circuit board supplied by Semikron does not support the full load ca-
pability of the inverter. A new board including a DC link filter for rated opera-
tion, should be designed. Although regulated DC power supplies are available for
laboratory experiments, it is important to test the drive under the same operating
conditions as it will experience in industry.
The use of active front end to replace the brake chopper could be investigated. And
whether it should be implemented on a separate controller for safety reasons, or if
it could run on the same controller as the motor drive.
The use and influence of snubber circuits on the inverter should be investigated.
A graphical user interface could be designed to allow easy interaction from the
user to the implemented controller. This is particularity useful if the platform is to
be used in the regular education. The users will be able to focus on evaluating the
performance of different algorithms, without having to consider all the low level
aspects of the implementation. This could preferably be based upon the work of a
separate project (chapter 5.2).
The evaluated motor is of the surface mounted magnet type, and thus it does not
exhibit saliency. A comparison with the salient pole machine could be made, and
additionally the salient pole machine will make different estimation algorithms
viable.
Although the drive has been designed with permanent magnet synchronous motors
in mind, only software changes are required in order to implement drives for several



other common motor types. Of particular interest is the induction motor, and the
synchronous reluctance motor. Some of the algorithms proposed in this project
could be adapted to work on those motors, and many others are available. Several
ways to achieve this is proposed in literature, some of which is included in the
references for the respective chapters.
On the software side there is also several estimation algorithms that could be in-
vestigated further. The methods based on signal injection has not been covered,
and the estimation of the initial rotor position is important in applications where
the load does not permit initial rotor alignment.
The difference in performance of direct torque control utilizing, and not utilizing
the zero voltage vectors could be investigated. More advanced model predictive
control, including speed control, and switching frequency limitation could be in-
vestigated.



Part V

Appendix





Appendix A

Zedboard isolation interface

The following appendix contains the design of the Zedboard isolation interface.
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Appendix B

Gate driver circuit board

The gate driver circuit board is designed to support the SKHI 71 R gate driver
from Semikron. In addition to the required components, a 7805 linear voltage
regulator is added in order to supply 5V at the controller interface. This is done in
order to comply with a standard interface that has been used previously at Norges
teknisk-naturvitenskapelige universitet (NTNU).
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Appendix C

Thermal calculations



Ambient temperature 40°C
Number of switches per heat sink 6
Number of parallel devices on the same heat sink  1
Additional power source at this heat sink 0  W
Predefined SK-Heat Sink P16_300_16B
Correction factor 1
Forced Air Cooling, Flow Rate: 295 m3/h
Rth(s-a) 0.031 K/W

Project:
Topology DC/AC
Circuit Inverter 3 Phases

Circuit:
Vd 540 V
Vout 360 V
Iout 28 A
Pout 15 kW
fout 100 Hz
cos(ϕ) 0.85
fsw 10 kHz
Vmin out 42 V
fmin out 2 Hz
Overload factor 2
Overload duration 10  sec
Device :
Product line MiniSKiiP
Device SKiiP35NAB126V1*
Use maximum values Yes
Max. junction temparature 150°C

Transistor Diode
Etr = 12.6 mJ (@600V) Ed = 4.7 mJ

VCE0.125 = 1.1  V VT0.125 = 0.9  V
rC.125 = 26  mOhm rT.125 = 18  mOhm

VCE.sat = 2.40  V Vf = 1.80  V
Ic = 50.00  A If = 50.00  A

Rth(j-c) = 0.55  K/W Rth(j-c) = 1  K/W
Rth(c-s) = 0  K/W

* - Not for new design
Data set from 2008/09/24

Cooling:

Calculated losses and temperatures with rated current, at overload and at fmin out:
 Rated current   Overload fmin and Overload

Pcond tr 20 W 59 W 36 W
Psw tr 23 W 53 W 51 W

Ptr 43 W 113 W 87 W
Pcond d 2.42 W 6.14 W 23 W
Psw d 8.16 W 14 W 17 W

Pd 11 W 20 W 40 W
Ptot 324 W 798 W 760 W

Average Values Average Values Maximum Values
Ts 50 °C 54 °C 53 °C

SEMIKRON / SemiSel 4.1 http://semisel.semikron.com/DCACResult.asp?Print=True

1 av 2 09.05.2016 21:45

C.1 Thermal calculations for a 15kW motor.



Tc 50 °C 54 °C 53 °C
Ttr 74 °C 115 °C 148 °C
Td 61 °C 74 °C 131 °C

Evaluation:
    Recommendation by SEMIKRON: Do not use SEMIKRON devices over 125 °C
Device driver suggestion

Name Iout(av) /mA Îout /A Visol /kV Vce max /V Rgmin / Ohm Channels
3x SKHI23/12 R 50 8 2.5 1200 2.7 2
1x SKHI61 R 20 2 2.5 900 10.0 6
3x SKYPER 32 R or SKYPER 32PRO R 50 15 4.0 1200 1.5 2
Additional Characteristics at given nominal operation conditions with one free parameter - X:
None selected

SEMIKRON / SemiSel 4.1 http://semisel.semikron.com/DCACResult.asp?Print=True

2 av 2 09.05.2016 21:45





Appendix D

Datasheets

The following appendix contains the most relevant parts of the datasheets used
when designing the laboratory platform. Please refer to the respective manufac-
turers for more detailed information.
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Current Transducer LTS 15-NP
For the electronic measurement of currents: DC, AC, pulsed, 
mixed with galvanic isolation between the primary circuit (high power) 
and the secondary circuit (electronic circuit).

Electrical data

IPN	 Primary nominal current rms		  15		  At
IPM	 Primary current, measuring range		  0 .. ± 48	 At
ÎP	 Overload capability				    250		  At
VOUT	 Output voltage (Analog) @ IP		  2.5 ± (0.625·IP/IPN)	 V
	 			   IP = 0				    2.5 1)	 V
G	 Sensitivity				    41.6		  mV/A
N S	 Number of secondary turns (± 0.1 %)		  2000 
R L	 Load resistance				    ≥ 2		  kW
R IM	 Internal measuring resistance (± 0.5 %)		  83.33		  W
TCR IM	 Temperature coefficient of R IM		  < 50 		  ppm/K
VC	 Supply  voltage (± 5 %)			   5		  V
IC	 Current consumption @ VC = 5 V	 Typ	 28+IS2)+(VOUT/RL) mA

X	 Accuracy @ IPN, TA = 25°C		  ± 0.2		  %

Accuracy - Dynamic performance data

	 Accuracy with RIM @ IPN, TA = 25°C		  ± 0.7		  %
εL	 Linearity error				    < 0.1		  %
	 					     Typ	 Max
TCVOUT	 Temperature coefficient of VOUT @ IP= 0	 - 10°C .. + 85°C		 65	 120	ppm/K
	 			   - 40°C .. - 10°C		  65	 170	ppm/K
TCG	 Temperature coefficient of G		  - 40°C .. + 85°C			  50 3)	ppm/K
VOM 	 Magnetic offset voltage @ IP = 0,
	 		  after an overload of 3 x IPN			   ± 0.5	 mV
	 			   5 x IPN		  ± 2.0	 mV
	 		  10 x IPN		  ± 2.0	 mV
tra	 Reaction time @ 10 % of IPN		  < 100		  ns
tr	 Response time to 90 % of IPN step		  < 400		  ns
di/dt	 di/dt accurately followed			  > 35		  A/µs
BW	 Frequency bandwidth (0 .. - 0.5 dB)		  DC .. 100	 kHz
		  (- 0.5.. 1 dB)		  DC .. 200	 kHz

General data

TA	 Ambient operating temperature		  - 40 .. + 85	 °C
TS	 Ambient storage temperature		  - 40 .. + 100	 °C
m	 Mass				    10		  g
	 Standards				    EN 50178: 1997
	   				    IEC 60950-1: 2001

Notes:	1) Absolute value @ TA  = 25°C, 2.475 < VOUT < 2.525 
	 2) IS =  IP/NS 

	
3) Only due to TCRIM.

IPN =	± 15 At

Features
●● Closed loop (compensated) multi-

range current transducer using 
the Hall effect

●● Unipolar voltage supply
●● Isolated plastic case recognized 

according to UL 94-V0
●● Compact design for PCB 

mounting
●● Incorporated measuring 

resistance
●● Extended measuring range.

Advantages
●● Excellent accuracy
●● Very good linearity
●● Very low temperature drift
●● Optimized response time
●● Wide frequency bandwidth
●● No insertion losses
●● High immunity to external 

interference
●● Current overload capability.

Applications
●● AC variable speed drives and 

servo motor drives
●● Static converters for DC motor 

drives
●● Battery supplied applications
●● Uninterruptible Power Supplies 

(UPS)
●● Switched Mode Power Supplies 

(SMPS)
●● Power supplies for welding  

applications.

Application domain
●● Industrial.

16058

D.1 Current transducer
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Current Transducer LTS 15-NP

Isolation characteristics

Vd	 Rms voltage for AC isolation test, 50 Hz, 1 min	 3		  kV
Vw	 Impulse withstand voltage 1.2/50 µs		  > 8		  kV
	 				    Min
Ve	 Rms voltage for partial discharge extinction @ 10pC	 > 1.5		  kV
	 				    Min
dCp	 Creepage distance 1)				    15.5		  mm
dCI	 Clearance distance 2)				    6.35		  mm
CTI	 Comparative Tracking Index (group IIIa)		  175

Notes:	1) On housing 
	 2) On PCB with soldering pattern UTEC93-703.

Applications examples

According to EN 50178 and IEC 61010-1 standards and following conditions:

●● Over voltage category OV 3
●● Pollution degree PD2
●● Non-uniform field

Safety

This transducer must be used in electric/electronic equipment with respect 
to applicable standards and safety requirements in accordance with the 
manufacturer’s operating instructions.

Caution, risk of electrical shock

When operating the transducer, certain parts of the module can carry hazardous 
voltage (eg. primary busbar, power supply).  
Ignoring this warning can lead to injury and/or cause serious damage. 
This transducer is a build-in device, whose conducting parts must be inaccessible 
after installation. 
A protective housing or additional shield could be used. 
Main supply must be able to be disconnected.

EN 50178 IEC 61010-1

dCp, dCI, Rated insulation voltage Nominal voltage
Single insulation 600 V 600 V
Reinforced insulation 300 V 300 V

Vw
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Dimensions LTS 15-NP (in mm)

Mechanical characteristics
●● General tolerance	 ± 0.2 mm
●● Fastening & connection of primary	 6 pins 0.8 x 0.8 mm 

Recommended PCB hole	 1.3 mm
●● Fastening & connection of secondary	3 pins 0.5 x 0.35 mm 

Recommended PCB hole	 0.8 mm
●● Additional primary through-hole	 Ø 3.2 mm

Remarks
●● VOUT  swings above 2.5 V when IP flows from terminals 1, 

2, 3 to terminals 6, 5, 4 (with the arrow).
●● Temperature of the primary jumper should not exceed 

100°C.

Output Voltage - Primary Current

Operation principle

- IPM - IPN  IPM   IPN  0

 VOUT 
[ V ]

[ At ]  IP

 4.5

 5

 2.5

 0.5

 3.125

1.875

Number of
primary turns

Primary nominal
current rms

IPN  [ A ] 

Nominal
output voltage

VOUT  [ V ] 

Primary
resistance
RP  [ mW ] 

Primary insertion
inductance
LP  [ µH ] 

Recommended
connections

1 ± 15 2.5 ± 0.625 0.18 0.013
6        5        4        OUT

          IN        1        2        3

2 ± 7.5 2.5 ± 0.625 0.81 0.05
               6        5        4        OUT

          IN        1        2        3

3 ± 5 2.5 ± 0.625 1.62 0.12
               6        5        4        OUT

          IN        1        2        3



 16-Bit, Isolated Sigma-Delta Modulator 
Data Sheet AD7403 
 

FEATURES 
5 MHz to 20 MHz external clock input rate  
16 bits, no missing codes 
Signal-to-noise ratio (SNR): 88 dB typical 
Effective number of bits (ENOB): 14.2 bits typical 
Offset drift vs. temperature 

AD7403: 1.6 µV/°C typical 
AD7403-8: 2 µV/°C typical 

On-board digital isolator 
On-board reference 
Full-scale analog input range: ±320 mV 
Operating range 

AD7403: −40°C to + 125°C 
AD7403-8: −40°C to + 105°C 

High common-mode transient immunity: >25 kV/µs 
Wide-body SOIC with increased creepage package 
Slew rate limited output for low EMI 
Safety and regulatory approvals 

UL recognition 
5000 V rms for 1 minute per UL 1577 

CSA Component Acceptance Notice 5A  
VDE Certificate of Conformity  

DIN V VDE V 0884-10 (VDE V 0884-10):2006-12 
VIORM = 1250 VPEAK 

APPLICATIONS 
Shunt current monitoring 
AC motor controls 
Power and solar inverters 
Wind turbine inverters 
Data acquisition systems 
Analog-to-digital and optoisolator replacements 

FUNCTIONAL BLOCK DIAGRAM 
VDD1 VDD2

AD7403

BUF

REF

CLK
DECODER

GND1 GND2

MDAT

MCLKIN
(5MHz
TO 20MHz)

12
19

6-
00

1

VIN+

VIN–

CLK
ENCODER

DATA
ENCODER

DATA
DECODER

Σ-Δ ADC

 
Figure 1. 

GENERAL DESCRIPTION 
The AD74031 is a high performance, second-order, Σ-Δ modulator 
that converts an analog input signal into a high speed, single-bit 
data stream, with on-chip digital isolation based on Analog 
Devices, Inc., iCoupler® technology. The device operates from a 
5 V (VDD1) power supply and accepts a differential input signal 
of ±250 mV (±320 mV full-scale). The differential input is ideally 
suited to shunt voltage monitoring in high voltage applications 
where galvanic isolation is required.  

The analog input is continuously sampled by a high performance 
analog modulator, and converted to a ones density digital output 
stream with a data rate of up to 20 MHz. The original  

information can be reconstructed with an appropriate digital 
filter to achieve 88 dB signal to noise ratio (SNR) at 78.1 kSPS. 
The serial input/output can use a 5 V or a 3 V supply (VDD2). 

The serial interface is digitally isolated. High speed complementary 
metal oxide semiconductor (CMOS) technology, combined with 
monolithic transformer technology, means the on-chip isolation 
provides outstanding performance characteristics, superior to 
alternatives such as optocoupler devices. The AD7403 device is 
offered in a 16-lead, wide-body SOIC package and has an oper-
ating temperature range of −40°C to +125°C. The AD7403-8 
device is offered in an 8-lead, wide-body SOIC package and has 
an operating temperature range of −40°C to +105°C. 

1 Protected by U.S. Patents 5,952,849; 6,873,065; and 7,075,329.  

 

Rev. B Document Feedback 
Information furnished by Analog Devices is believed to be accurate and reliable. However, no 
responsibility is assumed by Analog Devices for its use, nor for any infringements of patents or other 
rights of third parties that may result from its use. Specifications subject to change without notice. No 
license is granted by implication or otherwise under any patent or patent rights of Analog Devices. 
Trademarks and registered trademarks are the property of their respective owners. 
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D.2 Delta-sigma modulator



MiniSKiiP® 3

3-phase bridge rectifier +
brake chopper + 3-phase
bridge inverter
SKiiP 35NAB126V10

Features

Typical Applications*

Remarks

NAB

Absolute Maximum Ratings
Symbol Conditions Values Units
IGBT - Inverter, Chopper

Diode - Inverter, Chopper

Diode - Rectifier

Module

Characteristics
Symbol Conditions min. typ. max. Units
IGBT - Inverter, Chopper

Diode - Inverter, Chopper

Diode - Rectifier

Temperature Sensor

Mechanical Data

SKiiP 35NAB126V10 CONVERTER, INVERTER, BRAKE

1 27-01-2010 LAN © by SEMIKRON

D.3 IGBT module 35NAB126V10



D.4 YASKAWA emr1-43p7a-eu13 permanent mag-
net motor

Table D.1: YASKAWA emr1-43p7a-eu13 nameplate

Name Data
Manufacturer YASKAWA
Product PMSM
Type emr1-43p7a-eu13
Pole number 10
Rated power 3,7kW
Rated voltage 289V
Rated current 8,4A
Efficiency 0,91
Power factor 0,97
Rated speed 1750
Rated frequency 146



Table D.2: YASKAWA emr1-43p7a-eu13 datasheet

Description Unit Value
Rated power kW 3,7
Rated frequency Hz 145,8
Lowest frequency Hz 6,0
Pole number - 10
Rated voltage V 360
Nominal current A 8,3
Winding resistance Ω 0,841
D-axis inductance mH 10,40
Q-axis inductance mH 10,40
Voltage constant mV ⋅s

rpm
165,41



Appendix E

Source code listings

Listing E.1: DRP interface controller
1 function [den_o, daddr_o, val_o] = xadc_ctrl(drdy_i, do_i)
2 %#codegen
3
4 %% Constants and defines
5 % Fixed point data types
6 FM = hdlfimath;
7 NT_ADDR = numerictype(false,7,0); % Address
8 NT_VAL = numerictype(false,16,0); % Value
9 NT_STATE = numerictype(false,2,0); % State

10
11 % The state machine will loop over the defined addresses
12 % reading out each value
13 % See Xilinx ug480 for more information
14 ADDR_SEQ = fi([3 16 24], ... % Value addresses
15 NT_ADDR,FM);
16
17 NUM_VALS = numel(ADDR_SEQ); % Number of values to read
18
19 % Define the index data type based on the number of values
20 NT_ADDR_IDX = ...

numerictype(false,ceil(log2(NUM_VALS))+1,0); % index
21
22 % State machine defines
23 STATE_IDLE = fi(0,NT_STATE,FM);
24 STATE_ADDR = fi(1,NT_STATE,FM);
25 STATE_EN = fi(2,NT_STATE,FM);
26 STATE_WAIT = fi(3,NT_STATE,FM);
27
28 % Declare registers



29 persistent state val addr den addr_idx;
30
31 % Set reset values
32 if isempty(state)
33 state = STATE_IDLE;
34 val = fi(zeros(NUM_VALS,1),NT_VAL,FM);
35 addr = fi(0,NT_ADDR,FM);
36 den = false;
37 addr_idx = fi(0,NT_ADDR_IDX,FM);
38 end
39
40 %% Drive the outputs
41 daddr_o = addr;
42 den_o = den;
43 val_o = val;
44
45 %% Control the state
46 switch (state)
47 case STATE_IDLE
48 % IDLE state, increment the index
49 if (addr_idx == NUM_VALS)
50 addr_idx(:) = 1;
51 else
52 addr_idx(:) = addr_idx + 1;
53 end
54 state(:) = STATE_ADDR;
55 case STATE_ADDR
56 % ADDR state, write out the address
57 addr(:) = ADDR_SEQ(addr_idx);
58 den(:) = false;
59 state(:) = STATE_EN;
60 case STATE_EN
61 % EN state, drive the enable high
62 state(:) = STATE_WAIT;
63 den(:) = true;
64 case STATE_WAIT
65 % WAIT state, wait for drdy
66 if (drdy_i)
67 val(addr_idx) = do_i;
68 state(:) = STATE_IDLE;
69 end
70 den(:) = false;
71 end

Listing E.2: Initialization of model predictive current controller for PMSM
1 \begin{lstlisting}
2 % Initialization file for model predictive control



3 % of a permanent magnet synchronus machine
4 %
5 % The following implementation utilizes alpha beta
6 % frame in order to simplify the implementation on FPGA.
7 %
8 % (c) Eirik Haustveit, 2016.
9

10 % Variables required by the control algorithm
11 global Ts Rs Ls p sw_states v_vect_alpha v_vect_beta
12 % Sampling time of the predictive algorithm [s]
13 Ts = 4e-5;
14
15 % Machine parameters
16 J = 0.0027; % Moment of inertia [kg m^2]
17 p = 1; % Pole pairs
18 Ls = 0.000395; % Stator inductance [H]
19 Rs = 0.0485; % Stator resistance [Ohm]
20 psi_m = 0.1194; % Permanent magnet flux [Wb]
21 %T_nom = 20; % Nominal torque [Nm]
22 i_max = 50; % Rated current [A]
23
24 % DC-link voltage [V]
25 % This should normally be measured.
26 Vdc = 540;
27
28 % Define the possible voltage output vectors
29 % from the 2 level, three phase inverter.
30 v0_alpha = 0;
31 v1_alpha = 2/3*Vdc;
32 v2_alpha = 1/3*Vdc;
33 v3_alpha = -1/3*Vdc;
34 v4_alpha = -2/3*Vdc;
35 v5_alpha = -1/3*Vdc;
36 v6_alpha = 1/3*Vdc;
37 v7_alpha = 0;
38
39 v0_beta = 0;
40 v1_beta = 0;
41 v2_beta = sqrt(3)/3*Vdc;
42 v3_beta = sqrt(3)/3*Vdc;
43 v4_beta = 0;
44 v5_beta = sqrt(3)/3*Vdc;
45 v6_beta = sqrt(3)/3*Vdc;
46 v7_beta = 0;
47
48 v_vect_alpha = [v0_alpha, v1_alpha, v2_alpha, v3_alpha, ...

v4_alpha, v5_alpha, v6_alpha, v7_alpha];
49 v_vect_beta = [v0_beta, v1_beta, v2_beta, v3_beta, ...

v4_beta, v5_beta, v6_beta, v7_beta];



50
51 % Define the possible switching states for the inverter.
52 % Each swiching state corresponds to a voltage vector
53 % as defined previously.
54 sw_states = [0 0 0;1 0 0;1 1 0;0 1 0;0 1 1;0 0 1;1 0 1;1 1 1];

Listing E.3: Model predictive current controller for PMSM
1 % Model predictive control of permanent magnet synchronus ...

machine.
2
3 function [ga, gb, gc, id_pred_opt, iq_pred_opt, v_out_d, ...

v_out_q] = fcn(id, iq, id_ref, iq_ref, omega_r, theta_r)
4
5 % Variables defined in the parameters file
6 global Rs Ls Ts psi_m sw_states v_vect_alpha v_vect_beta i_max
7 % Persistent variables
8 persistent x_opt
9

10 % Make sure x_opt always has a value
11 if isempty(x_opt), x_opt = 1; end
12
13 % Assign a large initial value to the optimum
14 % cost, in order for the initial value to not be optimal.
15 g_opt = inf;
16
17 % Compute the sine and cosine of the rotor angle.
18 p_sine = sin(theta_r);
19 p_cosine = cos(theta_r);
20
21 id_pred_opt = 0;
22 iq_pred_opt = 0;
23
24 % Iterate over the possible output voltage vectors
25 for i = 1:8
26 % Rotate the voltage vectors to dq-frame using the current
27 % rotor angle theta_r
28 v_out_q = (p_cosine * v_vect_alpha(i)) + (p_sine * ...

v_vect_beta(i));
29 v_out_d = (p_cosine * v_vect_beta(i)) - (p_sine * ...

v_vect_alpha(i));
30
31 % Predict the d-axis current at the next iteration
32 id_pred = (1 - (Rs*Ts/Ls))*id + (Ts*omega_r*iq) + ...

(Ts/Ls)*v_out_d;
33 % Predict the q-axis current at the next iteration
34 iq_pred = (1 - (Rs*Ts/Ls))*iq + (Ts*omega_r*id) + ...

(Ts/Ls)*v_out_q - (psi_m*omega_r*Ts);



35
36 if(id_pred > i_max || iq_pred > i_max)
37 g = inf;
38 else
39 g = abs(id_ref - id_pred) + abs(iq_ref - iq_pred);
40 %g = (id_ref - id_pred)^2 + (iq_ref - iq_pred)^2;
41 end
42
43 % If the cost of the vector at the current iteration is
44 % less than the cost at the previous iteration, a more
45 % optimum vector has been found.
46 if (g < g_opt)
47 g_opt = g;
48 id_pred_opt = id_pred;
49 iq_pred_opt = iq_pred;
50 x_opt = i;
51 end
52 end
53
54 % Output switching states
55 ga = sw_states(x_opt,1);
56 gb = sw_states(x_opt,2);
57 gc = sw_states(x_opt,3);

Listing E.4: Determine compare values for SV-PWM
1 function [Ta, Tb, Tc] = fcn(T1, T2, T0, Sector)
2 %#codegen
3 switch Sector
4 case 1
5 Ta = T1 + T2 + T0/2;
6 Tb = T2 + T0/2;
7 Tc = T0/2;
8 case 2
9 Ta = T1 + T0/2;

10 Tb = T1 + T2 + T0/2;
11 Tc = T0/2;
12 case 3
13 Ta = T0/2;
14 Tb = T1 + T2 + T0/2;
15 Tc = T2 + T0/2;
16 case 4
17 Ta = T0/2;
18 Tb = T1 + T0/2;
19 Tc = T1 + T2 + T0/2;
20 case 5
21 Ta = T2 + T0/2;
22 Tb = T0/2;



23 Tc = T1 + T2 + T0/2;
24 case 6
25 Ta = T1 + T2 + T0/2;
26 Tb = T0/2;
27 Tc = T1 + T0/2;
28 otherwise
29 Ta = 0;
30 Tb = 0;
31 Tc = 0;
32 end



Appendix F

Tools and equipment

Table F.1: List of software tools

Manufacturer Name Version no. Description
MathWorks Matlab R2015b Simulation and development
Xilinx Vivado 2014.4 Webpack FPGA development
National instruments Multisim 14.0 Circuit simulation
Cadsoft Eagle 7.5.0 Circuit board layout
Microchip Filterlab 2.0 Active filter design



Table F.2: List of laboratory equipment

Equipment Model Serial no. NTNU serial no.
Oscilloscope Tektronix TDS2014 C013005 G04-0258
Oscilloscope Tektronix TDS2014B C103265 G04-0350
Differential probe Tektronix P5200A C020619 I06-0514
Differential probe Tektronix P5200A C020622 I06-0519
Current probe Fluke 80i-110S I04-0521
Function generator TTi TG320 344011 C02-0622
Multimeter Fluke 112 S03-0354
Power supply Instek GPC-3030DQ B02-0458



Appendix G

Operating system

G.1 Loading the bitstream to PL from PS

During development the bistream is typically transfered using JTAG. However as
the FPGA configuration is lost during reboot, this is not practical for a production
design.
If the Zynq SoC is running Linux, it is possible to have the operating system load
the bitstream automatically.
The Linux kernel typically initializes a device file at /dev/xdevcfg that may be used
to program the PL. The bitstream file may be copied to the SD-card and it is the
task of the operating system to transfer this file during the final stage of the boot
process.
The following section covers how to load the bitstream manually by executing
commands on the Linux terminal.
If the device file does not exist, it may be created with the mknod command.

1 mknod /dev/xdevcfg c 259 0 > /dev/null

This assumes that a appropriate driver is loaded at the correct device number. c
tells mknod to create a char device, 259 and 0 are the major and minor device
numbers respectively.



Preparing the bitstream

Before the bitsream is transfered it must be bitswapped. This may be achieved by
the bootgen utillity supplied by Xilinx.
The bootgen utility utilizes a so called BIF file to define how it operates. The
following example may be used if the goal is to simply generate a bitswapped
bitstream, where system_top_wrapper.bit is the generated bitsream output from
Vivado.

1 all:
2 {
3 system_top_wrapper.bit
4 }

If the file is named all.bif, the following command converts the bitstream.

1 bootgen -image all.bif -w -process_bitstream bin

The generated system_top_wrapper.bit.bin should be copied to an appropriate lo-
cation on the SD-card.

Transferring

Once the operating system is booted, the bitstream may be transferred using the
following Linux command. This should probably be executed automatically in a
production design.

1 cat system_top_wrapper.bit.bin > /dev/xdevcfg

The following command should return 1 to indicate that programming was suc-
cessful.

1 cat /sys/devices/amba.0/f8007000.devcfg/prog_done
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SPWM Sinusoidal pulse width modulation. 12, 58
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VHSIC Very High Speed Integrated Circuit. 47
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eps predicted stator back-EMF. 35

ipsd d-axis predicted current. 23
i∗sd d-axis reference current. 23, 24
rc IGBT on state resistance. 123
Vce0 IGBT on state zero current voltage drop. 123
ips stator predicted current. 35
ipsq q-axis predicted current. 23
i∗sq q-axis reference current. 23, 24

J mechanical inertia. 133

Lm stator magnetizing inductance. 35

�(t) Measurement noise. 39
R(t) Covariance of the measurement noise. 39

!m rotor mechanical angular velocity. 133
!pm predicted rotor angular velocity. 25
!∗
m rotor angular velocity reference. 25

!0 filter cutoff frequency. 36

Rs stator winding resistance. 35



u(t) System input matrix. 39
�(t) System noise. 39
Q(t) Covariance of the system noise. 39
y(t) System output matrix. 39
x(t) System state matrix. 39

v∗s stator voltage reference. 35
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