
Numerical Study of Radiation Hazard
from Advanced Flare Systems at Process
Plants

Marthe Hove Bjørnæs

Master of Science in Mechanical Engineering

Supervisor: Terese Løvås, EPT
Co-supervisor: Morten Stenstad Lien, Lilleaker Consulting AS

Department of Energy and Process Engineering

Submission date: June 2016

Norwegian University of Science and Technology



 



 



 

 

 

  



 

 

  



 

 

 



 

i 

 

Preface 

 

This master thesis is the closing chapter of my five years as a student at NTNU, studying 

under the department of Energy and Process Engineering. My last year has been spent 

together with Lilleaker Consulting AS in Sandvika, where the thesis has been carried out. I 

am very grateful for the facilitation Lilleaker has provided me to make this thesis possible, 

especially Tor Gulbrandsen who initiated the collaboration. I have gained valuable knowledge 

both academically and generally in life this last year, being surrounded by these competent 

people. A special thanks goes to Morten Stenstad Lien who has been my supervisor at 

Lilleaker. His guidance, support and sense of humor have been invaluable and sharing the 

frustration when KFX decides to not cooperate has been appreciated. 

 

I would also like to thank my supervisor at NTNU, Terese Løvås, for giving me encouraging 

feedback throughout the process and always be available on my occasional trips to 

Trondheim. 

 

This thesis would not be half as meaningful without the measurements from a real flaring 

scenario provided by SINTEF Energiforskning AS. A thanks goes to Øyvind Langørgen for 

arranging access to these data.   

 

One final thanks goes to my family. Their unlimited support has been of great importance. 

 

 

Sandvika, June 2016 

 

 
Marthe Hove Bjørnæs 

 

  



 

 

  



 

iii 

 

Abstract 

 

This thesis investigates how to optimize the calculation of thermal radiation from an 

advanced flare system in the numerical computation tool Kameleon FireEx (KFX). Measured 

radiation levels from a real flaring scenario at an offshore installation are used as reference. 

The flare system consists of one high pressure flare and one low pressure flare. 

 An optimal approach for calculating radiation levels implies a trade-off between 

accuracy of the solution and numerical simulation time. To obtain a high degree of accuracy 

the size of the release cells and the nearby cells must be sufficiently small to capture the large 

gradients close to the release. This makes requirements of how the release cells should be 

defined and different configurations have been tried. The first cases were simulated using 

only one release cell for each flare which gives a low resolution. The resolution has then been 

refined by dividing the release cells into multiple smaller cells.   

There is a clear connection between the refinement of the release cells and the 

accuracy of the calculated radiation levels. The smaller cells are used, the greater agreement 

there is between simulated and measured radiation levels. Smaller cells lead to longer 

simulation time but this can be reduced by removing cells other places in the calculation 

domain. As the process equipment usually existing on the platform deck is removed in this 

specific scenario as a simplification, this allows for larger cell sizes far away from the flares. 

The conclusion of this study is that using 9 release cells for the high pressure flare 

together with 4 release cells for the low pressure flare was the most optimal approach for the 

scenario simulated in this thesis. It was in this case very low deviation between simulated and 

measured radiation levels, and the simulation time was considered acceptable. This 

configuration might not be the most optimal for any given flare; therefore sensitivity tests 

regarding release cell size should be conducted for other scenarios. The general conclusion is 

nevertheless that a high resolution of the release cells will give more accurate radiation levels.  
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Sammendrag 

 

Denne avhandlingen undersøker hvordan man kan optimalisere beregningen av 

termisk stråling fra et avansert fakkelsystem i det numeriske beregningsverktøyet Kameleon 

FireEx (KFX). Målte strålingsnivåer fra et reelt faklingsscenario på en offshoreinstallasjon 

benyttes som sammenligningsgrunnlag. Fakkelsystemet består av en høytrykksfakkel og en 

lavtrykksfakkel. 

En optimal metode for å beregne ståling innebærer en avveining mellom nøyaktighet 

på resultatene og den numeriske regnetiden. For å oppnå høy grad av nøyaktighet må 

størrelsen på utslippscellene og de omkringliggende cellene være liten nok til å fange opp de 

store gradientene nærme utslippet. Dette stiller krav til hvordan utslippscellene defineres, og 

ulike oppsett er testet ut. De første casene ble simulert med kun én utslippscelle per fakkel 

noe som gir en lav oppløsning. Oppløsningen har så blitt forfinet ved å dele utslippscellene 

inn i flere mindre celler.  

Det er en klar sammenheng mellom oppløsningen på utslippscellene og nøyaktigheten 

på strålingsnivåene som beregnes. Jo flere mindre celler som brukes, jo større samsvar er det 

mellom simulerte og målte strålingsnivåer. Mindre utslippsceller fører til lengre regnetid, men 

denne kan igjen kortes ned ved å fjerne celler andre steder i beregningsdomenet. Da 

prosessutstyr som vanligvis ville fantes på dekk er fjernet i dette spesifikke scenarioet som en 

forenkling åpner dette opp for å ha store cellestørrelser langt unna faklene.   

Konklusjonen av studien er at 9 utslippsceller for høytrykksfakkelen sammen med 4 

celler for lavtrykksfakkelen var det mest optimale oppsettet i scenariet simulert i denne 

avhandlingen. Det var da svært lavt avvik mellom simulerte og målte strålingsverdier, 

samtidig med at regnetiden ble ansett som akseptabel. Generelt vil man ikke kunne si at dette 

oppsettet er mest optimalt uansett fakkel, så en sensitivitetstest i forhold til valg av størrelse 

på utslippscellene bør gjennomføres for andre scenarier. Den generelle konklusjonen er 

allikevel at høyere oppløsning på utslippscellene vil gi mer nøyaktige strålingsnivåer.    
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1 Introduction 

 

One of the most important safety barriers to avoid accidents on an oil-producing 

offshore installation is the flare system. The main purpose of the flare is to achieve safe and 

effective disposal of gases and liquids, at an affordable cost. These gases and liquids are 

usually flammable, toxic or corrosive and the flare is using combustion to convert the gases 

and liquids to less harmful compounds. During this process the flare itself becomes a source 

of hazard due to the flare flame. The main hazard is thermal radiation emitted from the flame 

as this can harm both personnel and equipment if the levels get too high. The allowable 

radiation levels are regulated by NORSOK standards, which contain guidelines for 

maintaining a high level of safety while keeping the costs down (NORSOK, 2008). Examples 

of personnel injuries if the levels exceed the allowable radiation levels are skin burns, 

behavioral disorders, heat stroke or even death. In relation to equipment damage, plastic parts 

and hoses can melt, electronic equipment may malfunction and steel or aluminum 

constructions can lose their structural integrity (Baukal, 2013, p. 9). In order to design a safe 

flare system that is in compliance with regulatory requirements, an appropriate model for 

predicting thermal radiation levels is a very useful tool.  

As a high degree of accuracy is needed due to the safety and cost aspect, the modeling 

of thermal radiation from a flare is challenging. Computational fluid dynamics (CFD) is a 

popular approach to conduct the modeling and a CFD simulator that can be used for this 

purpose is Kameleon FireEx (KFX®). Even though this program has been tested and 

validated against several field-scale cases, the results will largely depend on the users input, 

e.g. how the fuel release from the flare, ambient conditions and grid configuration are defined. 

These choices will directly affect the resulting radiation levels, and finding the most optimal 

approach is usually desired. An approach being optimal means that a high degree of accuracy 

is obtained within an acceptable simulation time. One way to validate the simulations and 

determine the accuracy is to compare the simulated radiation levels to measured levels from a 

real flaring scenario.  

The topic of this thesis is modeling thermal radiation levels from flares. The thesis is 

built up by first giving the background about flare systems, and how radiation levels have 

been modeled over the years. Following this is a presentation of KFX including numerics, 

theory of jet modeling and the radiation model used in the program. Then the simulations 

performed in the thesis are described, giving a detailed explanation of the considerations and 

assumptions that had to be made. Lastly, the results will be discussed and compared to 

measured levels from a real flaring scenario, followed by a conclusion. 
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2 Background 

 

In this chapter basic terminology and facts regarding flares and modeling of thermal 

radiation is presented. 

 

2.1 Flare Types 

The primary function of a flare system is to use combustion to convert flammable, 

toxic or corrosive gases and liquids to less harmful compounds. When designing the flare 

system several factors may influence the decisions and the most important are the desired 

characteristics of the flare flame and costs (American Petroleum Institute, 2007). With respect 

to space efficiency, elevated flares are most common, which consists of a flare stack with a 

flare tip mounted on top. One of the most important components in the flare system is the tip, 

because the diameter and design of the tip affect the flame characteristics, and hence the 

radiation. Many variations exist and the simplest tip is referred to as a pipe-flare tip, as 

pictured in Figure 2.1. The structure of this tip is simply a piece of pipe with a flame retention 

device and a pilot for flare gas ignition. The fuel gas discharge is occurring through one single 

opening.  

 

More complex flare tips referred to as multiple nozzle flares are also widely used. The 

tip is then built up by some sort of nozzle arrangement, and the number of nozzles varies from 

tip to tip. These tips may utilize improved air distribution, steam injection, smoke and noise 

suppression and other features for cleaner combustion (Schwartz, White, & Bussman, 2013). 

Two different arrangements are shown in Figure 2.2. 

 

 

 
 

Figure 2.1: Pipe-flare tip (Prema-Service) 
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Figure 2.2: Multiple nozzle flare tips (Prema-Service) 

 

In this thesis, an advanced flare system combining two different pipe-flares will be looked at, 

and more details are given in chapter 4.1. 

 

2.2 Thermal Radiation 

   Thermal radiation is simply heat transported by electromagnetic waves. It does not 

require any medium to be transported in, as opposed to heat transported by convection or 

conduction (Incropera, Dewitt, Bergman, & Lavine, 2013, p. 8). Radiation in general includes 

a wide specter of wavelengths, but thermal radiation is defined as the portion of the spectrum 

with wavelengths between 1∙10
-7

 and 1∙10
-4

 m, see Figure 2.3. A flare emits radiation with 

wave lengths from approximately 0.3∙10
-6

 to 30∙10
-6

 m which is all within the thermal 

radiation specter and mainly infrared. For comparison, the sun emits radiation with 

wavelengths from 0.3∙10
-6

 to 3∙10
-6

 m, of which 46 % is infrared (J. White & Bussman, 2012, 

p. 208). 

 

 
 

Figure 2.3: Electromagnetic spectrum (J. White & Bussman, 2012, fig. 8.1) 
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Only solids, liquids and gases at a finite temperature above the absolute zero (0 K) can emit 

radiation. This means that it is the solids and gases present in the flare flame that emit 

radiation and the most important are the main combustion products, namely soot, CO2 and 

H2O (J. White & Bussman, 2012, p. 212). The amount of thermal radiation emitted from the 

flare flame that is received at a specific location is in this thesis referred to as the radiation 

level. This is heat flux and is given in W/m
2
. 

To quantify how large radiation levels can be before posing risk to humans, the 

NORSOK standards are used at the Norwegian Continental Shelf. They are made to ensure 

adequate safety, cost effectiveness and compliance with the authorities’ regulations. For 

thermal radiation exposure of personnel, NORSOK-S001 refers to the API Standard 521 for 

recommended threshold limits (NORSOK, 2008), as given in Table 2.1. 

 

Table 2.1: Permissible radiation levels (American Petroleum Institute, 2007, Table 9) 

Radiation level 

(kW/m
2
) 

Conditions 

9.46 

Maximum radiant heat intensity at any location where urgent emergency 

action by personnel is required. When personnel enter or work in an area 

with the potential for radiant heat intensity greater than 6.31 kW/m
2
, then 

radiation shielding and/or special protective apparel (e.g. a fire approach 

suit) should be considered. 

Safety precaution — It is important to recognize that personnel with 

appropriate clothing 
a
 cannot tolerate thermal radiation at 6.31 kW/m

2
 for 

more than a few seconds. 

6.31 

Maximum radiant heat intensity in areas where emergency actions lasting 

up to 30 s can be required by personnel without shielding but with 

appropriate clothing 
a
 

4.73 

Maximum radiant heat intensity in areas where emergency actions lasting 2 

min to 3 min can be required by personnel without shielding but with 

appropriate clothing 
a
 

1.58 
Maximum radiant heat intensity at any location where personnel with 

appropriate clothing 
a 
can be continuously exposed 

a
 Appropriate clothing consists of hard hat, long-sleeved shirts with cuffs buttoned, work 

gloves, long-legged pants and work shoes. Appropriate clothing minimizes direct skin 

exposure to thermal radiation. 
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2.3 Parameters Affecting the Radiation Level 

There are several parameters that can affect the radiation emitted by a flare, and 

having knowledge about them is essential to perform accurate calculations of radiation levels. 

The parameters are as follows (Guigard, Kindzierski, & Harper, 2000): 

 

Table 2.2: Parameters affecting the radiation level 

 1)  Gas composition  

 2)  Flame type, geometry and temperature  

 3)  Emissive and absorptive properties of matter within the flame  

 4)  Mass flow of flare gas  

 5)  Flare tip design  

 6)  Ambient conditions (humidity, temperature and wind)  

 7)  Soot and smoke formation  

 8)  Radiation fraction of total heat release  

 

When calculating radiation levels, simplifications must be made. Depending on the chosen 

model, the listed parameters can be included, excluded, simplified or estimated, giving 

different results from model to model. It is therefore important to know how the models are 

treating the parameters, and what weaknesses the models are possessing (Ertesvåg, 2000, p. 

34). Often the user does not possess enough information to give correct values to all 

parameters, thus some has to be estimated. How the parameters are treated in KFX will be 

presented in chapter 3.4. 

 

2.4 Thermal Radiation Modeling Techniques 

The methods used for calculating and modeling thermal radiation from flares have 

been developed and improved over the years. Different techniques are used for different types 

of flares, and the complexity of the methods varies widely, ranging from simple empirical 

methods to more advanced CFD models. In the following the development of some selected 

approaches is presented. 

 

2.4.1 Empirical Methods 

The empirical methods used to calculate thermal radiation from flares can be divided 

into three main modeling approaches; the single-point model, the multiple-point model and 

the solid-body model, as illustrated in Figure 2.4 (J. White & Bussman, 2012, p. 217). 

Common for these models are that they are cheap and easy to perform, as pen and paper 

usually are sufficient tools.  
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Figure 2.4: Empirical modeling approaches (J. White & Bussman, 2012, fig. 8.12) 

  

One of the simplest of the existing methods, and the most used, is presented in the API 

standard 521(American Petroleum Institute, 2007). This method is named Brzustowski’s and 

Sommer’s method, and is based on the single-point model. This means that all radiation is 

assumed originating from one single point within the flare flame, usually the flame centroid, 

and spread equally in all directions. This methods advantages and disadvantages have been 

thoroughly discussed in the specialization project that this master thesis is a continuation of 

(Bjørnæs, 2015). The conclusion of the project was that the method is applicable when a 

simple subsonic pipe-flare in an environment without complex geometry is to be evaluated, 

and radiation levels are calculated far away from the flare. The method over predicts radiation 

levels close to the flare, and this is a well-known weakness. The conclusion is also backed in 

other literature, like reports from Guigard et al. (2000), Brzustowski and Sommer (1973) and 

Chamberlain (1987). 

Approaches based on the multiple-point model takes the flame shape better into 

account compared to the single-point model. The user can decide how many points to include 

in the calculations, depending on the desired level of accuracy. Various versions of such 

models exist, but it is also here concluded that the methods possesses weaknesses when 

calculating radiation levels close to the flare (Crocker & Harper, 1988).  

The Shell-Thornton model is probably the most known solid-body model. In this 

model, the flare flame is represented as a frustum of a cone, as seen to the right in Figure 2.4. 

Instead of assuming that the radiation is emitted by a single or multiple points within the 

flame, the radiation is now regarded to be emitted from a solid body with uniform surface 

emissive power. This approximation allows for more realistic flame behavior, and provides 

more accurate results close to the flare where the single- and multiple-point models have 

weaknesses (Chamberlain, 1987). A software tool named Frustum owned by Statoil, where 

the Shell-Thornton model is implemented, has been developed by Computational Industry 

Technologies AS (ComputIT). The program will not be examined in this thesis, but it is 

mentioned as a good alternative in cases where Brzustowski’s and Sommer’s method is 

insufficient and a full KFX simulation is excessive (Evanger & Vembe, 2011).  

 



2 Background 

 

8 

 

2.4.2 CFD 

Even though the mentioned well-established empirical methods are still widely used, 

the popularity and interest of CFD has increased over the last years, in line with the 

development and accessibility of computational power. Simulating radiation using CFD is 

considerably more expensive and time-consuming than using the empirical methods, as it 

usually requires trained personnel, licenses and software. In return, CFD allows for more 

complex geometries and extended applicability where the empirical methods are presumed 

invalid, which is of importance when complex flare systems are to be looked at. Simulating 

radiation is not an easy task, as the phenomenon of radiative transport is a 6D problem 

depending on location (coordinates in a 3D domain; x, y and z), direction (two different 

angles; 𝜃 and 𝜙) and wavelength (varying from 0 to ∞) (Versteeg & Malalasekera, 2007, p. 

426). The CFD procedures that are available vary widely and they all have weaknesses and 

strengths.  

One of the first general method for handling the radiation transfer equation is known 

as the Hottel’s zone method (Hottel & Sarofim, 1967). In this method, the calculation domain 

is divided into isothermal volume and surface area zones. An energy balance is then put up to 

calculate the radiative exchange between any two zones, and a set of simultaneous equations 

of the unknown temperatures and heat fluxes are obtained (Modest, 2003, p. 539). The 

method was widely used earlier due to lack of better methods that included information 

regarding reactions in the flow and that could handle more complex geometries.  

Some models that may resemble the zone method are the so called flux models. Many 

variations exist but the basic principle is that the models are based on a discrete representation 

of the directional variation of the radiative intensity. The equation of transfer is then solved 

for a set of discrete directions spanning a total solid angle range of 4𝜋 (Modest, 2003, p. 498). 

This model also has limitations in relation to handling complex geometries.  

To overcome the mentioned models limitations on complex geometries, Monte Carlo 

techniques have been developed. Monte Carlo is a collective name for techniques that use 

statistical sampling procedures to solve a mathematical problem (Modest, 2003, p. 645). A 

Monte Carlo method for solving radiation problems usually involves the tracing of a large 

number of randomly released energy bundles and how they are affected by absorptive, 

emissive and scattering properties in the domain. The method is independent of coordinate 

system and is therefore applicable to complex geometries (Versteeg & Malalasekera, 2007, p. 

427). An overview of advantages and disadvantages of the mentioned methods are listed in 

Table 2.3.  
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Table 2.3: CFD techniques for modeling radiative heat transfer (Baukal, 2000, p. 166) 

 Advantages Disadvantages 

Zone method Accounts for inhomogeneities in 

temperature and concentration of 

gases  

Cumbersome; restricted to simple 

geometries, does not account for 

spectral information and is not 

compatible with numerical 

algorithms for solving transport 

equations. 

 

Flux models Higher order approximations are 

accurate, accounts for spectral 

information and are compatible with 

numerical algorithms for solving 

transport equations. 

 

Time consuming, requires an 

iterative solution of finite-difference 

equations and simple flux 

approximations are not accurate. 

 

Monte Carlo Applicable on complex geometries 

and absorption/scattering of particles 

can be accounted for. 

Time consuming and not compatible 

with numerical algorithms for 

solving transport equations. 

 

As the only procedure for calculating radiation levels available in KFX is the discrete 

transfer method by Lockwood and Shah (1981), this is the only one that will be discussed in 

detail. The full presentation is given in chapter 3.4. The procedure takes advantage of the 

strengths of the three types of modeling approaches listed above, and manages to exclude 

most of the weaknesses associated with them (Cumber, 1995). 
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3 KFX 

 

The selected CFD simulator used to calculate radiation levels from a flare system in 

this thesis is KFX, which is one of the most used computer programs for simulating fires in 

the oil and gas industry. It is now developed by ComputIT, but was originally developed at 

NTNU and SINTEF Energy, starting in the seventies. The simulation software has since been 

continuously upgraded and tested against a wide range of large scale test cases (B.E. Vembe 

et al., 2001). In this chapter, the theory behind the solution procedures in KFX is presented. 

First a short overview of the numerics is given, followed by theory regarding the modeling of 

free jets and finally a detailed description of the radiation model is presented.  

 

3.1 Numerics in KFX 

KFX uses the finite volume method (FVM) to solve averaged basic transport equations 

from fluid dynamics and simulate flare behavior (B.E. Vembe et al., 2001). FVM is a 

numerical algorithm that consists of the following four steps (Versteeg & Malalasekera, 2007, 

p. 3): 

 

 1) Divide the calculation domain into discrete control volume cells 

 

 2) Integration of the governing equations of fluid flow over all the control 

volumes in the domain 

 

 3) Discretization of the resulting integral equations into a system of algebraic 

equations 

 

 4) Solving the algebraic equations by an iterative method 

 

A short presentation of the steps will now be given. As the main focus of this thesis is 

radiation modeling and grid configuration, many details of the numerics will be excluded. The 

overview is meant to give the reader an introduction to how KFX is built up without going in 

depth and further details can be found in the user manual (B. E. Vembe et al., 2014).  

 

3.1.1 The Staggered Grid   

The first step in the FVM is to divide the calculation domain into discrete control 

volumes (CV), creating a Cartesian grid. The grid used in KFX is a so called staggered grid. 

Figure 3.1 shows a typical two-dimensional staggered grid as it is presented in Versteeg and 

Malalasekera (2007, p. 188).  
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Figure 3.1: Staggered grid in two dimensions (Versteeg & Malalasekera, 2007, fig. 6.5) 

 

The reason for using this type of grid is to avoid storing values of velocity and 

pressure at the same nodes, as this can cause prediction of non-physical behavior of the 

pressure field. In the staggered grid, scalar quantities such as pressure, temperature etc. are 

stored at ordinary nodal points, indicated by P, N, S, W and E in Figure 3.1 and velocities are 

stored at the cell faces, indicated by n, s, w and e. In a three dimensional grid, the indices T, 

B, t and b (top and bottom) is also used. It is seen that the dashed lines mark the borders of the 

velocity control volumes and the solid lines indicates the grid of the scalar control volumes. 

Figure 3.2 shows a clearer subdivision of the two types of control volumes, using velocities 𝑢 

and 𝑣 in x- and y-direction as example. 

 

 

Figure 3.2: Scalar control volume, u-control volume and v-control volume (Thermal-

FluidsCentral, 2010) 

 

The user must in KFX decide how many control volumes the calculation domain 

should be divided into. If a complex geometry or phenomenon is to be resolved, small control 

volume cells are required, often in combination with a higher amount of cells in the domain. 

The smaller the cells are, the more accurate solution can be obtained, but this usually causes 

longer simulation time. Therefore, the tradeoff between accuracy and simulation time is a 

highly relevant issue when using CFD. On a general CFD project in the industry, over 50 % 
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of the time is spent on grid configuration, so this is a time consuming and important step 

(Versteeg & Malalasekera, 2007, p. 3).  

 

3.1.2 Discretization 

The transport equation for a general property 𝜙, e.g. mass, energy, momentum etc., 

can be written as (Ertesvåg, 2000, p. 8): 

 

𝜕(𝜌𝜙)

𝜕𝑡
+

𝜕

𝜕𝑥𝑗
(𝜌𝜙𝑢𝑗) =

𝜕

𝜕𝑥𝑗
(𝛤𝜙

𝜕𝜙

𝜕𝑥𝑗
) + 𝑆𝜙 (3.1) 

 

The two terms on the left hand side are the rate of change of property 𝜙 in time and the 

convective transport of 𝜙, respectively. On the right hand side is the diffusive transport term 

where Γ𝜙 is the diffusion coefficient of the specific property 𝜙, and 𝑆𝜙 is the source term. The 

source term can be sources or sinks of property 𝜙 caused by other effects than what is 

included in the three other terms, e.g. external energy generation etc. Any governing equation 

on the form like equation (3.1) can be discretized by integration over the control volumes in 

the staggered grid. The equation after discretizing and integrating is given as: 

 

(𝜌𝜙 − 𝜌°𝜙°)

Δ𝑡
Δ𝑉 + 𝐽𝑒 − 𝐽𝑤 + 𝐽𝑛 − 𝐽𝑠 + 𝐽𝑡 − 𝐽𝑏 − 𝑆𝜙Δ𝑉 = 0 (3.2) 

 

Here the superscript ° indicates conditions after previous time step, Δ𝑡 is the current time step 

and Δ𝑉 is the volume of the current control volume cell. 𝐽𝑒 , 𝐽𝑤, 𝐽𝑛, 𝐽𝑠, 𝐽𝑡 and 𝐽𝑏 are the total 

fluxes through the indicated control volume surfaces. In order to solve this equation it has to 

be put on the form of a system of linear algebraic equations. To obtain this, KFX uses the so-

called second order upwind differencing scheme, which will not be explained in detail here. 

The resulting predicted value of  𝜙 at a given point P is given by: 

 

𝑎𝑃𝜙𝑃 = Σ𝑎𝑛𝑏𝜙𝑛𝑏 + 𝑏 (3.3) 

 

where 𝑎 and 𝑏 are coefficients. The subscripts 𝑃 and 𝑛𝑏 is referring to the center point of the 

current control volume cell, and the neighboring cells, respectively. The coefficient 𝑎 is 

determined by neighboring flux terms, and 𝑏 is determined by the contribution of the sources 

from the neighbor’s neighbor (B.E. Vembe et al., 2001).   

 

3.1.3 The SIMPLEC Algorithm 

To solve the algebraic transport equations on the form like equation (3.3) on the 

staggered grid, an iterative method has to be chosen. In KFX the SIMPLEC (Semi-Implicit 

Method for Pressure-Linked Equations Consistent) algorithm is used (B.E. Vembe et al., 

2001). The algorithm is a guess-and-correct procedure that calculates the property values on 

the staggered grid. The flowchart of the procedure shown in Figure 3.3 is a modified 

combination of Figure 6.6 and 8.10 in Versteeg and Malalasekera (2007).  
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To initiate the algorithm, a guessed pressure field 𝑝∗ is applied. This value is guessed 

based on the users input to the program and is used to solve the discretized momentum 

equations to find the velocity components 𝑢𝑖
∗. The correction 𝑝′ is defined such that the 

correct pressure is given by: 

 

𝑝 = 𝑝∗ + 𝑝′ (3.4) 

 

and 𝑢𝑖
′ is defined in the same way. After substituting the correct pressure 𝑝 in the discretized 

momentum equations, the correct velocities 𝑢𝑖 are obtained. Using these values all other 

discretized transport equations can be solved. Then it is checked whether 𝑡 ≥ 𝑡𝑚𝑎𝑥 and if not 

the algorithm uses the calculated values as new guessed values and start over again at the next 

time step. 𝑡𝑚𝑎𝑥 is a limit defined by the user. 

 

 

 

Figure 3.3: Flowchart of the SIMPLEC algorithm (Versteeg & Malalasekera, 2007, fig. 6.6 

and 8.10) 
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There is a built in time step generator in KFX which produces time steps that will ensure 

stability and accurate time development. The Courant number criterion is used to determine 

the time step 𝑑𝑡, and the criterion is as follows:  

 

𝐶 = 𝑈
𝑑𝑡

𝑑𝑥
 (3.5) 

 

Here 𝐶 is the maximum Courant number, 𝑈 is the maximum velocity in the domain, i.e. the 

release velocity at the flare tip exit and 𝑑𝑥 is the smallest control volume cell length in the 

domain. This criterion will ensure that no fluid particle travels longer than the control volume 

cell length multiplied with the Courant number during one time step. It is recommended by 

ComputIT to use a maximum Courant number of 10 - 20 for flaring scenarios (B. E. Vembe et 

al., 2014). If the calculated time step is outside specified minimum or maximum limits, these 

will be used instead.  

As seen from the criterion there is two ways of increasing the time step, leading to 

reduced total simulation time. As the release velocity is fixed for a given release, one can 

either increase the length of the smallest cell in the domain or increase the Courant number. 

Both actions has been examined in this study and the effect of increasing cell length is 

discussed in chapter 3.3.1 and a sensitivity test regarding the Courant number is described in 

the appendix.    

 

3.2 Equivalent Jet Exit 

When modeling radiation from a flare, the flare flame should be simulated as real as 

possible, starting with the fuel discharge from the flare tip. In order to define correct initial 

conditions for the fuel discharge in KFX, some theory regarding jet behavior is required. 

When gas from a high pressure reservoir is discharged to the atmosphere at a much lower 

pressure, two different situations can occur depending on the Mach number at the nozzle exit. 

The Mach number is defined (F. M. White, 2011, p. 308): 

 

𝑀 =
𝑈

𝑐
 (3.6) 

 

where 𝑈 is the release velocity of the fuel discharge and 𝑐 is the local speed of sound. If the 

Mach number is 0 ≤ 𝑀 < 1 the flow is subsonic and is in KFX treated as incompressible. On 

the other hand if 𝑀 = 1 the flow is choked and becomes sonic (Anderson, 2007, p. 627). The 

latter situation results in an underexpanded jet that expands very quickly through interactions 

between expansion waves and compression waves. The interactions are creating a typical 

shock structure, as is seen in Figure 3.4.   
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Figure 3.4: Schematic of shock structure (B.E. Vembe et al., 2001, fig. 4.6) 

 

As seen in the figure, an expansion fan forms at the nozzle exit as the flow expands into the 

low-pressure ambient air. Expansion waves extend to the indicated jet boundary, and reflect 

as weak compression waves. These compression waves coalesce to form an intercepting 

shock, which is an oblique shock that separates two supersonic regions, i.e. 𝑀 > 1. The Mach 

number in the jet core is much higher than the region behind the intercepting shock. A slightly 

curved shock is formed normal to the flow direction which is referred to as a Mach disk. 

Behind the Mach disk the flow is subsonic (Crist, Glass, & Sherman, 1966).  

When focusing on thermal radiation from the flare, the solver and grid configuration in 

KFX should be chosen to include the effect of the overall dispersion and combustion of the 

fuel gas. For the subsonic case, no shock structure is created, and the initial conditions of the 

discharge are equal to the real conditions at the flare tip. For the sonic case on the other hand, 

manipulation must be carried out. This is because resolving the shock structure requires a 

very fine grid around the release, in addition to using a compressible solver, and this 

combination requires a very long simulation time and computational costs increases. To 

overcome the problem, it is possible to analytically calculate the expanded flow conditions at 

ambient pressure for the sonic jet behind the Mach disk where the flow has become subsonic, 

and this new state is called the equivalent jet exit. The notation and calculation model is 

shown in Figure 3.5. 

 



3.3 Release Cells  

 

17 

 

 

Figure 3.5: Calculation model for the equivalent jet exit (B.E. Vembe et al., 2001, fig. 4.7) 

 

The jet expands through a hypothetical divergent nozzle, referred to as the notational 

expansion region, indicated on the figure. The viscous forces are negligible at this expansion 

surface. An equivalent outflow area corresponding to the exit area of the shock structure on a 

typical nozzle form located where the jet flow has become subsonic is calculated. This is 

referred to as the equivalent jet exit. 

There are several procedures that can be used to calculate the new properties at the 

equivalent jet exit. The details of the calculations will not be reviewed here, but the 

approaches are based on the ideal gas law and general theory can be found in e.g. Anderson 

(2007, pp. 629-638). The specific method used in KFX is the improved version of the pseudo-

source concept by Birch, Hughes, and Swaffield (1987). This concept applies the 

conservation principles of mass, momentum and energy at sub grid level to calculate the 

equivalent properties of the jet. Note that the equivalent area is larger than the original flare 

tip exit area. In the sonic case, it is the calculated equivalent properties of the jet that is used 

as input for further modeling in KFX.  

 

3.3 Release Cells 

To set up a flaring scenario, release cells must be defined in KFX. The release cells are 

the control volume cells in the calculation domain that represent the fuel discharge into the 

atmosphere, with the characteristics from the equivalent jet exit or the real flare tip, depending 

on whether the release is sonic or subsonic. It is possible to use one or several cells, and the 

location of the center point of the cells should be equal to the location of the discharge origin. 

For the sonic and subsonic case, this means the calculated location of the equivalent jet exit or 

the real location of the flare tip, respectively. Considering grid configuration, the release cells 

establish the basis for all other cell sizes as the release cells usually are the smallest in the 

calculation domain. All other cells are sized with different grow factors based on the release 

cell sizes. 

In KFX two different types of release cells can be used for jet releases; the so-called 

supercell and the classic release cell. The difference between them is related to how they treat 
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entrainment of air. Air entrainment is the process describing how air is mixed with the fuel 

gas. Using the classic release cell the entrained air is added as an extra mass source in the cell. 

In the supercell on the other hand, entrained air is taken from the surroundings of the release, 

and is not added as an extra mass source. The latter gives a more realistic representation of the 

entrainment process, as flaring usually is non-premixed combustion. The fact that the air is 

added as a mass source in the classic release cell implies that a larger mass flow is released 

from the cell and hence a larger release area is required. 

To ensure correct mass flow of gas out of the release cells, a correct area of the cell 

faces must be defined. Figure 3.6 shows a typical control volume cell used to represent the 

fuel discharge in KFX, regardless of cell type. 

 

 

 

Figure 3.6: Release cell: control volume representing the fuel discharge 

 

The release cell has 6 faces, and the areas of the faces are indicated by 𝐴𝑥, 𝐴𝑦 and 𝐴𝑧 

according to which axis is normal to the plane. The user must correctly define which of the 

faces the flow should be released through, and how large the areas have to be to match the 

velocity and density to ensure correct mass flow. From basic fluid mechanics it is known that 

the mass flow can be expressed as (F. M. White, 2011, p. 143): 

 

𝑚̇ = 𝜌𝐴𝑈 (3.7) 

  

where 𝜌 is the gas density, 𝐴 is the total release area and 𝑈 is the total release velocity in the 

release direction. When the jet release is in the x-, y- or z-direction the fuel is discharged 

directly through the release cell face that has the x-, y- or z-axis as a normal. Note that the 

directions are defined in accordance with the grid axis in KFX. The area of this cell face is 

then equal to the area of the circular outlet with either the real flare-tip diameter or the 

calculated equivalent diameter, depending on whether the release is subsonic or sonic. The 

principle is demonstrated in Figure 3.7 where the release is in the z-direction, making 𝐴𝑧 the 

release area. 
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Figure 3.7: Illustration of converting the area of the circular jet exit to a CV cell 

 

In the figure, three different examples of control volumes are made from the circular release 

area. The fixed parameter in this case when creating the cell is the release area 𝐴𝑧 = 𝐿 ∙ 𝐿. 

This means that the length of the control volume can vary in z-direction, regardless of cell 

type. The reason for wanting to increase this length to make larger control volume cells is that 

the simulation time will be reduced, in accordance with the Courant number criterion. A 

sensitivity test regarding the choice of cell size and length in z-direction is conducted in the 

next chapter.  

When the release is inclined, i.e. not in direction of the x-, y- or z-axis, the calculation 

of release cell face area is not as straight forward as above, and this is where an important 

difference between the supercell and classic release cell becomes visible. An inclined release 

has velocity components in at least two directions. The supercell is always releasing fuel 

through all cell faces that has a velocity component as normal, resulting in multiple release 

surfaces. Using the classic release cell on the other hand, only one cell face can be chosen as 

release surface. To get the correct inclined direction in the latter case, velocity components 

must be applied normal to the chosen release direction specified in the initial conditions of the 

cell (B. E. Vembe et al., 2014).  

The choice of cell type obviously affects the calculation procedure of release area. 

Figure 3.8 is illustrating a flare tip inclined at an angle 𝛼 relative to the ground in the 𝑦 = 0 

plane. The release area 𝐴 is calculated using the flare tip diameter or the equivalent diameter, 

depending on whether the flare is subsonic or sonic. It is indicated that the total release 

velocity 𝑈 can be decomposed into velocities 𝑢 and 𝑤 in x- and z-direction.  
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Figure 3.8: Decomposition of release velocity at an inclined flare tip 

  

Using the classic release cell the fuel is as mentioned released through only one of the cell 

faces. The chosen cell face should be the one with the largest normal velocity, and to obtain 

correct inclined direction a velocity is applied 90 degrees on the chosen release direction. 

Using 𝛼 > 45° as example, 𝑤 is larger than 𝑢 and this means that the release should be in z-

direction. Applying the principle of continuity it is required that the mass flow out of area 𝐴 

with velocity 𝑈 must be equal to the mass flow out of area 𝐴𝑧 with velocity 𝑤 having the 

same density 𝜌. Using equation (3.7), this is given by: 

 

𝜌𝐴𝑈 = 𝜌𝐴𝑧𝑤 (3.8) 

 

As 𝑤 is obtained by decomposing velocity 𝑈 in z-direction, equation (3.8) can be written as: 

 

𝜌𝐴𝑈 = 𝜌𝐴𝑧𝑈𝑠𝑖𝑛(𝛼) (3.9) 

 

Rearranging gives an expression for the release cell area 𝐴𝑧: 

 

𝐴𝑧 =
𝐴

sin(𝛼)
 

(3.10) 

 

This release area can now be used to define a correct classic release cell, releasing the fuel in 

the z-direction with velocity 𝑤, and by adding velocity 𝑢 in the initial conditions of the cell 
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the correct inclined direction is obtained. Using a classic release cell, the length of the cell in 

z-direction is not fixed and can be increased. 

Using a supercell the fuel is released through two of the release cell faces, instead of 

one. Using Figure 3.8 as reference, the release should now be in both x- and z-direction 

regardless of angle 𝛼, through the cell faces with area 𝐴𝑥 and 𝐴𝑧. The principle of continuity 

in this case gives: 

 

𝜌𝐴𝑈 = 𝜌(𝐴𝑥𝑢 + 𝐴𝑧𝑤) (3.11) 

 

Expressing 𝑢 and 𝑤 by decomposing 𝑈 and for simplicity defining the release cell to be 

cubic, i.e. 𝐴𝑥 = 𝐴𝑧, gives: 

 

𝜌𝐴𝑈 = 𝜌𝐴𝑥,𝑧 (𝑈𝑐𝑜𝑠(𝛼) + 𝑈𝑠𝑖𝑛(𝛼)) (3.12) 

 

and the areas can be written: 

 

𝐴𝑥 = 𝐴𝑧 =
𝐴

𝑐𝑜𝑠(𝛼) + 𝑠𝑖𝑛(𝛼)
  

(3.13) 

 

As both 𝐴𝑥 and 𝐴𝑧 is fixed, it is not possible to increase the cell size by vary any length in any 

direction, as is possible for the classic release cell. It is clear that the two different cell types 

result in different release areas for the same inclined release. Figure 3.9 shows an illustration 

of the fixed release areas marked in red for the two different cell types. Note that the cells are 

not rotated relative to the grid axis when simulating inclined releases. 

 

Classic release cell: 

 

 

 

Supercell: 

 

 

Figure 3.9: Fixed areas at release cells for inclined releases 
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3.3.1 Release Cell Sensitivity Test  

During the specialization project that this master thesis is a continuation of, it was 

discovered that the number of release cells used to represent the fuel discharge was affecting 

the resulting radiation level. This has been further investigated, and a sensitivity test has been 

conducted on a random case. The result of the test sets the basis for how release cells are 

defined in the other cases simulated in this thesis. The following parameter values were used 

with methane as the selected fuel: 

 

Table 3.1: Parameter values used in release cell sensitivity test 

Ambient conditions: 𝑀∞ 28.97 kg/kmol 

 𝑅𝐻 0 % 

 𝑇∞ 10 °C 

 𝑈∞ 9 m/s 

 Wind direction 90 ° (from north) 

Flare: 𝑑𝑗 0.7145 (28.1) m (″) 

 LHV 50.02 MJ/kg 

 𝑀𝑗 16.04 kg/kmol 

 𝑚̇𝑗 45 kg/s 

 𝑇𝑗 35 °C 

 

The flare is discharging the fuel in direction of the positive z-axis and is operating at 

subsonic conditions. Equivalent jet exit characteristics are not applicable, and the release area 

Az of the release cell or cells should be equal to the circular area of the flare tip with diameter 

dj. The positive y-axis points toward north, which means that the wind is coming from east, 

i.e. blowing in direction of the positive x-axis. The release has been modeled using 1, 4, 9 and 

16 supercells and Figure 3.10 is showing the different subdivisions.  

  



3.3 Release Cells  

 

23 

 

 
a) 1 cell 

 

 

   
b) 4 cells c) 9 cells d) 16 cells 

 

Figure 3.10: Release cell subdivision used in the release cell sensitivity test 

 

As long as the total release area is correct, i.e.: 

  

𝐴𝑧 =
𝑑𝑗

2𝜋

4
= 𝐿𝑥 ∙ 𝐿𝑦 = 0.4 𝑚2 (3.14) 

 

it is possible to make larger control volume cells by increasing the cell length in z-direction. 

Increasing the cell size will shorten the simulation time due to the Courant number criterion, 

as described in chapter 3.1.3. Table 3.2 shows the 7 different setups tested, indicating what 

number of cells is used and the selected cell sizes, all having total release area of  

𝐴𝑧 = 0.4 𝑚2. The column marked 𝐿𝑧 is indicating the length in z-direction compared to the 

length in x- and y-direction. Note that for all cases 𝐿𝑥 = 𝐿𝑦 = 𝐿𝑥,𝑦. If 𝐿𝑧 = 𝐿𝑥,𝑦, the cell is 

cubic. The simulation time is also included in the table. 
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Table 3.2: Setup in release cell sensitivity test 

Number 

of cells 

Cell size (m) 
𝐿𝑧 Time (hours) 

x y z 

1 
0.6332 0.6332 1.2664 2𝐿𝑥,𝑦 4  

0.6332 0.6332 0.6332 𝐿𝑥,𝑦 7 

4 
0.3166 0.3166 0.6332 2𝐿𝑥,𝑦 9 

0.3166 0.3166 0.3166 𝐿𝑥,𝑦 16 

9 
0.2111 0.2111 0.6333 3𝐿𝑥,𝑦 9 

0.2111 0.2111 0.2111 𝐿𝑥,𝑦 32 

16 0.1583 0.1583 0.3166 2𝐿𝑥,𝑦 26 

 

The radiation levels have been plotted as a function of x outwards from the flare stack, 100 m 

below the flare tip. The result is presented in Figure 3.11 where the notation cubic and 

rectangular cells refer to whether the release cells are cubic or have increased length in z-

direction. 

 

 

Figure 3.11: Radiation levels from release cell sensitivity test 

 

The choice of release cell subdivision clearly affects the radiation level. It is seen that 

using 9 and 16 cells gives identical radiation levels. There is a deviation between using 4 cells 

compared to 9 and 16 but this deviation is small. Using only 1 cell on the other hand, result in 
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a larger deviation, and is also sensitive to using cubic or rectangular cells. The setups using 4, 

9 and 16 cells are not sensitive to increasing the cell size. Far away from the flare, the 

deviation decreases between all cases. As 9 and 16 cells have the finest grid resolution, it is 

assumed that these solutions are more accurate than using only 1 cell. Seeing that 9 

rectangular cells only use 9 hours to provide the same radiation level as using 9 cubic and 16 

rectangular cells there is no need to use smaller cells than this. When using CFD, long 

simulation time means increased costs, so it is desirable to find the most accurate resolution 

with the shortest simulation time. 

The conclusion of this test is that it is necessary to use more than 1 release cell when 

modeling radiation levels in a flaring scenario. Using 9 cells, with increased length in z-

direction seemed to be the best choice in this particular case, and is considered transferable to 

similar flaring scenarios. 

 

3.4 The Radiation Model in KFX 

To better understand how KFX is calculating radiation levels, some general definitions 

and facts regarding the modeling of radiation are required. All definitions, equations and 

figures in chapter 3.4 are reproduced from chapter 13 in Versteeg and Malalasekera (2007) if 

not stated otherwise.  

 

3.4.1 Equations and Definitions 

Radiation is as mentioned energy emission in the form of electromagnetic waves. The 

emissive power E is the rate of heat flow per unit surface area of a radiating surface and is 

given in W/m
2
. A black-body surface is a perfect emitter, and the black-body emissive power 

is given as: 

 

𝐸𝑏 = 𝜎𝑇4 (3.15) 

 

where 𝜎 = 5.67 ∙ 10−8 W/m
2
K

4 
is the Stefan-Boltzmann’s constant and 𝑇 is the absolute 

temperature of the surface, given in Kelvin. It is seen from the equation that the emissive 

power is a strong function of temperature, and the higher the temperature, the more radiation 

is emitted. The intensity 𝐼 is given in W/m
2
sr and is defined as the rate of heat flow received 

per unit area perpendicular to the rays and per unit solid angle. The magnitude of 𝐼 will vary 

with direction. The black-body intensity is given as: 

 

𝐼𝑏 =
𝐸𝑏

𝜋
=

𝜎𝑇4

𝜋
 (3.16) 

 

Not all surfaces can be defined as a black-body and the ratio between the heat flux emitted by 

a real surface and a black-body surface is called the surface emissivity εs. Hence, the emissive 

power of a real surface with temperature 𝑇𝑠 is given by:  
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𝐸𝑠 = 𝜀𝑠𝜎𝑇𝑠
4 (3.17) 

  

 and the intensity by: 

 

𝐼𝑠 =
𝜀𝑠𝜎𝑇𝑠

4

𝜋
 (3.18) 

 

In CFD, the nature of radiation problems is a bit different than other common fluid 

flows problems. Since the phenomenon of radiation is related to electromagnetic waves, the 

propagation speed is equal to the speed of light (3 ∙ 108 m/s). This speed is at least 105 times 

larger than the speed of sound, and this implies that the radiation propagates fast enough to 

immediately adjust itself to variations in the flow conditions and boundary conditions in the 

environment. Even though there is no direct coupling between fluid motion and radiation, 

since radiation does not require a medium to be transported in, the fluid motion will influence 

the spatial distribution of temperature and species concentrations of other substances in the 

domain. This will in turn affect the radiation intensity emitted, absorbed and scattered by the 

substances present in the control volumes, and this is how we have a strong indirect coupling 

between the flow field of the environment and radiation. If the substances present in the fluid 

are absorbing or emitting, it will be an extra radiation source term in the energy equation, and 

there will be changes in the boundary conditions for the energy equation because of the 

radiation. Figure 3.12 illustrates how a control volume influenced by radiation might look, 

with boundaries defining area 𝐴.  

 

 
Figure 3.12: Control volume influenced by radiation (Versteeg & Malalasekera, 2007, fig. 

13.3) 

 

The energy balance for this control volume is as follows: 
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∫ 𝑆ℎ𝑑𝑉 +  ∫ 𝑆ℎ,𝑟𝑎𝑑𝑑𝑉 =  ∫ 𝒒𝑐𝑜𝑛𝑣 ∙ 𝒏𝑑𝐴 + 

𝐴

 

𝐶𝑉𝐶𝑉

∫ 𝒒𝑑𝑖𝑓𝑓 ∙ 𝒏𝑑𝐴 + 

𝐴

∫ 𝒒𝑟𝑎𝑑 ∙ 𝒏𝑑𝐴 

𝐴

 (3.19) 

 

Non-radiative 

energy 

source in CV 

+ 

Net radiative 

energy source 

in CV 

= 

Net 

convective 

flux through 

area 𝐴 

+ 

Net diffusive 

flux through 

area 𝐴 

+ 

Net radiative 

flux across 

boundaries 

 

and the net radiative source per unit volume 𝑆ℎ̅,𝑟𝑎𝑑 to put into the energy equation is equal to: 

 

𝑆ℎ̅,𝑟𝑎𝑑 =
1

∆𝑉
∫ 𝒒𝑟𝑎𝑑 ∙ 𝒏𝑑𝐴

𝐴

=
1

∆𝑉
∫(𝑞− − 𝑞+)𝑑𝐴

𝐴

 (3.20) 

 

The terms 𝑞− and 𝑞+ are the incident radiative heat flux and the outgoing radiative 

heat flux, respectively, given in W/m
2
. These are the radiative fluxes entering and leaving the 

control volume, and the integral of the difference gives the net radiative heat flux into the 

control volume, i.e. the net radiative source. To obtain the incident and outgoing heat fluxes, 

rays coming from or leaving in all possible directions must be included. This is done by 

integrating the intensity over a unit hemisphere, as shown in Figure 3.13.  

 

 

Figure 3.13: Angular notation for equation (3.21) and (3.22). Incoming intensity is used as 

example (Versteeg & Malalasekera, 2007, fig. 13.4) 
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The integrals are as follows, where the single integral is performed as integration over a solid 

angle of 2π steradians, and the double integral is related to Figure 3.13. Note that the two 

different integrals are just a matter of notation. 

 

𝑞− = ∫ 𝐼−(𝒔)𝒔 ∙ 𝒏𝑑Ω

2𝜋

=  ∫ ∫ 𝐼−(𝜃, 𝜙) cos(𝜃) sin(𝜃) 𝑑𝜃𝑑𝜙

𝜋/2

0

2𝜋

0

 (3.21) 

 

𝑞+ = ∫ 𝐼+(𝒔)𝒔 ∙ 𝒏𝑑Ω

2𝜋

=  ∫ ∫ 𝐼+(𝜃, 𝜙) cos(𝜃) sin(𝜃) 𝑑𝜃𝑑𝜙

𝜋

𝜋/2

2𝜋

0

 (3.22) 

 

In the single integrals 𝒔 is the direction vector of the intensities, which corresponds to the 

angular direction (𝜃, 𝜙) in the double integrals. As seen in Figure 3.12 the limits for the 

double integrals are chosen such that the incident radiative flux is calculated over the 

hemisphere outside the control volume boundary, while the outgoing heat flux is calculated 

over a hemisphere inside the boundary.  

The incident and outgoing intensities, 𝐼− and 𝐼+, needed in equations (3.21) and (3.22) 

are found using the governing equation of radiative heat transfer. The equation is as follows, 

and it governs the changes in intensity at a point along a ray, caused by emission, absorption 

and scattering in a fluid medium: 

 

𝑑𝐼(𝒓, 𝒔)

𝑑𝑠
= 𝜅𝐼𝑏(𝒓) − 𝜅𝐼(𝒓, 𝑠) − 𝜎𝑠𝐼(𝒓, 𝒔) +

𝜎𝑠

4𝜋
∫ 𝐼−(𝒔𝑖)Φ(𝒔𝑖, 𝒔)𝑑Ω𝑖

4𝜋

 (3.23) 

 

Rate of change 

of intensity per 

unit path length 

= 
Emitted 

intensity 
- 

Absorbed 

intensity 
- 

Out-scattered 

intensity 
+ 

In-scattered 

intensity 

 

Here, 𝜅 is the absorption-coefficient, 𝜎𝑠 is the scattering coefficient and Φ(𝒔𝑖, 𝒔) is the 

scattering phase function. Note that 𝜅 is the coefficient for both emitted and absorbed 

intensity. This is required due to the principle of local thermodynamic equilibrium (Modest, 

2003, p. 282). Figure 3.14 is illustrating a ray in a medium subjected to emission, absorption 

and scattering processes, where equation (3.23) can be applied. 
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Figure 3.14: Schematic of a ray in a medium with absorptive, emissive and scattering 

properties (Versteeg & Malalasekera, 2007, fig. 13.2) 

 

When radiation originating from burning gas is modeled, as in this thesis, scattering 

effects can be ignored, i.e. 𝜎𝑠 = 0 (Lockwood & Shah, 1981). This implies that equation 

(3.23) can be reduced to 

 

𝑑𝐼(𝒓, 𝒔)

𝑑𝑠
= 𝜅𝐼𝑏(𝒓) − 𝜅𝐼(𝒓, 𝒔) (3.24) 

 

where 𝐼(𝒓, 𝒔) is the radiation intensity at a given location, determined by position vector 𝒓, in 

direction 𝒔. This equation is in KFX solved by using the discrete transfer method by 

Lockwood and Shah. 

  



3 KFX 

 

30 

 

3.4.2 The Discrete Transfer Method 

The solver used in KFX when calculating radiation levels is known as the discrete 

transfer method (DTM) by Lockwood and Shah (B.E. Vembe et al., 2001). The following 

procedure is used to solve the governing equation of radiative heat transfer, equation (3.24), 

and calculate the net radiative heat flux at a specific surface or location.  

The first step in this method is discretizing the radiation space into homogenous 

surface and volume elements. The radiation space is the part of the domain where the 

radiation rays originate from, which in the simulations in this thesis is the flare flame. Rays 

are then fired in a direction determined by discretized hemispheres at the surfaces of the 

surface and volume elements. Figure 3.15 a) shows the angular discretization of the 

hemispheres in the azimuthal direction, b) shows the polar direction and c) shows the 

selection of ray directions for a single 𝑑𝜙 angular sector. 

 

a)  b)  

 

c)  

 

Figure 3.15: Angular discretization and ray representation in the DTM (Versteeg & 

Malalasekera, 2007, fig. 13.6) 

 

The angles are chosen to be divided into 𝑁𝜃 equal polar angles and 𝑁𝜙 equal azimuthal angles 

giving a total number of solid angles 𝑁Ω = 𝑁𝜃𝑁𝜙. The principle of ray tracing is then used 

through each solid angle element as shown in Figure 3.16.  
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Figure 3.16: Principle of the DTM (Versteeg & Malalasekera, 2007, fig. 13.7) 

 

The ray is traced in the direction of -𝒔𝑘 until it reaches a boundary, e. g. a solid wall, 

domain boundary etc., at 𝒓𝐿 = 𝒓 − 𝒔𝑘𝐿𝑘 such that the ray path length from the origin to the 

boundary is 𝐿𝑘 = |𝒓 − 𝒓𝐿|. The subscript k is used to indicate that a specific ray with a 

specific wave length is traced. To calculate the intensity distribution along the ray, the 

recurrence relation 

 

𝐼𝑛+1 = 𝐼𝑛𝑒−𝜅𝛿𝑠 + 𝐼𝑏(1 − 𝑒−𝜅𝛿𝑠) (3.25) 

 

is used. Here, 𝑛 and 𝑛 + 1 are used to designate the boundary locations separated by a 

distance 𝛿𝑠 for each control volume. Equation (3.25) is the analytical integral of equation 

(3.24). The initial intensity of the ray is determined at the origin or the starting surface of the 

ray given by: 

 

𝐼0 =
𝑞+

𝜋
 (3.26) 

 

where 

 

𝑞+ = 𝐸𝑠 + (1 − 𝜀𝑠)𝑞− (3.27) 

 

and the incident radiative heat flux is given by: 

 

𝑞− = ∑ 𝐼−(𝒔)𝒔 ∙ 𝒏𝛿Ω

𝑁Ω

= ∑ 𝐼−(𝜃, 𝜙) cos(𝜃) sin(𝜃) sin(𝛿𝜃) 𝛿𝜙

𝑁𝑅

 (3.28) 

 



3 KFX 

 

32 

 

Equation (3.26), (3.27) and (3.28) hence gives the boundary conditions for the surface 

element where the rays originate from or are arriving at. Here 𝑁𝑅 is the number of incident 

rays arriving at the surface element. The intensity is assumed constant over each finite solid 

angle. As can be seen from equation (3.27), the value of 𝑞+ depends on 𝑞−. This requires an 

iterative solution (unless the surface is black; 𝜀𝑠 = 1), and a value for 𝑞− is obtained after the 

first iteration. The iterations are performed until the solution converges and the negative flux 

is within a specified limit.  

The incident and outgoing radiative heat fluxes can then be calculated at desired 

surfaces or locations using equation (3.27) and (3.28). The net radiative heat flux is given as 

the difference between the fluxes.  

 

𝑞𝑛𝑒𝑡 =
𝑄𝑟𝑎𝑑

𝐴
= (𝑞+ − 𝑞−) (3.29) 

 

This is the radiation level that will be calculated at specific locations in a flaring scenario in 

this thesis. The default parameter values, such as the absorption coefficient etc., used in the 

radiation model in KFX are tuned towards the most realistic values through several field scale 

test scenarios. As the user influence of these values are limited, only default values are used in 

this thesis and the effect of changing the values has not been evaluated.  
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4 Simulations 

 

The scenario simulated in this thesis is a typical flaring situation on an offshore 

installation located in the North Sea. Radiation levels have in 2006 been measured by 

SINTEF at specific locations on the platform deck and under specific ambient conditions 

(SINTEF Energiforskning AS, 2006). The input parameters used in the simulations are 

attempted to be similar to the actual conditions during the measurements, and the measured 

levels are used as validation for the results obtained from KFX.  

 

4.1 The Flare System  

The flare system on the platform consists of two pipe-flares, one high pressure (HP) 

flare and one low pressure (LP) flare, operating at sonic and subsonic conditions respectively. 

As can be seen in Figure 4.1, the HP flare tip and stack are inclined at 68° relative to the 

horizontal plane, while the LP flare tip is pointing straight up in the z-direction. The exit 

diameters of the circular HP and LP flare tips are 0.32 m and 0.30 m, respectively.   

 
Figure 4.1: The flare system on the platform 
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4.2 Geometry and Measuring Points 

In KFX a very simplified geometry representing the platform is used, consisting of the upper 

deck, flare stack and platform legs only. The locations where radiation levels are measured 

are placed with a direct and undisturbed line towards the flare flame, and therefore it is 

reasonable to remove the process equipment without affecting the result in a significant 

manner. Figure 4.2 is displaying the geometry. 

 

 

 

Figure 4.2: KFX model of the platform 

 

The dimensions of the upper deck in x-, y- and z-direction are 80 x 120 x 10 m and the 

platform legs are stretching down to the sea surface located 42 m underneath the deck. The 

positive y-axis is pointing towards north. The radiation level measurements were conducted at 

6 chosen locations, and the type of gauge used is a so-called Schmidt-Boelter gauge. Figure 

4.3 is showing the upper deck seen from above where the 6 locations and the HP flare tip are 

indicated (SINTEF Energiforskning AS, 2006). Table 4.1 is listing the chosen KFX 

coordinates.  
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Figure 4.3: Graphical presentation of measuring point locations 

 

Table 4.1: KFX coordinates of flare tips and measuring point locations  

Measuring point # x y z 

1 -44.3 41.9 4.0 

2 -29.3 26.9 11.6 

3 -25.3 10.6 3.0 

4 -46.3 -57.9 15.6 

5 -58.3 23.9 28.0 

6 -43.8 -24.9 13.0 

HP flare 0 0 53.3 

LP flare 0 -0.6 53.2 

 

As is seen in the table, the origin of the chosen KFX coordinate system is set to the same 

elevation as the upper deck surface, right underneath the HP flare tip. The measuring points 

are spread around the deck, at different elevations. 
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4.3 Parameter Values 

To limit the degree of uncertainty when trying to replicate the conditions at the 

specific time the measurements were taken, it is important to use correct input parameter 

values in KFX. Most of the applicable values were given in the report from SINTEF, and 

some of these can be directly inserted in KFX. The given parameter values are listed in Table 

4.2. 

 

Table 4.2: Given parameter values from SINTEF (SINTEF Energiforskning AS, 2006) 

Ambient conditions: 𝑀∞ 28.97 kg/kmol 

 𝑅𝐻 60 % 

 𝑇∞ 10 °C 

 𝑈∞ 8 m/s 

 Wind direction 210 ° (from north) 

HP flare: 𝑑𝑗 0.32 m 

 LHV 46.4 MJ/kg 

 𝑀𝑗 23.45 kg/kmol 

 𝑚̇𝑗 45.3 kg/s 

 𝑇𝑗 52 °C 

LP Flare 𝑑𝑗 0.3 m 

 LHV 46.4 MJ/kg 

 𝑀𝑗 29.0 kg/kmol 

 𝑚̇𝑗 2.8 kg/s 

 𝑇𝑗 52 °C 

 

Some of the parameters have been dedicated a subchapter each for a detailed explanation. 

 

4.3.1 Release Areas 

As the HP flare is operating at sonic conditions, the characteristics of the equivalent jet 

exit described in chapter 3.2 have to be found. This is not relevant for the LP flare, which is 

subsonic, and the release area is equal to the area of the flare tip exit. The equivalent area of 

the HP flare is in KFX calculated to be 0.1586 m
2
. This is the area that the release cell design 

must be based on. Using equation (3.10) and (3.13) inserting the inclination of 68° and the 

equivalent area, the release cell areas for the two types of release cells can be calculated: 

 

Classic release cell: 𝐴𝑧 =
0.1586

sin(68)
= 0.171 𝑚2 (4.1) 

  

Supercell: 𝐴𝑥 = 𝐴𝑧 =
0.1586

𝑐𝑜𝑠(68) + 𝑠𝑖𝑛(68)
= 0.122 𝑚2 (4.2) 
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4.3.2 Wind Profile 

The wind velocity 𝑈∞ was in the SINTEF report given to be 8 m/s at elevation 112 m 

above the sea surface, with direction 210° from north, i.e. from the southwest. To simulate 

realistic wind behavior KFX applies a logarithmic wind profile in the calculation domain. The 

user has to specify the wind velocity components in x- and y-direction, 10 m above the sea 

surface, to define a correct profile. The profile of the wind velocity, varying with height z, is 

developed using Monin-Obukhov similarity theory and is given by (Monin & Obukhov, 

1954): 

 

𝑈∞(𝑧) =
𝑈∗

𝜅
[ln (

𝑧

𝑍0
) + 5

𝑧

𝐿
− 5

𝑍0

𝐿
] (4.3) 

 

Here, 𝑈∗ is the friction velocity defined by 𝑈∗ = √𝜏𝑤/𝜌, 𝜅 = 0.41 is the von Karman’s 

constant, 𝑍0 is the surface roughness length and 𝐿 is the Monin-Obukhov length. The value of  

𝑍0 for a calm sea surface is 0.0002, which is the used value in the simulations (Jacobson, 

2005, p. 234). The Monin-Obukhov length is a measure of the stability of the atmosphere, and 

for neutral conditions 𝐿 should be infinitely large (Barratt, 2013, p. 36). In the simulations, 

this value is therefore set to 10 000. 

To calculate the x- and y-components of the wind velocity at 10 m above sea surface, 

the total velocity at 10 m has to be determined. The velocity of 8 m/s measured at 112 m 

above sea surface is used to find 𝑈∗, as this value is constant for all heights. Rearranging 

equation (4.3) and performing some intermediate calculations the equation gives 𝑈∞(10) =

6.52 m/s. Decomposing this value gives 𝑢∞(10) = 3.26 m/s and 𝑣∞(10) = 5.64 m/s in the 

x- and y-direction, respectively. These are the input velocities used in the simulations in KFX. 

 

4.3.3 Relative Humidity 

The relative humidity 𝑅𝐻 of ambient air during the measurements is given to be 60 %. 

Humid air reduces the radiation levels because of absorption by the water vapors. The 

inclusion of relative humidity when extracting radiation levels in KFX is applied through a 

scaling factor called the transmissivity factor 𝜏. The factor is defined as: 

 

𝜏 = 0.79 (
3000

𝑅𝐻 ∙ 𝐷
)

1
16

 (4.4) 

 

where D is the distance from the measuring point to the flare flame centroid (Brzustowski & 

Sommer, 1973). The flame centroid is in KFX determined based on the center of gravity of all 

sources in the energy equation in the radiation space, i.e. inside the flare flame. The factor is 

quantifying how large fraction of the total radiation from the flare flame is transmitted 

through the humid air without being absorbed. For RH = 60 the variation of τ has been 

plotted as a function of D, seen in Figure 4.4. 
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Figure 4.4: 𝜏 as a function of distance 

 

It is seen that further away from the flame centroid than 50 meters, which all of the measuring 

points are, the radiation levels must be scaled by a factor of 0.8 or lower.  

 

4.3.4 Molecular Weight and Lower Heating Value 

In KFX the lower heating value (LHV) of the fuel is calculated based on the 

composition of the fuel gas. The composition of the fuel gas during the measurements is 

unfortunately not known. To obtain the specified molecular weight combined with the 

specified LHV as given in Table 4.2 for the fuel gas of the two flares, an educated guess on 

gas composition had to be made. Natural gas from the North Sea usually consists of mainly 

methane, with smaller amounts of heavier hydrocarbons, nitrogen and carbon dioxide, so this 

was the starting point. After performing manual iteration, as close values as possible were 

obtained. The result is shown in Table 4.3. 

 

Table 4.3: Fuel gas composition used in KFX 

 HP flare (vol. %) LP flare (vol. %) 

𝐶𝐻4 70.0 60.0 

𝐶2𝐻6 15.0 5.0 

𝐶3𝐻8 3.6 16.0 

𝐶4𝐻10 9.1 17.9 

𝐶𝑂2 1.6 0.1 

𝑁2 0.7 1.0 

𝑀𝑗 (kg/kmol) 23.46 28.99 

LHV (MJ/kg) 46.42 46.77 
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The fact that the gas composition is estimated is obviously a source of error, as the 

concentrations of species can affect the radiation level from the flame. The species with the 

greatest influence are soot, H2O and CO2 and depending on the gas composition, these 

combustion products are formed in various amounts.   

 

4.4 Case Setup 

 

4.4.1 Introductory Remarks 

Simulating a flare system consisting of two flares demands a finer grid around the 

releases compared to simulating only one flare. When the released flow in addition is 

inclined, as is the case for the fuel flow from the HP flare, awareness of a common numerical 

error is important. The second order upwind differencing scheme as is used in KFX might 

cause the distribution of the transported properties to become smeared in the regions 

involving inclined flows, leading to physically incorrect results. This phenomenon has a 

diffusion-like appearance, and is called false diffusion (Versteeg & Malalasekera, 2007, p. 

150). This type of error can be reduced in three ways; using a finer grid, change the 

differencing scheme or rotate the grid to be aligned with the inclined flow.  As the two latter 

are not recommended to do in KFX, refining the grid is the only applicable action that can be 

carried out. 

The reason for being aware of this type of error when selecting the grid configuration 

of the cases simulated in this thesis is because the real locations of the HP and LP flares are 

very close to each other. This gives reason to believe that it might be hard to find a fine 

enough grid to fully resolve the HP and LP flare flames without merging them into one flame, 

while at the same time maintain an acceptable simulation time. As will be discussed later, it is 

known in advance that the flames were distinctly separated into two flames when the 

measurements were conducted. Having this knowledge, simulations have been conducted in a 

logical order, focusing on grid configuration. At first, the two flares have been simulated 

separately. Then, the two flares have been simulated simultaneously with actual locations 

starting with a coarse grid which then has been refined around the releases by dividing the 

release cells into multiple cells. In addition, two cases where the two flares are moved further 

apart from each other have been tried. The different cases and their setup will in the following 

be presented.   

 

4.4.2 Domain Boundaries 

For all cases simulated in this thesis the domain boundaries listed in Table 4.4 are used. The 

boundaries are chosen in such way that the flow in the domain has enough space both 

downstream and upstream the platform to fully develop and resolve any wakes downstream 

the platform. The preliminary number of control volumes in the domain is 1.6 million for all 

cases, and the effect of reducing the number of cells is investigated in chapter 5.3.1. 
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Table 4.4: Calculation domain boundaries 

 x (m) y (m) z (m) 

Lower boundary -250 -150 -42 

Upper boundary 300 150 200 

 

4.4.3 Actual Flare Locations 

The first cases run in this thesis are aiming at keeping the locations of the two fuel discharges 

at actual locations according to the coordinates listed in Table 4.1, being (0, 0, 53.3) and  

(0, -0.6, 53.2) for the HP and LP flare, respectively. A 3D model showing the position of the 

releases, represented by the yellow cells, together with the clearly inclined stack is seen in 

Figure 4.5, both from the side and from above. The stack is built up by green, blue, brown and 

pink cells, which have different properties according to how the flow is passing through them. 

The stack is in reality a cylinder, and to create this by using rectangular cells the cells are 

letting the flow through in various amounts and in different directions. 

 

It is seen from the wind indicator that the LP flare flame will be blown straight into the HP 

flare flame. This might influence whether it is possible to obtain a fine enough grid resolution 

to avoid false diffusion while at the same time keep realistic locations and acceptable 

simulation time. The cases listed in Table 4.5 are the release cell configurations used in the 

attempt of keeping actual locations, and refining the grid by subdivide the release cells into 

smaller control volume cells. 

  

  
a) b) 

 

Figure 4.5: Graphical presentation of release cell setup 
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Table 4.5: Setup of release cells 

Case # # of HP flare cells # of LP flare cells Cell type 

1 1 - Supercell 

2 - 1 Supercell 

3 1 1 Supercell 

4 1 1 Classic release cell 

5 9 4 Classic release cell 

6 16 9 Classic release cell 

 

Figure 4.6 shows what the yellow release cells in Figure 4.5 looks like when being 

subdivided into smaller cells. Note that the classic release cell and supercell does not have the 

same release area due to different air entrainment, in addition to the fact that the supercell is 

using both 𝐴𝑥 and 𝐴𝑧 instead of just 𝐴𝑧 when the discharge is inclined, as for the HP flare. 

 

  

a) Classic release cell b) Supercell 

 

   

c) 4 cells d) 9 cells e) 16 cells 

Figure 4.6: Subdivision of release cells  

 

In line with the release cell sensitivity test described in chapter 3.3.1, cubic cells have been 

used when only 1 cell is representing the release, and rectangular cells with increased length 

in z-direction are used when subdividing the release into more than 1 cell. 

Case 1 and 2 simulates the HP and LP flare separately. This is done to see how the 

flare flames are behaving when not affecting each other. Simulating only one flare at the time 

allows for coarser grid, and that is why only 1 release cell is used for each flare.  

In case 3 to 6 the two releases are simulated simultaneously. Case 3 and 4 was set up 

using only 1 cell for the HP flare and 1 for the LP flare, so this grid is also coarse. Case 3 is 

using supercells and case 4 is using classic release cells, and this is done to reveal differences 

between the cell types. It is not expected that these grids will be fine enough to resolve the 

velocity gradients of the flare flames sufficiently. To make a finer grid, case 5 and 6 are using 
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9 and 16 classic release cells for the HP flare together with 4 and 9 classic release cells for the 

LP flare, respectively. The reason for using classic release cells when using more than 1 cell 

is that if supercells are used, the mass flow in x-direction will be flowing into another 

supercell. This is not recommended, as it may result in un-physical behavior. This is only a 

problem for inclined releases, which is applicable for the HP flare. 

A special case has also been set up, with the configuration as seen in Figure 4.7. The 

locations of the flares are still actual locations. 

 

 

a) 3D model b) Division of release cells 

Figure 4.7: Special case 

 

In this case, both the velocities and release areas of the HP flare have been decomposed to one 

horizontal and one vertical component. This is modeled using one plane normal to the x-

direction and one plane normal to the z-direction, both built up by 9 classic release cells each. 

The areas and velocities are matched such that the total mass flow is correct, and the release 

obtains the right inclined direction. The LP flare is modeled using 4 cells. This case is set up 

to find out if it is possible to make other configurations than subdivision of the classic release 

cell, and what effect this has.  

 

4.4.4 Adjusted LP Flare Locations 

Two cases have been run with adjusted locations of the LP flare. The HP flare is still 

located at the actual coordinates and consists of 9 classic release cells, while the LP flare 

consist of 4 classic release cells. The LP flare is moved trying to avoid the flame from 

blowing directly into the HP flare flame, and increasing the distance between the flares will 

also reduce the possibility of false diffusion. The two new LP flare locations with new 

coordinates are shown in Figure 4.8. 
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a) LP = (-1.5, -0.6, 53.2)  b) LP = (0, 0.6, 53.2) 

Figure 4.8: Adjusted locations for LP flare 

 

In the case seen in Figure 4.8 a) the LP flare is moved 1.5 m in the negative x-direction. The 

case seen in b) is mirrored compared to actual locations as the LP flare is moved to 𝑦 = 0.6 

instead of the original 𝑦 = −0.6. The latter is done to see the effect of moving the LP flare 

downstream of the HP flare relative to the wind, without increasing the distance. All other 

characteristics of the release are naturally kept equal to the cases with actual locations. The 

effect of moving the LP flare will be discussed when presenting results in the next chapter. 
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5 Results 

 

5.1 Flare Flames 

When using CFD to simulate a scenario, one key issue is to find out if the results are 

realistic or not. There are many ways of doing this and a starting point can be to look at 

visible phenomena. During the radiation level measurements used in this thesis, a picture of 

the flare flames was taken from measuring location number 5. The picture is seen in Figure 

5.1. 

 

 

Figure 5.1: Picture of flare flames during measurements (SINTEF Energiforskning AS, 2006, 

fig. 38) 

 

Even though the picture does not give an accurate impression of depth, it is clearly seen that 

the LP flare flame lays lower than the HP flare flame and the two flames are distinctly 

separated. This is probably happening because the LP flame has lower momentum than the 

HP flame, and is therefore more affected by the wind causing it to bend in the wind direction. 

As the HP flare stack is inclined, the flame will bend more in the inclined direction, and it is 

also less affected by the wind because of higher momentum. To get an impression of whether 

KFX produces realistic flames, the flame shapes and locations should be similar to the flames 

in the picture. It is given in the SINTEF report that the flame length of the HP flame is 50 m 

with uncertainty + 20 % / - 15 % and the length of the LP flame is 15 m +/- 10 % (SINTEF 

Energiforskning AS, 2006).  
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To investigate the flames from the simulations, an isosurface of temperature 800 K is 

plotted for the different cases, as this temperature will represent a visible flame. The view 

angle of the plots is attempted to be similar to the view angle in the picture showing the real 

flames. Figure 5.2 shows the separately simulated HP and LP flares, combined in one picture.  

 

 

Figure 5.2: Separately simulated HP and LP flare flames combined in one picture 

 

The figure clearly shows that KFX is able to capture the fact that the LP flare flame is located 

lower than the HP flare flame, when the flares are simulated separately. The simulated lengths 

of the HP and LP flames is 55 m and 14.5 m respectively, which both are within the 

uncertainty interval given by SINTEF. Figure 5.3 shows the results when the two flares are 

simulated simultaneously, located at actual locations.  

 

  
a) HP = 1 supercell, LP = 1 supercell b) HP = 1 classic cell, LP = 1 classic cell 
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c) HP = 9 cells, LP = 4 cells 

 

  
d) HP = 16 cells, LP = 9 cells e) HP = 9 + 9 cells, LP = 4 cells 

Figure 5.3: Flames when HP and LP flare are simulated simultaneously, at actual locations 

 

As seen in the figure, none of the cases were able to capture the fact that the two 

flames are separated. Other temperatures than 800 K has also been investigated leading to the 

same result. The flame in the special case using 9 + 9 cells for the HP flare stands out by 

being wider than the other flames. This is also the where a contour resembling the LP flame is 

showing. The two cases run with adjusted location of the LP flare resulted in the following 

flames: 
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a) LP = (-1.5, -0.6, 53.2) b) LP = (0, 0.6, 53.2) 

Figure 5.4: Flames with adjusted LP flare locations 

 

When moving the LP flare further away in x-direction, as in LP = (-1.5, -0.6, 53.2) it is seen 

in a) that this distance actually is enough to clearly see the separation effect. The tip with 

location LP = (0, 0.6, 53.2) is not moved further away from the HP flare compared to actual 

locations, it is just moved downstream the HP flare relative to the wind. The LP flame is 

therefore not blown into the HP flame. It is seen from Figure 5.4 b) that this is not sufficient 

to capture the separation effect even though an incipient lump is showing. It appears like there 

has to be at least 5 control volumes between the HP and LP flare to capture the separation 

effect. Keeping actual locations, refining the grid to a level where there is 5 control volumes 

between the two flares would result in an unacceptable long simulation time. Since the focus 

of this study is radiation modeling, trying to obtain the flame separation effect is not pursued 

further. 

 

5.2 Radiation Levels 

Table 5.1 is listing the radiation levels measured by SINTEF at the 6 different 

measuring locations.   

 

Table 5.1: Measured radiation levels (SINTEF Energiforskning AS, 2006) 

Measuring point # Measured value (kW/m
2
) 

1 2.76 

2 3.71 

3 2.93 

4 1.57 

5 2.72 

6 1.85 
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To compare the simulated radiation levels to the measured levels, the results are 

presented in a column chart. Figure 5.5 and Figure 5.6 shows the radiation levels and 

deviations at each measuring point of the cases with actual flare locations. The legend 

indicates what release cell configuration is used, and the first two cases are marked with S and 

C meaning supercell and classic release cell, respectively.  

 

 
 

Figure 5.5: Radiation level, actual locations 

 

 
 

Figure 5.6: Deviation, actual locations 

 

The first interesting result is the comparison between the two cases using only 1 cell 

for each flare. It was expected that these two cases would have a larger deviation between 

simulated and measured radiation levels compared to using more cells, but it is surprising that 

the case using 1 supercell resulted in a much larger deviation than using 1 classic release cell. 

As the recommended cell type is the supercell, it was expected that the classic release cell 

would provide a poorer compliance with the measured values, not the other way around. The 

grid resolution using the classic release cell is also coarser compared to using the supercell. A 

possible reason for the deviation between the two cell types can be related to how the cell 

types are optimized. As the supercell is optimized with respect to fires inside modules, and 
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not flaring scenarios, it can be that the optimization is sacrificing accuracy when modeling 

inclined flares. Also, when investigating the flames in these two cases more closely, it is seen 

that the flame when using 1 supercell is slightly larger than using the classic release cell. This 

small increase might be enough to cause higher radiation levels. As the two different cells are 

treating the entrainment of air differently, deviations naturally follow, even though the 

deviation was unexpectedly large. Note that all cases using more than 1 cell are built up by 

classic release cells. 

It is seen in the charts that using 9 and 16 cells for the HP flare together with 4 and 9 

cells for the LP flare gives very similar results. This is in accordance with what was 

discovered in the release cell sensitivity test, described in chapter 3.3.1. These two 

configurations are also the ones with smallest deviation compared to the measured values. As 

these are the cases with the finest grid refinement, it was assumed that they would have the 

lowest deviation, but being almost 0 at measuring point 1 and 6 exceeded the expectations. 

The special case, with 9 + 9 cells for HP flare and 4 cells for LP flare gives a deviation 

between the two cases using only 1 cell for each of the HP and LP flare. The coarseness of 

this grid is closer to the coarseness of using 9 cells for the HP flare and 4 for the LP than 

using only 1 cell. As the flame in this case was very wide compared to the other cases, this 

might cause a higher radiation level, leading to the large deviation.  

Measuring point number 4 and 5 stands out by having the largest deviation in all cases. 

A possible reason for why the measured radiation level in measuring point 4 is lower than the 

simulated level in KFX is related to how the flare stack is modeled. In KFX the stack is quite 

thin, to avoid shielding effects on the deck. In reality, the stack might be equipped with 

shielding constructions, e.g. the access platform seen in Figure 5.1, but this is not taken into 

account in KFX because of lack of details. As measuring point number 4 is located behind the 

flare stack, relative to where the flare flame is positioned, it might be larger shielding effects 

from the stack in reality than in the simulations, resulting in lower measured levels compared 

to simulated levels. The reason for the high deviation in measuring point number 5 is more 

uncertain. There is no obvious reason that stands out as a possible source of error, and the 

deviation may be caused by a number of minor error sources. These are all discussed in 

chapter 5.4.  
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Figure 5.7 and Figure 5.8 shows the results of the two cases with adjusted LP flare 

locations.  

 

 
 

Figure 5.7: Radiation levels, adjusted locations 
 

 
 

Figure 5.8: Deviation, adjusted locations 

 

The release cells in these two cases have the exact same configuration as the case where the 

HP flare consist of 9 classic release cells and the LP flare consist of 4. It is seen that moving 

the LP flare leads to higher deviation between measured and simulated radiation levels. As 

the location of the LP flare is no longer in accordance with reality, a larger deviation is 

expected, but with the largest deviation being 24.6% it is still considered to be in relative 

good compliance with measured levels. 
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5.3 Simulation Time 

It has been emphasized in this thesis that the simulation time is an important aspect 

when using CFD. Table 5.2 shows the simulation time for the simulated cases with actual 

locations of the flares, having 1.6 million control volume cells in the domain. 

  

Table 5.2: Simulation time  

Case # # of HP flare cells # of LP flare cells Cell type Time (hours) 

1 1 - Supercell 19 

2 - 1 Supercell 2 

3 1 1 Supercell 30 

4 1 1 Classic release cell 16 

5 9 4 Classic release cell 45 

6 16 9 Classic release cell 68 

Special 9 + 9 4 Classic release cell 127 

 

It is seen that using 1 supercell for each of the HP and LP flares takes twice as long time 

compared to using 1 classic release cell. For the other cases, the simulation time is increasing 

with increased number of release cells, which was expected. The special case took 

inexpedient long time to run, compared to all other cases. 

 

5.3.1 Number of Control Volume Cells 

The reason for choosing 1.6 million control volume cells in the simulations in this 

thesis is based on the analysis conducted in the specialization project that this thesis is a 

continuation of (Bjørnæs, 2015). It was desired to start with a high number of control volume 

cells, and focus on release cell modeling before trying to reduce the total number of cells in 

the domain. In this thesis, no geometry on the deck has to be resolved, and this allows for a 

very coarse grid far away from the flare flame. If there was any geometry other than the flare 

stack or the stack was higher etc., it is assumed that at least 1.6 million cells are needed.  

The simulation time can be reduced by decreasing the number of cells, and a 

sensitivity test has been performed on this matter.  The chosen case is the one using 9 classic 

release cells for the HP flare and 4 for the LP flare. Radiation levels have been plotted at the 

upper deck along three different y-axes; 𝑦 = −20, 𝑦 = 0 and 𝑦 = 20, as shown in Figure 5.9. 
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Figure 5.9: Locations for radiation level plots with reduced number of CV cells 

 

The number of control volume cells has been reduced two times, to 1 million cells and 

0.7 million cells. Figure 5.10 shows the resulting radiation levels for the three different 

configurations, where the legend indicates the number of control volume cells given in 

millions.  

 
Figure 5.10: Radiation level comparison when reducing the number of CV cells 
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It is seen that reducing the number of control volume cells does not impact the 

resulting radiation levels along 𝑦 = −20 and 𝑦 = 20. In the centerline, 𝑦 = 0, on the other 

hand, a characteristic dip is shown, and there is also a deviation between 1.6 million cells in 

one side and 0.7 and 1 million on the other. The dip is caused by shielding effects from the 

stack. The reason for the deviation is related to how the stack is modeled when the number of 

control volume cells is reduced. As fewer cells are present in the domain, the stack is built up 

by larger cells causing it to appear bigger than it really is. This results in larger shielding 

effects and hence lower radiation levels. This is a good example of the effect fewer cells 

exerts on geometry, and it is clear that if any geometry on the deck were to be resolved, it 

would be necessary to use more cells. None of the 6 measuring points are affected by this 

phenomenon, and the radiation levels are close to identical in the three cases for all measuring 

points, as seen in Figure 5.11.  

 

 
 

Figure 5.11: Radiation level comparison when reducing the number of cells 

 

As expected, the simulation time is greatly reduced when reducing the number of 

control volume cells. The result is shown in Table 5.3, and the time when using 0.7 million 

cells is lower than a third of the time when using 1.6 million cells.    

 

Table 5.3: Simulation time when reducing the number of cells 

 # of CV cells (mill.) Time (hours)  

 0.7 13  

 1 22  

 1.6 45  
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5.4 Discussion 

Even though the simulated flare flames did not coincide with the real flames, the 

deviations between measured radiation levels and simulated levels are generally very small. 

For all cases the deviation lies between -5 % and +18 % at all measuring points, except 

measuring point number 5. It does not seem like the fact that KFX did not fully resolve the 

separation effect between the flames had a large impact on the resulting radiation levels. 

However, a discussion of factors that may have impact on the deviations will now follow. 

 

Fuel gas 

composition: 

As stated in the presentation of parameter values, the fuel gas 

compositions was not given in the report from SINTEF. Approximated 

values are therefore used in the simulations, in compliance with the 

given molecular weight and lower heating value. How the selected 

composition affect the radiation levels are not known, but are considered 

to be a minor source of error. 

 

Mass flow of fuel 

gas: 

The fuel gas mass flow of the HP and LP flare has been given by 

SINTEF to be 45.3 and 2.8 kg/s, respectively. These are the values used 

in the simulations. However, these values are calculated based on 

pressure drop over the flare tips. It is not given how large the uncertainty 

interval of the calculations is, it is only stated that the values are 

estimated with a high degree of certainty.  

 

Wind: The wind direction used in the simulations is set to 210° from North. 

This is the given direction that is assumed to be correct when the 

measurements were taken. However, it is stated in the report from 

SINTEF that the wind was varying in the interval 210 to 220° during the 

whole test. The actual wind direction is therefore a source of uncertainty. 

Also, the convective cooling effect the wind exerts on the radiation flux 

gauges is not known.   

 

Gauge 

orientation: 

When setting the view angle of the radiation flux gauges, it is important 

that they point towards the flame centroid to obtain a high degree of 

accuracy. The gauges were during measurements pointed towards a 

calculated flame centroid of the HP flare flame, and there is uncertainty 

connected to the accuracy of this orientation. The gauges were not 

adjusted after the flare was lit. It is stated in the report that this will have 

an insignificant impact on the radiation result.  

 

The total effect of these minor sources of error will naturally cause deviations between the 

calculated radiation levels and the measured levels to various extents. Overall the deviations 

between measured and simulated radiation levels are however within an acceptable range.     



 

 

 

  



 

57 

 

6 Conclusion 

 

The objective of this thesis was to determine an optimal approach of modeling thermal 

radiation from a flaring scenario in KFX. Concluding that an approach is optimal depends on 

the desired level of accuracy. Measured radiation levels from a real flaring scenario consisting 

of two pipe-flares have been used as reference and different modeling approaches resulted in 

different degrees of deviation. The main workload when using KFX is defining the scenario 

by choosing input parameters and grid configuration, and trying to replicate exact conditions 

as during the measurements has been attempted. While keeping the carefully selected input 

parameters constant, different approaches related to grid configuration and refinement have 

been investigated to obtain a solution as accurate as possible.  

The radiation level results obtained from the simulations in KFX correspond well with 

the measured levels. It is a clear connection between the refinement of the grid and accuracy. 

The finest grid resulted consistently in the lowest deviation for all measuring points. The 

largest deviation was found in the case where 1 supercell was used to represent each of the 

two flares. If a rough estimate of radiation level is desired, 1 cell can be used, but according to 

the results of the cases simulated in this thesis the classic release cell should be chosen over 

the supercell. A special case tried in this thesis, building the HP flare up by two planes, 

instead of regular subdivision of cells, did not result in any smaller deviation. Also, the flare 

flame in this case looked quite unrealistic and the simulation time was very long, so this 

approach is not recommended. As the two cases using 9 and 16 cells for the HP flare provided 

almost equal radiation levels, 9 cells should be the preferred choice as this took half the time 

to run. To reduce the simulation time even further, the number of control volumes could in 

this case be reduced without affecting the resulting radiation levels.   

The approach concluded optimal in this thesis is applicable for the specific scenario 

simulated here. To the general case, it is not necessarily 9 cells that is the best choice 

regardless of the flare properties. However, in general it can be concluded that the accuracy of 

the simulated radiation levels will depend on the refinement of the release cells. Many small 

cells give better accuracy compared to few big cells. Conducting a release cell sensitivity test 

is recommended as a necessary procedure regardless of flaring scenario, to improve accuracy.    

 

6.1 Further Work 

The reason for simulating a flare system built up by two pipe-flares in this thesis is 

related to the availability of measured radiation levels. If a flare having a multiple nozzle tip 

were to be simulated, even higher requirements of grid refinement would possibly apply. This 

has not been investigated due to the lack of measured values with accompanying ambient 

conditions. Simulating a flare system containing a multiple nozzle flare could therefore be 

subject to further work.   
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Appendix A  Sensitivity Tests 

 

A.1  Restart Files 

When running a simulation in KFX, it is possible to specify a certain time interval for 

when restart files should be saved. A restart file allows the user to restart the simulation at a 

specific time, instead of running the whole simulation from start. A problem using these files 

was discovered early in the simulations performed in this thesis. A sensitivity tests were 

therefore conducted on the same random case as in the release cell sensitivity test described in 

chapter 3.3.1, using 1 rectangular supercell with size 0.6332 x 0.6332 x 1.2664 m.  

Radiation levels were extracted 100 m underneath the flare tip when the simulated 

time had reached 90 seconds. A restart file was also saved at 90 seconds. According to 

common practice, it should then be possible to restart the simulation at 90 seconds, and 

immediately extract results that would be equal to the ones obtained running the full 

simulation. This is often done for various reasons. Figure A.1 shows extracted radiation levels 

at some specified times for the first run of the full simulation. 

 

 

 

Figure A.1: First run of full simulation 

 

It is clearly seen that the solution has converged, and is constant already from 60 seconds. It 

was then tested to restart the simulation at 90 seconds, and immediately extract radiation 
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levels at the same locations, without doing any changes other than restart the simulation. The 

result is seen in Figure A.2. 

 

 

 

Figure A.2: Results at t = 90s for first run and restarted simulation 

 

The radiation level extracted after restarting the simulation is clearly not the same as when 

running the full simulation. Further tests were conducted to investigate the problem.  
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Figure A.3: Results at different times using restart file 90 

 

As seen from Figure A.3 the simulation had to simulate at least 5 seconds more to converge 

towards the original solution from the first run. At 91 seconds, the solution is lower, at 93 

seconds the solution is higher, but at 95 and 100 seconds the solution is the same as in the first 

run.  

The reason for this happening is that when the user restarts the simulation, KFX 

conducts one iteration before checking if the maximum time is reached. The data from the 

restart file is the input data for the restarted simulation and once the iterations has started it 

takes some time before the solution is stabilized again. This is caused by a variable that is not 

stored in the restart file, and has to be calculated all over again if the iterations start. To avoid 

the problem, it was discovered that KFX checks if the maximum time step is reached before 

conducting an iteration. If maximum time step is set to 0, before restarting the simulation, 

KFX will immediately save the stored radiation levels from the restart file, and the same 

result as in the first run is obtained. This was fortunately discovered early in this thesis. 
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A.2  Courant Number 

As described in chapter 3.1.3, the maximum Courant number criterion determines the 

size of the time steps used in the simulations in KFX. As ComputITs recommendation for 

maximum values used in flaring scenarios are in the interval 10 to 20, both these values are 

tested, to reveal its influence on radiation results. A higher Courant number leads to shorter 

runtime of the simulations, which is the reason for wanting to keep the number as high as 

possible. The test was conducted on the same random case as the release cell sensitivity test, 

using 9 rectangular cells to represent the fuel discharge.  

 

 
Figure A.4: Results using Courant number 10 and 20 

 

As seen in Figure A.4 the radiation level is not influenced by the choice of Courant number. 

The simulation with Courant number 20 ran twice as fast as the one using 10. It is concluded 

from the test that Courant number 20 will be used for the simulations in this thesis.    
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A.3  Number of Ordinates 

In KFX the user must specify where it is desired to calculate the radiative heat flux. It 

would be very computational intensive to calculate the flux in all free flow cells, since only 

the intensities of the rays are needed to obtain a solution. There is a special built-in feature in 

KFX called bullet monitors which works by storing intensities on spherical surfaces. These 

surfaces are discretized in the same way as represented in Figure 3.15 and the fluxes are 

calculated using vector multiplication. It is important to choose how many ordinates, i.e. the 

number of solid angles the bullet monitors should be discretized into, to capture enough rays 

to get an accurate solution 

A sensitivity test regarding the number of ordinates has been conducted. In addition to 

choosing the number of ordinates, it is also possible to enable an adaptive trace of the rays. 

The adaptive trace is a new function in KFX, and it means that fewer ordinates are required to 

capture the solution than before, as the rays are directed towards the flare flame. The 

sensitivity test to ensure that a sufficient number of ordinates is chosen has been performed on 

the same case as above using 9 rectangular release cells. The resulting radiation levels are 

shown in Figure A.5.  

 

 
 

Figure A.5: Result of the sensitivity test of choosing the number of ordinates 

 

When using 800, 2000 and 4000 ordinates, the adaptive trace function were enabled. 

Using 8000 ordinates the adaptive trace function were disabled. It is a clear distinction 
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between using 8000 on one side and 800, 2000 and 4000 on the other.  It is desirable to have 

as smooth curves as possible.  

The fact that 8000 ordinates predict higher radiation levels than 800, 2000 and 4000 

may be caused by the weighing of the rays. When the adaptive trace in disabled, it is random 

how many rays actually hit the flare flame. The rays that actually hit the flame will then 

represent a bigger solid angle, and if the rays hit the flame edge, the contribution may be 

unrealistically high. The conclusion of this test is therefore to use 2000 or 4000 ordinates with 

adaptive trace enabled as these have the smoothest curves. Since the bullet monitor files 

requires a lot of storage space, and it takes more time to calculate the higher number of 

ordinates, 2000 is used in the simulations in this thesis. The deviation between 2000 and 4000 

is so small that it does not outweigh the space and time needed using 4000 ordinates. 

 


