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Abstract

Safety-instrumented systems are used in industries to prevent the development of a process up-
set into an accident. For most processes, the desired response in the case of a process upset is to
shutdown the process, and most safety-instrumented systems are designed so that this state is
achieved in response to also specific item failures or loss of power. The side-effect of such fail-safe
design may be that the safety-instrumented system is prone to spurious activation, meaning that
the normal operation of the process may be interrupted in an untimely manner. In the design of
a safety-instrumented system, it is therefore important to quantify the rate of spurious activa-
tion and to check the need for additional measures to ensure a stable as well as safe operation of
the process. Unfortunately, weaknesses have been identified in formulas for spurious trip rate,
and the aim of this paper is to present a further development of currently available analytical
formulas. The paper builds the new formulas on a thorough discussion of the concepts of spu-
rious activation, failure classification, and failure propagation in a safety-instrumented system.
The proposed formulas are compared with existing ones for selected architectures, and some
conclusions are drawn.

Keywords: Spurious activation; Spurious operation; Spurious trip rate (STR);
Safety-instrumented system (SIS); Systematic failure, Common cause failure (CCF)

1. Introduction

Safety is a concern for complex and hazardous processes and equipment where process upsets
can result in damage to humans, the environment, or material assets of high value to the society.
To reduce the risk to an acceptable level, it is necessary to introduce various technical, organiza-
tional, and human measures to either prevent or mitigate the consequences of hazardous events.
In the process industry, dedicated safety-instrumented systems (SISs) are installed to respond
automatically or in response to manual initiation under hazardous situations. A SIS comprises (i)
sensors or manual initiators, used to detect or alert about the hazardous event, (ii) programmable
logic solver(s), used to decide on how to respond, and (iii) final elements, such as valves, breakers,
and switches which interact with the process to achieve or maintain a safe state. Fig. 1 shows a
simplified safety-instrumented system.

The SIS is usually designed for fail-safe operation, meaning that the safe state is achieved in
response to loss of power and specific fault conditions (e.g., loss of communication and signal
out of range). This is a favorable design principle as long as the safe state is well defined and the
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Figure 1: Reliability Block diagram of a SIS
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same under all relevant modes of operation. For process industry, the safe state has traditionally
been regarded as the state where the production is stopped, but this is not without exceptions.
For subsea oil and gas production and processing facilities, the safest state may sometimes be to
maintain production, rather than shutting down, due to the risk of major damages and loss of
containment during the shutdown and restarting. In the design of a SIS, it is therefore important
to not only consider the ability to perform when demanded, but also to the ability to enter a safe
state upon defined fault conditions. As the two measures may put preference to different design
solutions, it is necessary for system designers to balance the two to achieve the highest overall
level of risk reduction.

While reliability measures and formulas in key standards of SIS are rather well defined for
determining the ability of the SIS to function when demanded, no or very limited attention is
given to spurious activations and the calculation of spurious activation (trip) rate. IEC 61508 [1],
the generic standard for SISs, considers all spurious activations as safe failure and suggests no
quantification of these. IEC 61511 [2], the process sector standard developed with basis in IEC
61508, suggests that the maximum allowable spurious trip rate (STR) is to be calculated, but gives
no further advice on how. Some guidelines and industry practices, like the PDS method [3] and
ISA TR 84.00.02 [4], have proposed formulas for quantifying the rate of spurious activations, but
they are based on slightly different assumptions. Lundteigen and Rausand [5] did a thorough re-
view of the treatment of spurious activations, but they did not consider the possibility of needing
different types of formulas for different SIS subsystems. Even though formulas are developed on
the basis of having a clear idea of what to include in the failure rate estimation, there are differ-
ent views on failure classifications (e.g., [1, 3, 6]), for example on the definition of systematic and
random hardware failures, and whether to include the contribution from both types or only the
latter. This lack of clarity is not only relevant for spurious activation analysis, but has a general
implication on reliability assessments of SISs. Understanding the assumptions and limitations of
such classifications and being careful on what type of failures should be included and excluded
in the model has a paramount importance.

The main purpose of this paper is, in light of the discussions above, to (i) clarify some fun-
damental concepts such as definition of spurious activation, its relationship with failure classi-
fication, and considerations and assumptions that are important to decide before attempting to
quantify spurious trip rates, and (ii) to develop a new set of formulas for quantifying the spu-
rious trip rate with basis in (i). A numerical example is carried out to compare the results with
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formulas in a selection of literatures.

The remaining part of the paper is structured as follows: Section 2 presents a discussion on
the definitions and interpretations of spurious activation suggested by several authors and pro-
poses a suitable definition. In Section 3, failure causes, classification and propagation to spurious
activation of the SIS are detailed, for purposes of quantitative analysis. Based on this, analytical
formulas specific to each subsystems are developed in Section 4. Finally, Section 5 provides some
concluding remarks and ideas for further work.

2. Definitions and interpretations of spurious activations

Many standards and guidelines regard spurious activations as a safe event, or safe failure,
since the result of the activation should be a transition to the safe state. For example, both IEC
61511 [2] and IEC 61508 [1] mention spurious activation as an example of a safe failure of a SIS
element.

It has been suggested by Lundteigen and Rausand [5] that there are three categories of spuri-
ous activation: (i) at the SIS element level, involving a spurious operation (SO) failure of a single
SIS element, (ii) at the subsystem level, where a combination of SO failures, or other events, like
loss of communication, lead to a spurious activation of the subsystem, and finally, (iii) at the
plant level, where a spurious activation of a subsystem or other events, such as loss of power,
results in a new state of the plant (e.g., shutdown). An SO failure is defined as an activation of
a SIS element without the presence of a specified process demand (see more about SO failure in
[5]). The latter category is also mentioned in ISA TR 84.00.02 [4], where spurious activation is
defined as failures leading to process shutdown.

The analogy suggested between “safe” and spurious activation failures does not always hold.
A spurious activation may or may not have an adverse effect on safety. Consider the following
cases where spurious activations have adverse effect on safety: (i) Spurious activation (release)
of airbag system in a car would not be safe while driving in high speed. (ii) A spurious opening
of a shutdown valve may result in an over-pressuring of downstream equipment and loss of
containment. (iii) A spurious stop of a subsea processing facility, may introduce hydrate plugs in
the pipelines which, when released, can result in over-pressuring of receiving facilities. In most
cases, any start-up after a shutdown increases the risk of new hazardous events. For example, the
BP Texas city refinery incident in March 2005 that caused 15 fatalities and 170 injuries occurred in
relation to a start-up [7, 8]. This was also the case for the Tesoro Anacortes-Washington refinery
accident in April 2010 [9]. (iv) Spurious activation imposes unnecessary thermal and mechanical
stress on elements, which may result in a more rapid degradation of components [8, 5]. (v)
Reoccurring spurious signals from sensors may result in loss of confidence to the equipment,
and eventually bypassing of the signals [5].

The most suited definition according to the authors of this paper is the one suggested in
ISOTR 12489 [10]: activation of a SIS in an untimely manner. Untimely is characterizing the
spurious activation as an event, without judging whether the consequence of the event is safe
or dangerous. Untimely activation occurs when (i) the SIS performs its function without the
presence of a process demand or (ii) the SIS abandons the state achieved in response to the timely
or untimely activation. An example of (i) would be a spurious closure of a shutdown valve, while
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(ii) would be the same valve spuriously opening after having been closed. In this paper, the main
attention is directed to (i), but in some cases, it may be favorable to also consider (ii). It is also
decided to use the approach from [5], where spurious operation (SO) is referred to as spurious
activation at the element level, spurious trip at the subsystem (SIF') level, and spurious shutdown
at the plant level.

As mentioned, the consequence of a spurious trip can be economical, through production
stop, or safety related, or both, and should thus be addressed in the EUC (equipment under con-
trol) risk assessment in order to achieve an optimal risk reduction. To handle the risk reduction
associated with spurious trip in a formal way, one option may be to establish a standardized re-
quirement, as for example proposed by Houtermans [11]. The author proposed the concept of
spurious trip level (STL), as a complement to safety integrity level (SIL) which is used as a per-
formance measures for the likelihood of experiencing dangerous failures, as shown in Table 1.
As pointed out by Rausand [6], the approach has, however, been criticized because the levels are
associated with economic loss alone, and the adverse effect on safety is not included.

Table 1: Spurious trip level [11]
STL Probability of Fail Safe Per Year Spurious trip cost
X >1079*D to<107

> 107% to<107> 10M-20M EUR

5

4 > 107 to<10™* 5M-10M EUR

3 > 107 to<1073 1M-5M EUR

2 > 1073 to<1072 500k-1M EUR
1 > 1072 to<107! 100k-500k EUR

3. Evaluation of the assumptions and limitations for STR of a SIF

When quantifying measures for spurious activation, it is important to consider the follow-
ing questions: (i) Under what conditions and events would an element or a subsystem give an
spurious activation? (ii) What would be the cascading effects on a subsequent level (i.e., for the
SIF or the plant)? (iii) Are the fundamental arguments employed in failure classification, for the
purpose of quantification, reasonable? (iv) What are the implications of the assumptions made
in the failure classification on the STR predictions? In this section we will try to address these
questions.

3.1. Factors contributing to the STR of a SIF

The consequences of spurious activation may be different for the three SIS subsystems. Spu-
rious operation (SO) failure of individual elements may cause the SIS to spuriously activate. Spu-
rious signals (i.e. SO failure) from k or more elements in a k-out-of-n (koon) architecture initiates

ISIF - safety-instrumented function carried out by a safety-instrumented system.
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a spurious activation of the SIS, while no spurious activation occurs with k — 1 or less elements
having a spurious signal. The same situation applies to the logic solver subsystem. Final ele-
ments often interact directly on or with the process or equipment being protected. Therefore,
some impact from spurious operation of final elements is expected even if the number is less than
k in a koon architecture. For example, a single valve closure in a 2002 architecture may reduce
the production performance.

The operational strategy in relation to dangerous failures may also add more events to con-
sider for spurious activation. In the presence of a specific number of dangerous detected (DD)
failures (i.e., n—k+ 1 or more DD failures in a koon architecture ) it may be unsafe to continue op-
eration and the SIS may automatically shutdown in response to this situation. In a multi-channel
subsystem, we may therefore have the situation that an spurious activation is the result of SO
failures, DD failures or a combination of both. Some formulas, like in [5] and [6], account for SO
and DD failures separately, but we have not identified in literatures that the combination of such
failures is considered in analytical formulas. ISA TR 84.00.02 [4] provides STR formulas with a
combination of SO and DD failures, but the derivation of these formulas is not explained. For-
mulas in existing literatures are presented and discussed in Section 4, and thereby new formulas
are developed to quantify the impact of SO and DD failures.

The design philosophy in connection with utility functions also plays a significant role in
the spurious activation of SISs. A SIS may be designed as de-energize-to-trip or energize-to-trip.
De-energize-to-trip means the SIS performs its function upon loss of power or utility systems
like hydraulics, while the energize-to-trip design means that the SIS is unable to operate under
the same conditions (and will maintain the state it had achieved before the loss occurred). A
de-energize-to-trip system is therefore more prone to spurious activations, as loss of power will
also contribute to such activations, than energize-to-trip. Nevertheless, it cannot be concluded
which one of the two design principles is the safest, as this would entirely depend on what is the
safe state, and if the safe state remains the same under different modes of operation. In the quan-
tification of spurious trip rate, it is therefore important to consider the design philosophy of the
SIS, to also check if the contribution from loss of utility functions must be included. Contribution
from loss of utility functions may need to cover [10]:

+ loss of sufficient power supply, e.g. electric/hydraulic power supply
« loss of auxiliary supply, e.g. uninterruptible power supply (UPS)
« loss of (or faulty) communication

It should be noted that loss of utility function may be an issue also for energize-to-trip design, but
then in relation to dangerous failures of SIS elements. Loss of utility may result in impeding the
ability of SIS elements to carry out the safety function (i.e. a dangerous failure), and the affected
elements will therefore have a dangerous failure that is either detected or undetected. The effects
of the DD failure mode must be considered for the specific SIS in question, and may be modeled
as a separate event, for example as an explicit CCF event of DD failures. This paper however
does not cover the quantification of utility systems as such, but the proposed approach/concept
for the three SIS subsystems may be extended and used to accommodate utility systems.
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Depending on how often the demand occurs, SISs are classified as low-demand systems and
high-demand systems, where the frequency of once per year is set as a borderline [1]. The state
of the EUC (and also the SIS itself) after the SIS has successfully responded to a demand may vary
significantly for low- and high-demand systems. In case of low-demand systems the EUC often
remains in the safe state after the SIS has responded to a demand while in high-demand systems
the EUC may return immediately back to normal operation. Hence, the demand frequency and
demand duration may have impact on the spurious activation of the SIS and should be accounted
for in the STR calculation, as argued by Pham and Schwarz [12]. However, in this paper demand
is not taken into account (i.e., equivalent to say that demand assumed to be too infrequent or
that demand duration is negligible) and the main focus is on low-demand system.

3.2. Failure classifications

It is important to have a well defined approach to the classification of failures, in the sense of
deciding which failure modes and failure effects are important to include in the quantification of
STR. In this paper, the failure classification is based on terminologies used in IEC 61508 [1]. Even
so, there are some unclear issues in the application, since most focus is directed to the handling
of DD and DU failures in this and related standards.

3.2.1. Considerations about systematic failures and random hardware failures

SIS elements may subject to either random or systematic failures that may affect the STR.
According to IEC standards [1, 2], systematic failure cannot be predicted statistically with a rea-
sonable accuracy due to their deterministic nature. These are failures introduced due to errors
made in design, manufacturing, installation, usage and maintenance [1]. For example, an SO fail-
ure caused by a software error in the logic solver or by a design error leading to internal leakage
of a valve actuator. A sensor responding to a false demand can also be an example of systematic
failure, as this may be attributed to a design error (unable to foresee the false demand to choose
a proper design accordingly).

Random hardware failures, as defined by IEC 61508 [1], are failures occurring at a random
time, which result from one or more of the possible degradation mechanisms in the hardware.
The underlying assumption is that the operating and maintenance conditions are within the de-
sign envelope [13]. Following this definition of IEC 61508, the PDS method [3] specifically stated
that the cause for random hardware failure is aging. Internal leakage of a valve actuator due to
natural degradation (aging) can be an instance of SO random hardware failure [5]. However, it
seems impractical to claim or differentiate in most cases if a failure is due merely to aging, as ag-
ing can overlap with other factors such as excessive stress, improper handling, maintenance and
so on. An SO failure of a sensor, for example, may be caused by an electronic component failure.
However, electronic components can fail without a recognizable degradation (aging) mechanism.
Consequently, Rausand [6] argues that random hardware failure of an element is not only due to
aging but can also be caused, for example, by inadequate maintenance, stress, human error and
so on. The categorization of some human errors as a cause for random hardware failure is also
acknowledged by ISOTR 12489 [10].

IEC 61508 suggests that only random hardware failures to be included in the quantitative
analysis, but not all analysts and guidelines agree on that (e.g., [3, 10]). The PDS method [3]
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claims that systematic failures should be included (implicitly in the element’s failure rate) and
one of the arguments for this is that excluding systematic failures provides unrealistic (optimistic)
result. Some authors are even more optimistic and argue that systematic failures can be predicted
explicitly (e.g., [4, 14]).

The main purpose of classifying failures as systematic and random hardware failures is to
establish a basis for quantification by identifying causes (failures) that can statistically be pre-
dicted. It is therefore important that the analyst has a clear idea about the benefit and limitation
of the classification and also what causes are (should be) included and excluded from the STR
analysis.

3.2.2. Considerations about independent and common cause failures

Failures may occur due to an independent cause (independent failures) or due to a shared
cause (common cause failures [CCF]). A CCF may be defined as an event involving multiple
component failures, that occur close in time and due to a shared cause [1, 15, 10, 6]. A CCF may
be caused by an explicitly known cause(s), e.g., power system failure that is common for several
elements, or by causes with no clear deterministic explanation. Modeling explicit CCFs is often
preferred if the causal relationship between the cause and the failure (event) is very clear and
the analysis can be supported by data (e.g., the rate of occurrence). Implicit modeling is often
more suited if these conditions are not met. The effect of a CCF can be a complete SIS failure
(i.e., spurious activation of the SIS), or a partial failure (i.e., SO failure of an element). Some
CCF models make the assumptions about complete SIS failure (e.g., standard beta factor model),
while others allow to also model the effects of partial failure (e.g., multiple greek letter model
and extended beta factor model) [15]. The most frequently used model in the process industry is
based on the beta factor model, or the extended beta factor model. These models are discussed
in detail in Section 4.4.

With regard to dangerous failures, few initiatives have been taken to support the models with
experience data about why and how often CCFs occur. Two exceptions are the ICDE project
carried out in the nuclear industry [16, 17] and an initiative through the PDS forum in Norway
for the oil and gas industry [18, 19]. The PDS method had recently come up with an estimate
for B8 ranging from 11% (for process shutdown valve) to 20% (for fire dampers). An alternative
to the data driven estimate for 3 is to use various types of checklists (e.g. the checklist proposed
in IEC 61508), or to rely on expert judgments made in data handbooks, such as the PDS data
handbook [20]. The IEC 61508 has proposed the maximum g value to be 5% for logic solver and
10% for sensor and final element. CCFs may occur at different points in time and for dangerous
failures, in particular dangerous undetected (DU) failures, all dependent failures occurring in the
same test interval can reasonably be attributed to the same CCF. Since each SO failure will be
notified, it is likely that a repair is carried out before the next failure occurs, if the cause is not a
shock-like exposure. It is therefore unreasonably conservative to assume as high S value for SO
failures as for dangerous failures. Moreover, the underlying causes for SO failures are different
from dangerous failures and thus care should be taken while quantifying STR due to CCF.

This section discussed important aspects of spurious activation to establish a clear ground
to formulate a quantification measure for SIS operating in low-demand mode. In the following
section, spurious activation implies an untimely activation of a SIS, and that results from untimely

7



activation of one of the SIS subsystems, which is referred to as spurious trip. Spurious trip, in
turn, results from untimely activation of constituting elements/channels (i.e. spurious operation).
The term spurious shutdown is used for process shutdown as a result of spurious activation of
the SIS. In addition to spurious operation (SO) failures, DD failures are treated as contributing
factor to spurious trip and thus they are accommodated in the formulas established in the section
below.

4. Spurious trip rate of a SIF

The main reliability measure for spurious activation is the rate of occurrence, often called
spurious trip rate (STR) [6], but other measures could also be used, for example, the probability
of experiencing a spurious activation before the next scheduled plant shutdown. In this paper, the
focus is placed on the STR, as this rate can also be used as input for determining other measures
such as the loss in production availability. The STR of a SIF can be calculated by summing up the
STRs of the individual subsystems, which may fail due to either independent (I) or CCFs (C), as
shown in Eq. 1.

STRyr= »  (STRY +STR) (1)

i€(IE,LS,FE)

Only the three subsystems, namely input element (IE), logic solver (LS) and final element (FE)
are considered. Loss of utility may be an integral part of the CCF evaluation at the subsystem
level or for the whole SIF. The quantification of the contribution of loss of utility is outside the
scope of this paper, but a very good treatment of the reliability quantification of redundant power
systems can be seen in [21, 22]. Moreover, one should also consider the contribution from false
demand. Sensors may give wrong signals by reading a false demand that has a similar form and
characteristics as the real demand. If Agp is the rate of occurrence of a false demand and PFD,,, is
the average probability of dangerous failure of the SIF on demand, then the STR due to the false
demand can be calculated as

STRepp = App(l _PFDavg)
~ /lFD (2)

A brief discussion about false demand can be found in [6].

4.1. Existing approaches

An overview of formulas for calculating the STR that have been identified in the literatures
are presented in Table 2. Note that in order to be consistent we use SO failure (A50) even if safe
failure (As) are used as notation in the original papers (e.g. in [4, 23, 3]). For the purpose of
brevity, we also use A instead of (1 — 8)A for independent failures as (1 — 8)4 ~ A.

The formulas and the associated literatures do not discus the need to model subsystems dif-
ferently, due to the different effect of SO and DD failures on subsystems. The formulas presented
in the table above are developed and suggested to be used irrespective of the type of subsystem.
However, as discussed in Section 3 SO and DD failures do not impose the same effect across
subsystems and thus it is important to develop formulas that are specific to a specific subsystem.
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Table 2: Existing STR formulas

Author Formula
STR Independent failures CCF
ISA TR 84.00.02 [4] STRioer = 4so + App
STRieei = i(dso + App) + PB(dso +App) fori=2,3
STRyo0z = 2450 (dso + App) MTTR” + B(dso + App)
STRgyo0s = 6450 (dso + App) MTTR + B(dso + App)
STRyoos = 12450 (Aso + App)’ MTTR? + B(so + App)
n—1 . X n-1 . .
Lundteigen and Rausand [5]  STRieon = ndso X, (”;l)p’(l - p)Y"'" + nipp D (”;l)q‘(l -g@)"'"" + PBsodso + Boppp
Wherle:,;l: 1 — e~/soMTTRso ;i = !Tn:ke_I{DDMTTRDD
~ ”(z::)’léoMTTRg(_)l + ”(::JL)AEBMIMTTRBK( +  Bsodso + BopAbp
k=1 n—k
Innal et al. [23] STRoon = ﬁflléo I1 EMDT,-+(kf!1 ),/lgg"” MITRop +  PBsoudsou + Bsop4sop + BopApp
Y=L : i=1
. s A
where EMDTi = /k()USfjsou (ﬁ + MRT) + /lsousfiou MTTRsop
PDS method [3] STRioon = ndso
STRikoon = BCu—k+ yoondso fori =1,2,3

where C is the modification factor for various voting configurations
*MTTR is the mean time to restoration, which is the same for SO and DD failures
“*EMDT, is equivalent mean downtime time of detected SO failures (SOD) and undetected SO failures (SOU), 7 is the test interval to
detect SOU failures and MRT is mean repair time of SOU failure

In addition, the formulas do not account for the possible combination of SO and DD failures in
a multichannel subsystem. For example, one SO and one DD failures in a 2003 input element
subsystem may have similar effect as two DD failures.

The PDS method [3] formula disregards the contribution from independent failures for koon,
where k > 1, but in light of previous discussions about CCFs occurring at slightly different times,
the approach should be applied with caution. Contribution from DD failures is acknowledged,
but no formula is suggested in the PDS method for this purpose. ISA TR 84.00.02 [4] assumes
that a single DD failure leads to spurious activation of 1002/3 architecture, even if a single DD
failure does not prevent the SIF from functioning on demand. The formulas assume also the same
MTTR for SO and DD failures, but this may not necessarily be the case due to having different
failure causes.

Innal et al. [23] have introduced the equivalent mean downtime concept in relation to spu-
rious activation. The equivalent mean downtime, a weighted average of the downtimes due to
detected and undetected failures where failure rates are used as weights, corresponds to MTTR
associated to SO failures in other literatures (e.g. [5]). This measure has reasonably been used
to compute PFD,,, since part of dangerous failures in an element can be detected or undetected.
However, it is questionable to implement this measure for spurious activation as SO failure of an
element is an evident failure. If a sensor fails SO, it means that a dangerous situation is detected
(spuriously) and thus a message will be sent to the control room and the failure becomes evident
which will then lead to an action (isolation, restoration and so on). The same would also apply
to SO failure in the logic solver. For final element, an SO failure can not be hidden as it is an
(spurious) activation due to a failure, for example, in the actuator.

Some basic differences have also been noticed between authors regarding CCF modeling,
especially for 1oon, where n > 1, architectures. Using a S-factor model, do we need to consider
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contribution of CCF due to SO failure for 1oon? The PDS method [3] does not consider while
other authors (i.e. [4, 5, 23]) have considered it.

Based on these and some of the considerations discussed in Section 3 we propose a new set
of formulas in the remaining part of this sections. The new formulas are presented first for
independent failures in Section 4.2, and then for CCFs in Section 4.3. Separate formulas are
suggested for input elements, logic solver, and final elements.

4.2. New formulas for independent failures

4.2.1. General model assumptions

An element at a certain point in time can be in one of the following states: SO failure (SO),
dangerous detected (DD), dangerous undetected (DU) or functioning (OK). These states at the
element level are mutually exclusive and exhaustive as illustrated in Fig. 2. Assume now that
elements are identical and independent of each other as well as their failure rates are constant
over time. With these assumptions, if we have a subsystem consisting n elements, the following
properties can be derived:

Figure 2: Mutually exclusive and exhaustive states of an element

1. Because elements are independent, the outcome on one element does not affect the out-
come on other elements.

2. Because elements are identical, each element has a set of possible outcomes (SO, DD, DU,
OK) and the probability that a particular outcome will occur is the same in each element
(let the associated probabilities be p,g,rand s =1—-p — g —r).

These two properties allow to use a multinomial distribution, a generalized form of binomial
distribution. Let X, Y and Z be the number of times that SO, DD, and DU failures occur. Then,
the probability that SO occurs x times, DD occurs y times and DU occurs z times can be calculated
as

n!
xylzl(n—x—-y—2)!
& ' 3)
~ r
xylzln—x—-y— z)!p 1
10

gX=x,Y=y,Z=2)

pgrd—-p-q-n"T"




At a specific point in time, we may find the element in the OK state or DU state. From the per-
spective of STR, neither of the two states has a direct contribution. However, for time dependent
STR calculation it would not be the same because once an element fails DU it may not give rise to
spurious activation until the failure is corrected and restored to an OK state. Since in this paper
we are computing a time-independent STR, these two states (DU and OK) can be merged and
considered as a "no trip (NT)" state. Therefore, we will have only three states SO, DD and NT
with the associated probabilities p,q and 1 — p — g. As a result, the probability of finding x SO
failures and y DD failures can be rewritten as

n! !
gX=xY=y = p'¢(1-p-q)
xyl(n —x —y)!

n—x—y

n!

&

Xy 4
x!y!(n—x—y)!pq (4)
Moreover, if the purpose is to compute STR due to only SO failures we will then have a binomial
situation such that DD failure will be considered as a NT state, i.e.

n!

A=p)x )

§X =2 =3 Xn-n?

n!
(n—x)! p
and for DD failures

!
qy
yi(n—y)!

The quantification approach proposed in this paper is based on the approach first proposed
by Lundteigen and Rausand [5] and published later in the book by Rausand [6]. For a single
element the STR is approximated by the associated failure rate, i.e.

g¥ =y)= (6)

1 1 A
STRSO = = >0 ~ /150 (7)
MTBFsg MTTFso + MTTRgo 1+ AsoMTTRsg
1 1 A
STRDD 2 ﬂDD (8)

MTBFppy  MTTFop + MTTRpy 1+ AppMTTRpp

the approximation is valid for small MTTR compared to MTTF. In situations where restoration is
considerably long such as in subsea production and processing systems, the above approximation
may not be valid. However, in this paper we applied this approximation. It is also assumed that
the restoration activity is perfect that it brings the subsystem in an "as good as new" state. Further,
once the element is activated spuriously, the assumption is that it remains faulty until restoration
is completed.

4.2.2. Specific considerations for input element

For a koon input element subsystem spurious trip occurs when either k or more elements fail
SO, n—k+1 or more elements fail DD, or combination of SO and DD failures occur. As mentioned,
upon n — k + 1 DD failures, the SIS is no longer available for safety such that the process has
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to be shutdown. When a combination of n — k + 1 SO and DD failures occur - the combination
contains no greater than k — 1 SO failures and no greater than n — k DD failures — the system
is no longer available as it is the case for n — k + 1 DD failures. The assumption here is that
once an element sends false signal, it should no longer be trusted and can then be considered
as a failed element. It may be possible that the failed element is isolated and the system runs
with degraded mode. However, degraded mode is outside the scope of this paper.Thus, spurious
activation occurs in two mutually exclusive possibilities and the STR formula can be calculated
considering these possibilities:

1. first is an SO failure and then
+ k —1 SO failures occur before the first SO failure is being restored, or

« n — k combination of SO and DD failures occur before the first SO failure is being
restored

2. first is a DD failure and then
« n—k DD failures occur before the first DD failure is being restored, or
« n — k combination of SO and DD failures occur before the first DD failure is being

restored

For a koon system, let f,(x,y) be the probability that x and y number of SO and DD failures
occur out of n — 1 elements before the restoration of the first failure, denoted 7, is completed. y
will be either SO or DD failure whichever occurs first. From Eq. 4, we have,

_ _ _ (n- D! —1soMTTR, \* —AppMTTR, )’
HX=xY=y) = x!y!(n—x—y—l)!(l_e * )(l—e )

(n-1)!
xyln—x—-y—-1)!

(AsoMTTR,)* (AppMTTR, )’ 9)

Further, f,(x) is the probability that x number of SO failures out of n—1 elements occur before
the restoration due to 7 failure is completed. Similar definition can be made for f,(y). We have

(n—1)! .
fy(X = X) m(ﬂsoMTTRy)

(n—-1)
HY =y) y!(n_—y_l)!(/lDDMTTRy)y (10)

Moreover, the probability of finding w number of SO or DD failure before the restoration due to
v failure is completed is

(n—1)!

KW =w) o~ D

((As0 + /lDD)MTTRy)W (11)

When an input element experiences SO failure, its safety function will be terminated until
the restoration is completed. If the operational philosophy does not allow operating in degraded
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mode, the decision will then be to shut down when the number of "out of order" elements (due
to SO and DD failure) is greater than n — k. Operating in degraded mode is used to maintain
production although it may impact the level of the achieved risk reduction. STR formulas for
common architectures without considering degraded mode are presented below:

STRY ... = Aso+Aop (12)
STRY 1pp = 2450 + 2Aopfon(¥ = 1) 2 (4so + A, MT TRpp) (13)
STRY 40y = 24sofso(X = 1)+ 24pp ~ 2 (A3MTTRso + App) (14)
STR&), loo3 — 3/150 + 3/1DDfDD(Y = 2) ~3 (/150 + /I%DMTTRIZDD) (15)
STRY ,.s = 3dsofso(W > 1)+ 3dpp fon(W > 1)

~ 3dsofso(W = 1) + 3App fop(W = 1)

= 6(4so + App) [AsoMTTRso + AppMTTRpp] (16)
STRY ,.0s = 4dso[fsoX 2 1)+ fso(Y > 2)] +4dpp [fon(Y > 2) + fon(X = 1,Y = 1)]

~ 450 [fsoX = 1) + fso(Y = 2)] +42pp [fop(Y = 2) + fop(X = 1,Y = 1)]

= 12A50MTTRso |dso + AppyMTTRso | + 1245, MT TR, [App + 24s0] (17)
STRY 4o = 450 [fso(X 2 2) + fso(Y = D] + 4dpp fon(W 2 1)

~ 4450 [fso(X = 2) + fso(Y = D] +4pp fop(W = 1)

= 12450MTTRso [43oMTTRso + App | + 124pp(4so + Aop)MTTRpp (18)

It seems complex, if not impossible, to develop a general koon formula for input element.
However, it is straightforward to develop a formula for any koon system by using the same
concept as used above.

4.2.3. Special considerations for final elements

Final elements normally interact with the EUC, and the effect of SO and DD failures on the
safety function and the EUC may therefore be different from input elements. For a koon input
element subsystem at least k SO failures are needed for the SIS to activate spuriously, but for final
elements less than k SO failures may have an impact. Consider a 2003 valve. Even if two elements
are required to function for the SIS to function, one spurious activation may, for example, cause
undesired flow-pressure combination, so that the EUC needs to be shutdown. It is therefore
reasonable to calculate STR for a koon final element due to SO failure as ndsg. Observe that
under this assumption the STR contribution from combination of failures (SO failures and DD
failures) vanishes.

DD failures of final elements, e.g. valve stuck in open position, bell failed to ring and so on,
also behave differently. As far as a spurious activation performed by the SIS is concerned DD
failures should be considered in STR calculation only if the SIS is able to use the remaining final
elements for activation. It may therefore be meaningless to talk about spurious activation due to
DD failure of noon final element. For a koon architecture, where k < n, it depends on how many
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DD failures can be tolerated before a spurious activation. If we denote the maximum tolerable
number of DD failures by v, i.e., upon v + 1 DD failures the SIS activates, STR can be calculated
as

n—k—1
—k-1)\ . .
STR(FI% voon = Nso +ndpp E (n . )q’(l — gy forv<n—-k
’ 1

i=v

Q

n—k-1 v+1 v
niso + 1 AHMTTRY, (19)
1%

Note that if v > n —k the SIS is no longer be able to perform its function since more than n—k
dangerous failures cause the SIS to fail - activation by the SIS is not possible. Nevertheless, if
the SIS is not able to perform its function when more than n — k elements fail DD, the EUC may
be shutdown manually by using other means. For example, if a SIS in a subsea gas compression
system fails to stop a flow downstream upon a demand, an action can be taken to stop the flow
upstream using valves such as a master valve. In other words, another safety layer takes over
the safety function of the SIS and brings the EUC into a safe state. If this can be considered as
spurious activation of the SIS, i.e. failure of the final elements subsystem leading to unintended
shutdown, STR due to final elements failure can be calculated as

n—1

M) _ n—1y . i
STRY \on = ndso +ndpp i;k( l, )q (1-9q)
n—1\ n—k
X ndso+n L App  MTTR (20)
n —

4.2.4. Logic solver

An SO failure of the logic solver is a failure that results in sending false shutdown signal to
the actuator in the final element. If we consider a koon logic solver the effect of SO failure will
be the same as the input element subsystem — at least k SO failures needed to spuriously activate
the SIS.

As input and final elements, no more than n — k DD failures can be tolerated for the logic
solver subsystem. Like final element if more than than n — k elements have DD failure, the SIS
cannot automatically be activated by itself. If however manual shutdown follows upon more n—k
DD failures, the same formula as input elements can be used. These two scenarios are treated in
the final element.

4.3. Numerical comparison

In this section a numerical comparison between the proposed method and the methods sug-
gested by ISA TR 84.00.02 [4] and Lundteigen and Rausand [5] is made using the following input
data: Aso = 1.00E — 06, App = 5.00E — 06, MTTRpp = MTTRgo = 8 hours. As can be observed
from Table 3, for 1001 architecture there is no difference among all the methods. ISA provides
conservative results for 1002 and 1003 architectures as it assumes a single DD failure leads to
spurious activation. The proposed method provides the same result as Lundteigen and Rausand
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[5] for all 1oon architectures because there is no contribution from combination of SO and DD
failures as well as for these architectures one SO failure is sufficient for final element to spu-
riously activate. For 2003 and 2004 input element architectures the proposed method provides
slightly higher result due to contribution from combination of failures. The contribution from
combination of failure modes (which is the product of SO and DD failure rates) is smaller than
that of the contribution from same failure modes due to the fact that A5, > App - dso > A3, if
App = Aso, O /lgo > App * Aso = /112)1)’ if Aso > App. Nevertheless, such small differences become
significant for an installation with many SIFs since the total STR (of the installation) is the sum
of the STRs of all the SIFs, if they are independent of each other. For multichannel final element,
however, applying the same assumption and formula as input element will provide an overly
optimistic result, as one SO failure may be sufficient to experience spurious activation. As can
be seen from the table, for 2003 and 2004 architectures the difference is respectively in three and

five orders of magnitude compared to the result by Lundteigen and Rausand [5] formula.

Table 3: Numerical comparison

Author lool loo2 1003 2003 2004
ISA TR 84.00.02 [4] 6.00E-6 1.20E-5 1.80E-5 2.88E-10 1.66E-19
Lundteigen and Rausand [5] 6.00E-6 2.00E-6 3.00E-6 1.25E-9  9.61E-11
Proposed method (IE) 6.00E-6 2.00E-6 3.00E-6 1.73E-9  9.62E-11
Proposed method (FE) 6.00E-6 2.00E-6 3.00E-6 3.00E-6 4.00E-6

4.4. Contribution from CCF

The IEC 61508 [1] checklist for quantifying S-factor, enclosed in annex D of part 6, distin-
guishes logic solver from input and final elements. Nevertheless, once the respective S-factors
are determined, the same formula can be used regardless of the type of the subsystem. This is
the case when the tradition S-factor model is used. If the extended S-factor model is used, slight
calibration is needed as discussed below.

4.4.1. CCF contribution for koon, k > 1

Traditional B-factor model: Assume that S-factor for SO failures can be estimated in a sim-
ilar way as S-factor for dangerous failures, and further the assumptions (see Section 3.2.2) of
B-factor model are reasonable for spurious activation. For a koon subsystem, where k > 1, the
contribution of CCF can then be calculated as

STR® = BsoAso + BopApp (21)

This approach is commonly used by many authors [4, 5, 23] as shown in Table 2. ISA [4] however
uses the same S for SO and DD failures.

Extended 3-factor model: The traditional 8-factor model assumes that the probability that all n
elements in a parallel architecture fail given CCF has occurred is the same, regardless of the voting
and degree of redundancy. The intention of this extension is thus to consider the voting of the
architecture. The extended model uses the traditional S-factor for 1002 architecture to compute
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Table 4: The PDS method C;,,; values [3] Table 5: The IEC 61508 C,,; values [1]

N2 [3 [4 [5 [6 N2 [3 [4 |5

1 [10]05]03]02]0.15 1 [10]05]03 |02
2 |- [20|11]08]06 2 |- [15/06 |04
3 |- [- |28]16]12 3 |- [- [175]08
4 |- |- - 136|109 4 (- |- T- 2

5 |- [- |- |- |45

[-factor for other koon architectures using a suitable multiplier, denoted C;,,;. For example, for
1oo3 architecture, the probability that the third element fails given that CCF has already caused
the two elements to fail is assumed to be 0.5 and we know the probability that these two elements
fail due to CCF is 8. Therefore, a 1003 architecture fails due to CCF is 0.5 - 8. Note that IEC 61508
also acknowledges the relevance of this extension and has provided its own multipliers. Table 4
and Table 5 present the multipliers suggested by the PDS method and the IEC 61508 respectively.
As far as CCF is concerned, for input elements at least k SO failures or at least n — k + 1 DD
failures are required in order for the SIS to spuriously activate. For final elements, a single SO
failure may be sufficient to be considered as spurious activation of the SIS. If so, a koon final
element is the same as 1oon, and CCF modeling for loon is treated in Section 4.4.2. However, if
k SO failures are required for spurious activation of the SIS, the same formula as input elements
can be used. Thus, STR of a subsystem based on the extended CCF model can be calculated as

STR® = BSOC(n—k+ DoonAso + BopCroondpp, 1<k <n (22)

where 5o and Bpp are S-factors for 1002 architecture. To understand easily why (n — k + 1)oon
is used in the first term in Eq. 22, think in terms of fault tolerance. For koon architecture, fault
tolerance in relation to SO failure is k — 1. This means that the architecture can be rewritten
as (n — k + 1)oonF, i.e., at least (n — k + 1) elements should not be in SO fault in order for the
architecture to be in functioning (F) state with respect to SO.

Note that for final elements, Eq. 22 assumes that when more than n — k DD failures occur the
EUC will be shutdown by other means, and that is considered as spurious activation of the SIS. If
the design is to tolerate v DD failures, at the most, then Cy,,, in the second term in Eq. 22 should
be replaced by C, - y)o0n-

4.4.2. CCF Contribution for koon, k=1
Two different approaches have been used by authors:

« ISA [4] and Lundteigen et al. [5] use the same formula as Eq. 21, which quantifies the
contribution of CCF even if a single SO failure leads to spurious activation. With this
approach, since the CCF is fractionated from the total failure rate, the result will be strange.
Spurious activation occurs due to either independent failure of elements with rate n(1-£)4,
or CCF with rate BA. Since n(1-B)A+B1 = (n — (n — 1)8) A, STR© due to SO failure will be
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(n — (n — 1)Bs0) Aso. This result indicates that the inclusion of CCF reduces the STR, which
is unreasonable.

The approach would be correct if, hypothetically speaking, the CCF rate is not fractionated
from the total failure rate, i.e., spurious activation occurs due to independent failures with
rate ndso and CCF with rate A3, such that STR© = nAgo+ A5, Similarly, implementing the
C-factor will also avoid the strange result obtain in the above paragraph. In the C-factor,
which is introduced by Evans et al. [24], the total failure rate is the sum of individual failure

rates A, not (1 — C) - A, and CCF rate C - A.

« The PDS method [3] (which considers only SO failures and of course uses extended (-
factor model) does not consider CCF for l1oon. This approach gives a conservative result
compared to the method used by ISA [4] and Lundteigen et al. [5].

5. Concluding remarks

This paper has directed the attention to spurious activation of a SIS aiming to develop further
some concepts and formulas in the existing literatures. Effort has been made to critically assess
the underline concepts, definitions and assumptions related to spurious activation and spurious
trip rate calculation. Several definitions have been presented and their limitations with respect
to capturing some scenarios under different modes of operation and under different safe-state
definitions are identified. It would be a mistake to fully associate spurious activations with safe
failures, as seen in IEC standards and some literatures, as it depends on the mode of operation of
the EUC when the activation is taking place and the definition of the safe-state.

The paper has also attempted to discuss briefly fundamental concepts and assumptions em-
ployed while performing quantitative analyses. We have studied critically the failure classifica-
tion theory that has been used as a tool to classify failure causes according to their suitability to
be statistical predicted. We see this as a fundamental concept that needs to be clear to understand
what we are measuring by STR formulas, and to know what and why factors are included and
excluded from the calculation - including whether it is possible in practice to clearly identify
these factors, for example, during data collection. It is observed that there is a flaw in the classifi-
cation of failures as random hardware and systematic failures and it is our suggestion for further
research to look into fundamental concepts of failure classification from practical perspective.

Modeling of failures as common cause for purposes of spurious activation is also found to be
questionable from several viewpoints. Unlike dangerous failures, spurious activation failures are
evident. Hence, applying the same modeling approach as for dangerous failures (e.g. PFD,,,) may
lead to unrealistic result. Since some CCFs are due to systematic failures, an attempt to quantify
CCF contradicts with the argument, for example by the IEC 61508, that systematic failures cannot
be statistically predicted. Further, since the nature of the causes of CCFs are diversified, in the
sense that some are lethal-shock and others are not and the fact that CCF models are used to cater
for causes for which explicit modeling is impossible because of limited knowledge and data, one
should take into consideration the associated degree of uncertainty in the estimates.

The paper has also questioned some of the commonly available STR formulas and suggested
a new set of formulas. Compare to the existing ones, the suggested formulas have two main
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distinct features. It is obvious that the development of spurious activation of a SIS from input
elements is quite different from final elements. Thus, formulas are developed specific to input
elements and final elements. Logic solver resembles sensor so the same formula can be used.
The second distinct feature is that formulas are developed by taking into account more possible
scenarios. What has been overlooked in some existing formulas is the possibility of having a
combination of failure (i.e. both SO failures and DD failures) in a multi-channel subsystem, even
though numerically they do not significantly alter the result.

The paper has not covered degraded mode as an alternative decision upon an element failure.
For a 2003 input element subsystem, for example, upon an SO/DD failure or a combination of
one SO and one DD failure, the decision could be to continue operating with a degraded mode.
Such a philosophy is not taken into account in this paper, but it could be a good topic for further
research. Further, in this paper STR formulas are developed only for common architectures. It is
thus our suggestion for further research to look into developing a general STR formula for koon
architecture.

The paper argued that SO failures are evident failures. The involved items to make the failures
evident (i.e., items involving from detecting the failure to displaying in the screen in the control
room) may or may not be part of the diagnostic system, and it may be important that, in the
quantification of STR, the reliability of such items is taken into account. The paper has not
covered such items and so the developed formulas may require some modification if the items
should be included. Moreover, aspects related to the quantification of SO failure rates are not
detailed, and it is our suggestion for further research to address such topics.
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