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Abstract— This paper considers path following control of
planar snake robots using virtual holonomic constraints. We
first derive the Euler-Lagrange equations of motion of the snake
robot. Moreover, we integrate the effects of friction forces into
these equations. Subsequently, we define geometric relations
among the generalized coordinates of the system, using the
method of virtual holonomic constraints. These appropriately
defined constraints shape the geometry of a constraint manifold
for the system, which is a submanifold of the configuration space
of the robot. In particular, we show that the constraint manifold
can be made invariant by a suitable choice of feedback.
Furthermore, we analytically design a smooth feedback control
law to render the constraint manifold exponentially stable for
the controlled system. We show that enforcing the appropriately
defined virtual holonomic constraints implies that the robot
converges to and follows a desired geometric path. Numerical
simulations are presented to support the theoretical design.

I. INTRODUCTION

Although wheels and legs are extensively used in mobile
robots, and are known as the conventional locomotion tools,
we sometimes need more adaptable and flexible locomotion
systems in order to carry out tasks in complex, narrow, and
unstructured environments. In such situations, snake robots,
which have significant adaptability and structural flexibility
properties, are a potentially useful alternative to conven-
tional types of mobile robots. Snake robots are relevant
for applications where restriction of human involvement is
important due to safety (e.g. in firefighting operations), and
in applications where human presence is impossible (e.g. in
narrow pipe inspection tasks).

This paper considers path following control of snake
robots. The goal of the path following problem, is to ensure
that the error between the system output and a desired geo-
metric path is eventually less than any prespecified constant,
while guaranteeing a forward motion along the path and
boundedness of all states. This control problem is particularly
challenging for snake robots. This is due to the fact that
such mechanisms are generally hyper-redundant, i.e. they
have a large degree of kinematic redundancy, and this gives
rise to a complicated dynamical behaviour for the system.
Moreover, snake robots are underactuated, i.e. they have
fewer independent control inputs than degrees-of-freedom
(DOF), and this complicates the control design for these
robots.
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Path following control of snake robots has been considered
in several previous works. The majority of these works
consider snake robots with passive wheels, which is inspired
by the world’s first snake robot developed in 1972 [1],
and which introduces sideslip constraints on the links of
the robot. These constraints allow the control input to be
specified directly in terms of the desired propulsion of the
snake robot, which is employed in e.g. [2-5] for computed
torque control of the position and heading of wheeled snake
robots. Path following control of wheel-less (i.e. without
velocity constraints) snake robots is only considered in
a few previous works. In [6], path following control of
swimming snake robots is achieved by moving the joints
according to a predetermined gait pattern while introducing
an angular offset in each joint to steer the robot to some
desired path. Methods based on numerical optimal control
are considered in [7] for determining optimal gaits during
positional control of snake robots. In [8,9] cascaded systems
theory is employed to achieve path following control of a
snake robot described by a simplified model.

The contribution of this paper is a solution to the path
following control problem for a wheel-less snake robot by
use of virtual holonomic constraints, which is a particularly
useful concept for control of oscillations, (see e.g. [13,14]).
In our solution, we constrain the state evolution of the system
to an appropriately defined submanifold of the configuration
space, which is called the constraint manifold. The geometry
of this manifold is defined based on the specified geometric
relations among the generalized coordinates of the system.
The proposed feedback control law is designed to exponen-
tially stabilize the constraint manifold, i.e. to enforce the
virtual holonomic constraints, which allows the convergence
of the snake robot to the desired path.

To our best knowledge, the only previous work which
formally proves the stability of a path following controller
for a snake robot is presented in [8,9]. This previous work
is based on a simplified model of the snake robot, where the
motion of the links is approximated as translational motion
instead of rotational motion, which is valid for limited joint
angles. In this paper, however, we consider a more complex
and accurate model of a snake robot, where the motion of the
links is not modelled based on such simplifying assumptions.

The paper is organized as follows. In Section II, we derive
the Euler-Lagrange equations of motion of the robot. In
Section III, we state our control design objectives. In Section
IV, we use the virtual holonomic constraints approach for
path following control design for the snake robot. Finally,
Section V presents the simulation results which illustrate the
performance of our theoretical control design method.



II. MODELLING

In this section, we derive the kinematic model along with
the dynamic equations of motion of the snake robot in a
Lagrangian framework. Moreover, we use partial feedback
linearization to write the model in a simpler form for model-
based control design.

In order to perform control design, we need to write the
governing equations of the system in an implementable way.
This is often done by choosing a local coordinate chart and
writing the system equations w.r.t. these coordinates. Accord-
ing to the illustration of the snake robot in Fig. 1, we choose
the vector of the generalized coordinates of the N -link snake
robot as x = [q1, q2, ..., qN−1, θN , px, py]T ∈ RN+2, where
qi with i ∈ {1, ..., N − 1} denotes the i-th joint angle, θN
denotes the head angle of the robot, and the pair (px, py)
describes the position of the center of mass (CM) of the robot
w.r.t. the global x − y axes. The vector of the generalized
velocities is defined as ẋ = [q̇1, q̇2, ..., q̇N−1, θ̇N , ṗx, ṗy]T ∈
RN+2. Using these coordinates, it is possible to specify the
kinematic map of the robot. In this paper we denote the first
N elements of the vector x, i.e. (q1, ..., qN−1, θN ), as the
angular coordinates, and the corresponding dynamics as the
angular dynamics of the system.

A. The Geometry of the Problem

The (N+2)-dimensional configuration space of the snake
robot is denoted as Q = S × G, which is composed of the
shape space S and a Lie group G which is freely and properly
acting on the configuration space. In particular, the shape
variables of the robot, i.e. qa = (q1, ..., qN−1), which define
the internal configuration of the robot and which we have
direct control on, take values in S. Moreover, the position
variables, i.e. qu = (θN , px, py), which are passive DOF
of the system, lie in G. The velocity space of the robot is
defined as the differentiable (2N + 4)-dimensional tangent
bundle of Q as TQ = TN × RN+4, where TN denotes
the N -torus in which the angular coordinates live. The free
Lagrangian function of the robot L : TQ → R is invariant
under the given action of G on Q. The coupling between the
shape and position variables causes the net displacement of
the position variables, according to the cyclic motion of the
shape variables which is known as the gait pattern. Note that
for simplicity of presentation, in this paper we consider local
representation of TQ embedded in an (2N+4)-dimensional
open subset of the Euclidean space R2N+4.

B. The Forward Kinematic Map of the Snake Robot

Based on the kinematic parameters of the snake robot
given in Fig. 1, it is possible to write the coordinate rep-
resentation of the forward kinematic map. The map between
the absolute link angles θi and the relative joint angles qi is
given by

θi =

N−1∑
n=i

qn + θN (1)
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Fig. 1: Kinematic parameters of the snake robot

The position of the CM of the i-th link w.r.t. the global x−y
axes can be, respectively, given as

px,i = px,0 + 2l

i−1∑
j=1

cos θj + l cos θi (2)

py,i = py,0 + 2l

i−1∑
j=1

sin θj + l sin θi (3)

where 2l denotes the length of the links, and (px,0, py,0) is
the tail position, cf. Fig. 1. The linear velocities of the CM
of the i-th link w.r.t. the global x− y axes can be found by
taking the time-derivative of (2-3) which gives

ṗx,i = ṗx,0 − 2l

i−1∑
j=1

sin θj θ̇j − l sin θiθ̇i (4)

ṗy,i = ṗy,0 + 2l

i−1∑
j=1

cos θj θ̇j + l cos θiθ̇i (5)

Since all the links have equal length and mass, the position
of the CM for the whole structure of the robot is defined as

(px, py) = (
1

N

N∑
i=1

px,i,
1

N

N∑
i=1

py,i) (6)

To facilitate path following control of the CM of the snake
robot, we replace the tail position (px,0, py,0) in (2-3) with
the position of the CM of the robot (px, py) using the
following change of coordinates

px,0 = px −
1

N

N∑
i=1

(2l

i−1∑
j=1

cos θj + l cos θi) (7)

py,0 = py −
1

N

N∑
i=1

(2l

i−1∑
j=1

sin θj + l sin θi) (8)

Substituting (7-8) along with their time-derivatives into (2-
5) completes the derivation of the forward kinematic map of
the snake robot w.r.t. the desired specified coordinate chart.

C. Equations of Motion of the Snake Robot

The majority of the previous literature on snake robots and
similar mobile multi-body robotic structures, such as eel-like
robots, have derived the equations of motion of these robots
with a Newton-Euler formulation, i.e. where the equations
describing the linear and angular motion of individual links
are written separately. This is due to the fact that it is usually



not straightforward to integrate the anisotropic external dissi-
pative forces, i.e. ground friction forces, acting on these com-
plex robotic structures into their Euler-Lagrange equations of
motion. However, ground friction forces have been proved to
play a fundamental role in snake robot locomotion (see e.g.
[8]). In this paper we derive the equations of motion of the
snake robot in a Lagrangian framework, i.e. treating the robot
as a whole and performing the analysis using a Lagrangian
function [11], which is simple to follow and better suited for
studying advanced mechanical phenomena such as elastic
link deformations [11], which might be insightful for future
research challenges on snake robots. Moreover, we integrate
the anisotropic friction forces into these equations using the
Jacobian matrices of the links, which give an straightforward
mapping of these forces to the equations of motion.

Snake robots are a class of simple mechanical systems,
where the Lagrangian L(qa, ẋ) is defined as the difference
between the kinetic energy K(qa, ẋ) and potential energy
P(x) of the system [10]. Since the planar snake robot is not
subject to any potential field, i.e. −∇P(x) = 0, we may
write the Lagrangian equal to the kinetic energy, which is
the sum of the translational and rotational kinetic energy of
the robot

L(qa, ẋ) = K(qa, ẋ) =
1

2
m

N∑
i=1

(ṗ2x,i + ṗ2y,i) +
1

2
J

N∑
i=1

θ̇2i (9)

where m and J denote the mass and moment of inertia of
a link, respectively. Using the definition of the Lagrangian
from (9), one can write the Euler-Lagrange equations of
motion for the controlled system as

d

dt

∂L(qa, ẋ)

∂ẋi
− ∂L(qa, ẋ)

∂xi
= (B(x)τ − τf )i (10)

where i ∈ {1, ..., N + 2}, B(x) = [ej ] ∈ R(N+2)×(N−1) is
the full column rank actuator configuration matrix, where ej
denotes the j-th standard basis vector in RN+2. Moreover,
B(x)τ ∈ RN+2 with τ = [τ1, ..., τN−1]T ∈ RN−1 stands
for the generalized forces resulting from the control inputs.
Furthermore, τf = [τ1f , ..., τ

N+2
f ]T ∈ RN+2 denotes viscous

and Coulomb friction forces acting on (N + 2) DOF of the
system. The controlled Euler-Lagrange equations can also be
written in the form of a second-order differential equation

M(qa)ẍ+ C(x, ẋ)ẋ = B(x)τ − τf (11)

where M(qa) ∈ R(N+2)×(N+2) is the positive definite
symmetric inertia matrix, C(x, ẋ) ∈ R(N+2)×(N+2) is the
matrix of Coriolis and centrifugal forces, and the right-hand
side terms denote the external forces acting on the system.
Since rank[B(x)] < dim (x) the system is underactuated.
This underactuation represents the lack of direct control on
the head angle and the position of the CM of the robot.

D. The Ground Friction Model

In this subsection, both viscous and Coulomb friction
models are used for capturing the essential properties of the
anisotropic ground friction forces. For modelling the friction,
we first define the rotation matrix for mapping from the

global frame to the local frame of link i, cf. Fig. 1, as

Ri =

[
cos θi − sin θi

sin θi cos θi

]
(12)

Using (4-5) and (12), the velocities of the links in the local
link frames can be written in terms of the velocities of the
links in the global frame as

vlink,i =
[
vlink,it vlink,in

]T
= RTi

[
ṗx,i ṗy,i

]T
(13)

where vlink,it and vlink,in denote the linear velocity of the
i-th link in the tangential (along link x axis) and normal
(along link y axis) direction of the link, respectively. The
total friction force acting on link i is defined as the sum of
the viscous and Coulomb friction forces for that link, which
are denoted by fvi and fci , respectively, as

f link,i = fci + fvi (14)

Assuming equal friction coefficients for all the links, we
write the model of the friction for each individual link i

fci = mg
[

µt sgn (vlink,it ) µn sgn (vlink,in )
]T

(15)

fvi =
[

ctv
link,i
t cnv

link,i
n

]T
(16)

where i ∈ {1, ..., N}, m denotes the mass of a link, g is the
acceleration due to gravity, and µt and µn denote Coulomb
friction coefficients in the tangential and normal direction of
the link, respectively. Furthermore, ct and cn denote viscous
friction coefficients in the tangential and normal direction
of the link, respectively. Finally, we map the friction force
acting on the i-th link to the global x− y frame as

f link,iglobal = Rif
link,i (17)

and we can write τf in (11) as

τf =

N∑
i=1

J Ti (x)f link,iglobal (18)

where

J Ti (x) =

[
∂ṗx,i
∂ẋj

,
∂ṗy,i
∂ẋj

]
∈ R(N+2)×2, j ∈ {1, ..., N + 2} (19)

denotes the transpose of the Jacobian matrix of the CM of
the i-th link.

Remark I. As argued in [8], the motion of a snake
robot with anisotropic viscous ground friction is qualitatively
(but not quantitatively) similar as with anisotropic Coulomb
friction. However, a viscous friction model is less complex
w.r.t. control design and analysis. Accordingly, we employ a
viscous friction model for the control design in this paper.

E. Partial Feedback Linearization

A common method for control of mechanical systems
is full-state feedback linearization. This approach is not
applicable for snake robots due to underactuation. However,
it is still possible to linearize the dynamics of the actuated
DOF of the robot, which is called collocated partial feedback
linearization, and can simplify the analysis as well as the
control design. A similar approach is considered in [8] but
for the sake of completeness, we present the approach here.



To this end, we separate the dynamic equations of the robot
given by (11) into two subsets by taking x = [qa, qu]T ∈
RN+2, with qa ∈ RN−1 and qu ∈ R3 which were defined in
Section II.A:

m11(qa)q̈a +m12(qa)q̈u + h1(x, ẋ) = ψ ∈ RN−1 (20)

m21(qa)q̈a +m22(qa)q̈u + h2(x, ẋ) = 03×1 ∈ R3 (21)

where m11 ∈ R(N−1)×(N−1), m12 ∈ R(N−1)×3, m21 ∈
R3×(N−1), and m22 ∈ R3×3 denote the corresponding
submatrices of the inertia matrix, and 03×1 denotes a col-
umn vector composed of three zero elements. Furthermore,
h1,2(x, ẋ) include all the contributions of the Coriolis, cen-
trifugal and friction forces, and ψ ∈ RN−1 denotes the
non-zero part of the vector of control forces, i.e. B(x)τ =
[ψ, 03×1]T ∈ RN+2. From (21) we have

q̈u = −m−122 (h2 +m21q̈a) ∈ R3 (22)

Substituting (22) into (20) yields

(m11 −m12m
−1
22 m21)q̈a − (m12m

−1
22 )h2 + h1 = ψ (23)

For linearizing the dynamics of the directly actuated DOF
(20), we apply the global transformation of the vector of
control inputs as

ψ = (m11 −m12m
−1
22 m21)ϑ− (m12m

−1
22 )h2 + h1 (24)

where ϑ = [ϑ1, ϑ2, ..., ϑN−1]T ∈ RN−1 is the vector of new
control inputs. Consequently, (20-21) can be written in the
following partially feedback linearized form

q̈a = ϑ ∈ RN−1 (25)
q̈u = D(x, ẋ) + C(qa)ϑ ∈ R3 (26)

with
D(x, ẋ) = −m−1

22 (qa)h2(x, ẋ) = [fθN , fx, fy]T ∈ R3

C(qa) = −m−1
22 (qa)m21(qa) = [βi(qa), 0, 0]T ∈ R3×(N−1)

where βi(qa) : Q → R is a smooth scalar-valued function. It
can be numerically shown that the value of βi is negative
at any configuration qa ∈ Q. Furthermore, fθN , fx, and
fy denote the friction forces acting on θN , px, and py ,
respectively (fθN also contains Coriolis forces besides the
friction forces). For the aim of analysis and model-based
control design, we write (25-26) in a more detailed form:

q̈a = ϑ ∈ RN−1 (27)
θ̈N = fθN (x, ẋ) + βi(qa)ϑi ∈ R (28)
p̈x = fx(x, ẋ) ∈ R (29)
p̈y = fy(x, ẋ) ∈ R (30)

where the summation convention is applied in (28), and
henceforth, to all the equations which contain repeated upper-
lower indices. The dynamical system (27-30) is in the form
of a control-affine system with drift. In particular, the term

A(x, ẋ) = [q̇a, q̇u, 0(N−1)×1,D(x, ẋ)]T ∈ R2N+4 (31)

is called the drift vector field, which specifies the dynamics
of the robot when the control input is zero. Furthermore, the
columns of the matrix

B(qa) =


0(N+2)×(N−1)

IN−1

[β1(qa), ..., βN−1(qa)]

02×(N−1)

 ∈ R(2N+4)×(N−1) (32)

are called the control vector fields, which enable us to control
the internal configuration and consequently the orientation
and the position of the robot in the plane.

Remark II. The last two rows of the control vectors in (32)
are composed of zero elements. This implies that the control
forces have no direct effect on the dynamics of the position
of the CM of the robot, i.e. (29-30), and the dynamics of
the position of the CM are coupled with the dynamics of the
directly actuated shape variables qa, i.e. (27), only through
the friction forces. Accordingly, in the absence of the friction
forces the linear momentum of the robot is a conserved
quantity, and the position of the CM of the robot is not
controllable.

III. CONTROL DESIGN OBJECTIVES AND THE
TRACK-FOLLOW PROBLEM FORMULATION

In this section, we state our control design objectives
which will be followed throughout the remaining sections
of the paper. In particular, we stress that for a complex
mobile multi-link robotic structure such as a snake robot,
formulating a pure path following, trajectory tracking, or
maneuvering problem is unusual (for definitions of these
problem formulations please see [15]). This is due to the
fact that for a part of the state variables of the system
(particularly the shape variables and the heading angle) the
control problem is usually formulated as a trajectory tracking
problem, while for the other states variables (particularly the
position of the CM) we may formulate the problem as a path
following or a maneuvering one.

To formulate a combinational track-follow problem for
the snake robot, which we define as a trajectory tracking
formulation for a subset of the state variables along with
a path following formulation for the remaining subset, we
introduce the error variable for the i-th joint of the robot as

yi = qi − Φi (33)

where i ∈ {1, ..., N − 1}, and Φi ∈ R denotes a function
that defines the reference trajectory for the i-th joint which
will be chosen through the control design in Section IV. The
head angle error is defined as

yN = θN − ΦN (34)

where ΦN ∈ R denotes the desired head angle for the robot.
We divide the control objectives into three main parts. In
the first part, the goal is to make the shape variables of the
robot track given bounded smooth time-varying references,
i.e. asymptotic trajectory tracking problem, which implies

lim
t→+∞

‖yi(t)‖ = 0 (35)

for all i ∈ {1, ..., N − 1}. Furthermore, we seek to control
the head angle of the robot. The second part of the control
objective is thus to make the head angle of the robot track



a desired head angle such that

lim
t→+∞

‖yN (t)‖ = 0 (36)

Moreover, we define a desired straight path that we want
the CM of the snake robot to follow. This is defined as a
smooth one-dimensional manifold P ⊂ R2, with coordinates
in the x − y plane given by the pair (pxd, pyd), which are
parameterized by a scalar time-dependent variable Θ(t) as

P =
{

(pxd(Θ), pyd(Θ)) ∈ R2 : Θ ≥ 0
}

(37)

We define the vector of the path following error variables
for the position of the CM of the robot as p̃ = [px(t) −
pxd(Θ), py(t)−pyd(Θ)]T ∈ R2. Subsequently, the third part
of the control objective is defined as practical convergence
to the path such that [16]

lim
t→+∞

sup ‖p̃(t)‖ ≤ ε (38)

where ε ∈ R>0 is an arbitrary scalar. Moreover, we require
that Θ̇(t) ≥ 0 and limt→∞Θ(t) =∞ (forward motion along
the path), and boundedness of the states of the system.

IV. PATH FOLLOWING CONTROL WITH
VIRTUAL HOLONOMIC CONSTRAINTS

The idea of virtual holonomic constraints is particularly a
useful concept for control of oscillations (see e.g. [13,14]).
We will in this section show how this approach can be used
to solve the path following control problem of snake robots.
In particular, we will show how designing the joint reference
trajectories in (33) using virtual holonomic constraints, and
combining this with virtual holonomic constraints motivated
by Line-of-Sight (LOS) guidance for the head angle error
(34), we are able to solve the path following control problem,
i.e. achieving (38). Our main motivation for using this
approach is the fact that while performing the gait pattern
lateral undulation which constitutes of fixed periodic body
motions, all the solutions of the snake robot dynamics have
inherent oscillatory behaviour along any desired trajectory.
Moreover, we will show how this behaviour can be ana-
lytically and constructively controlled based on virtual holo-
nomic constraints. In particular, we use the word constructive
in the sense that through the feedback action we shape the
dynamics of the system such that it possesses the desired
structural properties, i.e. positive-invariance and exponential
stability of an appropriately defined constraint manifold. To
this end, we define a constraint manifold for the system, and
we design the control input of (27) to exponentially stabilize
the constraint manifold. The geometry of this manifold
is defined based on specified geometric relations among
the generalized coordinates of the system which are called
virtual holonomic constraints. In particular, we call them
virtual constraints because they do not arise from a physical
connection between two variables but rather from the actions
of a feedback controller [12].

A. Trajectory Planning by Virtual Holonomic Constraints

Virtual holonomic constraints are specified through C1

coordinate-dependent functions Φi : Q → R which are
called the constraint functions, in the relations of the form

Φi(x) = 0, which can be enforced through the feedback
action. In particular, we define a vector-valued function

Φ = [Φ1, ...,ΦN ]T ∈ RN (39)

in which every element defines one constraint function for
the corresponding angular coordinate of the system.

At this point, we augment the state vector of the system
with three new states that in the following will be used in
the control design. The introduction of these new variables
to the state vector of the system, which will be used as
constraint variables, is inspired by the notion of dynamic vir-
tual holonomic constraints, i.e. virtual holonomic constraints
which depend on dynamic variables, in [13]. There, the idea
is to make the virtual holonomic constraints to depend on
the variations of a dynamic parameter, which affects the
dynamics of the system on the constraint manifold. The
purpose of these additional states is explained below.

1) We introduce two new states [φ0, φ̇0]T ∈ R2 where
the second order time-derivative of φ0 will be used as an
additional control term that drives the snake robot towards
the desired path by modifying the orientation of the robot in
the plane.

2) In the previous section we defined the control objective
for the joints and the head angle of the robot as a trajectory
tracking problem. However, it is known that the holonomic
constraints are coordinate-dependent equality constraints of
the form Φi(x) = 0, where Φi is a time-independent function
[11]. Thus, we remove this explicit time-dependency from
the reference joint trajectories by augmenting the state vector
of the system with a new variable η, with η̇ = 2π/T and
η(0) = 0, where T denotes the period of the cyclic motion
of the shape variables of the robot.

Subsequently, we denote the augmented coordinate vector
of the system by

x̂ = [q1, ..., qN−1, θN , px, py, φ0, η]T ∈ RN+4 (40)

and the corresponding augmented state space by T Q̂.

B. Virtual Holonomic Constraints for the Joint Angles

A fundamental work in the area of snake robotic was
presented by Hirose [1]. In this work Hirose considers
empirical studies of biological snakes to derive a math-
ematical approximation of the most common gait pattern
among biological snakes, known as lateral undulation. In
particular, the shape of a snake conducting lateral undulation
can be described by a planar curve (the serpenoid curve) with
coordinates in the x− y plane along the curve at arc length
s given by

x(s) =

∫ s

0

cos (a cos (bz) + cz)dz (41)

y(s) =

∫ s

0

sin (a cos (bz) + cz)dz (42)

where a, b, and c are positive scalars. Locomotion of a snake-
like structure in accordance with the serpenoid curve, i.e.
lateral undulation, is achieved if the joints of the robot move
according to the reference joint trajectories in the form of a
sinusoidal function with specified amplitude, frequency, and



phase shift. Subsequently, using the foregoing defined new
states, we define a dynamic constraint function for the i-th
joint of the snake robot by

Φi = α sin (η + (i− 1)δ) + φ0 (43)

where i ∈ {1, ..., N − 1}, α denotes the amplitude of the
sinusoidal joint motion, and δ is a phase shift that is used to
keep the joints out of phase. Moreover, φ0 is an offset value
that is identical for all of the joints. It was illustrated in [8]
how the offset value φ0 affects the orientation of the snake
in the plane. Building further on this insight, we consider the
second-order time-derivative of φ0 as an additional control
term for our underactuated control design. In particular,
through this control term we modify the orientation of the
robot by adding an offset angle to the reference trajectory of
each joint. We will show that this will steer the position of
the CM of the robot towards the desired path.

C. Virtual Holonomic Constraint for the Head Link Angle

In this subsection, we define a LOS guidance law as the
reference head angle for the snake robot. LOS guidance is a
much-used method in marine control systems, (see e.g. [15]).
In general, guidance-based control strategies are based on
defining a reference heading angle for the vehicle through a
guidance law, and designing a controller to track this angle
[15]. Motivated by marine control literature, in [8] based
on cascade systems theory it was proved that if the heading
angle of the snake robot was controlled to the LOS angle,
then also the position of the CM of the robot would converge
to the desired path. We will show that a similar guidance-
based control strategy can successfully steer the robot to-
wards the desired path. To define the guidance law, without
loss of generality, we assign the global coordinate system
such that the global x-axis is aligned with the desired path.
Consequently, the position of the CM of the robot along the
y-axis denoted by py , defines the shortest distance between
the robot and the desired path, often referred to as the cross-
track error. In order to solve the path following problem, we
use the LOS guidance law as a virtual holonomic constraint,
which defines the desired head angle as a function of the
cross-track error as

ΦN = − tan−1 (py/∆) (44)

where ∆ > 0 is a design parameter known as the look-
ahead-distance. The idea is that steering the head angle of
the snake robot such that it is headed towards a point located
in a distance ∆ ahead of the robot along the desired path,
will make the snake robot move towards the path.

D. Defining a Constraint Manifold

We collect all the foregoing defined constraint functions
in the following vector-valued function

Φ = [α sin (η) + φ0, ..., α sin (η + (N − 1)δ) + φ0

,− tan−1 (py/∆)]T ∈ RN
(45)

For trajectory planning using virtual holonomic constraints,
we define the constraint manifold associated with the con-

straint functions (45) as

Γ = {(x̂, ˙̂x) ∈ T Q̂ : qi = Φi(η, φ0), θN = ΦN (py), q̇i

= η̇
∂Φi
∂η

+ φ̇0
∂Φi
∂φ0

, θ̇N = ṗy
∂ΦN
∂py
}

(46)
where i ∈ {1, ..., N−1}. The constraint manifold (46) is a 6-
dimensional submanifold of Q̂, since we have three different
constraint variables, i.e. (η, φ0, py). The goal of the control
input is to enforce the virtual holonomic constraints (45), by
making Γ exponentially stable for the closed-loop system,
and thereby achieving the control objectives (35-36). To this
end, we define the elements of a controlled output vector
y ∈ RN for the system (28-31) as the difference between
the angular coordinates and their corresponding constraint
functions in the form

y = [q1−Φ1(η, φ0), ..., qN−1−ΦN−1(η, φ0), θN−ΦN (py)]T

(47)
We will achieve our control design objectives which we
defined in Section III by designing the control inputs ϑ
and φ̈0 such that (yi, ẏi) → (0, 0) for all i ∈ {1, . . . , N}.
First, we need to ensure that the given relations in (45) are
stabilizable, i.e. a suitable choice of feedback can make the
constraint manifold asymptotically stable for the closed-loop
system. For simplicity, we denote the following differentials:

dΦi = η̇
∂Φi
∂η

+ φ̇0
∂Φi
∂φ0

dΦN = ṗy
∂ΦN
∂py

d2Φi = η̈
∂Φi
∂η

+ η̇2
∂2Φi
∂η2

+ φ̈0
∂Φi
∂φ0

+ φ̇2
0
∂2Φi
∂φ2

0

d2ΦN = p̈y
∂ΦN
∂py

+ ṗ2y
∂2ΦN
∂p2y

(48)

The first derivative of (47) is in the form

ẏ = [q̇1 − dΦ1, ..., q̇N−1 − dΦN−1, θ̇N − dΦN ]T (49)

which lacks the control inputs. The second derivative of (47)
is in the form

ÿ = [ϑ1− d2Φ1, ..., ϑN−1− d2ΦN−1, fθN + βiϑ
i− d2ΦN ]T

(50)
which contains the control inputs. Consequently, the con-
trolled output vector (47) yields a well-defined vector relative
degree {2, 2, ..., 2} everywhere on Γ. The virtual holonomic
constraints satisfying this vector relative degree condition
are called regular, and regular constraints are always fea-
sible [13], i.e. there exists a smooth feedback such that
Γ is positively invariant for the closed-loop system. Fur-
thermore, regular constraints in parametric form (45) are
always stabilizable [13]. The well-defined vector relative
degree {2, 2, ..., 2} on Γ implies that the system (27-30) with
the controlled output function (47) is input-output feedback
linearizable. Consequently, we can stabilize Γ with an input-
output feedback linearizing controller.

E. Output Regulation via Input-Output Linearization

In this subsection, we will derive a control law for (27)
such that the constraint manifold (46) with the constraint



functions defined in (45) is globally exponentially stable for
the closed-loop system. In particular, we use input-output
linearization to stabilize the constraint manifold (46).

To stabilize Φi(η, φ0) for the i-th joint, i.e. to make
(yi, ẏi) → (0, 0) for all i ∈ {1, . . . , N − 1}, we define an
exponentially stabilizing joint control law. The second-order
time-derivative of the i-th joint tracking error, i.e. the i-th
element of the vector (50), is in the form

ÿi = ϑi − d2Φi (51)

We define the control input for the i-th joint in (27) as

ϑi = d2Φi − kpyi − kdẏi (52)

where kp > 0 and kd > 0 are the joint controller gains,
which are similar for all the joints. Inserting (52) into (51)
yields

ÿi + kdẏi + kpyi = 0 (53)

The tracking error dynamics of the i-th joint angle (53),
clearly has a globally exponentially stable equilibrium at the
origin (yi, ẏi) = (0, 0), which implies that the i-th control
input (52), exponentially stabilizes the constraint manifold
for every i-th joint angle, and the control objective (35) is
achieved.

In the following, we aim to stabilize the constraint mani-
fold for the head angle, i.e. to make (yN , ẏN )→ (0, 0). The
head angle corresponds to the N -th element of (47), and its
second-order time-derivative (i.e. the error dynamics for the
head angle) is given by

ÿN = fθN + βiϑ
i − d2ΦN (54)

Inserting ϑi from (52) into (54) gives

ÿN = fθN +

N−1∑
i=1

βi(d
2Φi − kpyi − kdẏi)− d2ΦN (55)

which is equivalent to

ÿN =fθN +

N−1∑
i=1

βi(η̈
∂Φi
∂η

+ η̇2
∂2Φi
∂η2

+ φ̈0
∂Φi
∂φ0

+

φ̇2
0
∂2φi
∂φ2

0

− kpyi − kdẏi)− d2ΦN

(56)

Let us denote the constraint function for the i-th joint angle
of the robot as Φi = Si+φ0, where Si denotes the sinusoidal
part of (43). Subsequently, based on the specified constraint
functions in (45), we may write (56) in a simpler form as

ÿN = fθN +

N−1∑
i=1

βi(−η̇2Si + φ̈0 − kpyi − kdẏi)− d2ΦN (57)

For stabilizing the constraint function ΦN (py) for the head
angle, we define the second-order time-derivative of the
augmented coordinate φ0 as

φ̈0 =(

N−1∑
i=1

βi)
−1(

N−1∑
i=1

βi(η̇
2Si + kpyi + kdẏi) + d2ΦN − fθN

− kp,θN yN − kd,θN ẏN )
(58)

where kp,θN > 0 and kd,θN > 0 are the head angle
controller gains. Notice that since βi is negative-valued in

any configuration, (58) is globally well-defined. Through
numerical simulations we show that the states of the dynamic
compensator (58), i.e. (φ0, φ̇0), remain bounded, however, a
formal proof of this boundedness remains as a topic of future
work. By inserting (58) into (57), the error dynamics of the
head angle takes the form

ÿN + kd,θN ẏN + kp,θN yN = 0 (59)

which clearly has a globally exponentially stable equilibrium
at the origin (yN , ẏN ) = (0, 0). Consequently, the control
objective (36) is achieved.

Finally, we conjecture that while the output trajectories
are evolving on the constraint manifold (46), the internal
dynamics (29-30), which has the form

p̈x = fx(Φ, px, py,Φ
′
, ṗx, ṗy) (60)

p̈y = fy(Φ, px, py,Φ
′
, ṗx, ṗy) (61)

converge to and follow the desired planar path. Analytically
investigating the convergence of the snake robot position to
the desired path is a topic of future work. As a preliminary
support of this conjecture, we provide in Section V simu-
lation results which show that the snake robot successfully
converges to and follows the desired path.

V. SIMULATION RESULTS

In this section, we present simulation results which il-
lustrate the performance of the proposed path following
controller. We considered a snake robot with N = 4 links,
m = 0.5 kg, l = 0.15 m, and J = 0.0016 kgm2. The
friction coefficients were cn = 10, ct = 1. The parameters
of the joint constraint functions (43) were α = π/6 rad,
η = 80πt/180 rad, and δ = π/2 rad. The controller gains
in (52) and (58) were tuned as kp = 5, kd = 4, kp,θN = 5,
kd,θN = 5, and ∆ = 3 m. In order to calculate Φ̇N and
Φ̈N , we employed the approach taken in [15] by passing
ΦN through a low-pass filter of the form

Ω̇ =

[
0 1

−ω2
n −2ψfωn

]
Ω +

[
0

ω2
n

]
ΦN (62)

with natural frequency ωn = 0.8 rad, damping ratio ψf =
0.8. As seen from the simulation results, the snake robot
successfully converges to and follows the desired path.
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VI. CONCLUSIONS

This paper has considered path following control of a
planar snake robot by use of virtual holonomic constraints.
The equations of motion of the snake robot were derived
using a Lagrangian framework. We then introduced vir-
tual holonomic constraints that defined the geometry of
a constraint manifold for the robot. We showed that the
constraint manifold can be made positively invariant by a
suitable choice of feedback, and we designed an input-output
feedback linearzing control law to exponentially stabilize the
constraint manifold for the system. The numerical simula-
tions supported the theoretical results.
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